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HISTORY

This symposium was founded in 1996 by the support of Science and International
Affairs Bureau, Ministry of Education, Culture, Sports Science and Technology,
Japanese Government. Since then, this symposium has been held every year at
B-Con Plaza, Beppu, Oita, Japan except in Oita, Japan (AROB 5th *00) and in
Tokyo, Japan (AROB 6th '01). The tenth symposium will be held on 4-6 February,
2005, at B-Con Plaza, Beppu, Oita, Japan. This symposium invites you all to
discuss development of new technologies concerning Artificial Life and Robotics
based on simulation and hardware in the twenty first century.

OBJECTIVE
The objective of this symposium is the development of new technologies for
artificial life and robotics which have been recently born in Japan and are expected

to be applied in various fields. This symposium will discuss new results in the field
of artificial life and robotics.

TOPICS
Atrtificial brain research

Artificial intelligence
Acrtificial life
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Acrtificial living

Acrtificial mind research

Bioinformatics chaos

Brain science

Cognitive science evolutionary computations
Complexity

Computer graphics

DNA computing

Fuzzy control

Genetic algorithms

Human-machine cooperative systems
Human-welfare robotics

Innovative computations

Intelligent control and modeling
Micromachines

Micro-robot world cup soccer tournament
Mobile vehicles

Molecular biology

Multi-agent systems

Nano-biology

Nano-robotics

Neural networks

Neurocomputers

Neurocomputing technologies and its application for hardware
Pattern recognition

Robotics

Robust virtual engineering

Virtual reality

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB and some of high
quality papers in the proceeding will be requested to re-submit their papers for the
consideration of publication in an international journal ARTIFICIAL LIFE AND
ROBOTICS (Springer) and APPLIED MATHEMATICS AND COMPUTATION
(North-Holland). All correspondence related to the symposium should be addressed

to AROB Secretariat.

Dept. of Electrical and Electronic Engineering,
Oita University

700 Dannoharu, Oita 870-1192, JAPAN

TEL +81-97-554-7841, FAX +81-97-554-7818
E-MAIL arobsecr@cc.oita-u.ac.jp

Home Page http://arob.cc.oita-u.ac.jp/
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MESSAGES

Fumio Farashima
Advisory Committee Chairman of AROB

The science and technology(S&T) on Artificial Life and Robotics is newly
born recently. This new S&T provides human being with happiness.
Research is heart and desire of human being and the S&T is going toward
clarifying human mind and heart. Artificial Life and Robotics provides us
with a strong tool to achieve our objective.

I would like to congratulate researchers who work in the fields on
Artificial Life and Robotics.

Fumio Harashima
Chairman of Advisory Committee
(President, Tokyo Denki University)

Masanori Sugisaka
General Chairman of AROB

It is my great honor to invite you all to the Tenth International Symposium
on Artificial Life and Robotics (AROB 10th ’05).

The symposiums from the first (February 18-20, 1996) to the ninth
(January 28-30, 2004) were organized by Oita University under the
sponsorship of the Science and Technology Policy Bureau, the Ministry of
Education, Science, Sports, and Culture (Monkasho), Japanese Government
] ] and Air Force Office of Scientific Research, Asian Office of Aerospace

Masanori Sugisaka Research and Development (AFOSR/AOARD), USA and co-operated by
General Chairman Santa Fe Institute (USA), SICE, RSJ, IEEJ, ICASE, CAAI, ISCIE, IEICE,
(Professor, Oita University) IEEE (Japan Council), and JARA.

I would like to express my sincere thanks to Monkasho, AFOSR/AOARD
and scientific societies for their repeated support.

This Tenth symposium is sponsored by AFOSR/AOARD and Japanese
companies (Mitsubishi Electric Corporation Advanced Technology R&D
Center, Oita Gas Co. Ltd., STK Technology Co. Ltd, Sanwa Shurui Co. Ltd.,
Yatsushika Brewery Co. Ltd. And others. | would like to express special
thanks for AFOSR/AOARD and the companies stated above.

The symposium invites you to discuss the development of new
technologies in the 21st century concerning Artificial Life and Robotics,
based on simulation and hardware.

We hope that AROB 10th ’05 will facilitate the establishment of an
international joint research institute on Artificial Life and Robotics in future.
I hope that you will obtain fruitful results from exchange of ideas between
researchers during the symposium.
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Hiroshi Tanaka
Program Chairman
(Professor, Tokyo Medical
and Dental University)

John Casti

Co-Chairman
(Professor, Technical University
of Vienna)
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Hiroshi Tanaka
Program Chairman of AROB

On behalf of the program committee, it is truly my great honor to invite
you all to the Tenth International Symposium on Atrtificial Life and Robotics
(AROB 10th ’05). This symposium is made possible owing to the
cooperation of Qita University and Santa Fe Institute. We are also debt to
Japanese academic associations such as SICE, RSJ, and several private
companies. | would like to express my sincere thanks to all of those who
make this symposium possible.

As is needless to say, the complex systems or Alife approach now attracts
wide interests as a new paradigm of science and engineering. Take an
example in the field of bioscience. The accomplishment of HGP (Human
Genome Project) and subsequent post-genomic comphrensive “Omics dat”
such as transcriptome, proteome and metabolome,brings about vast amount
of bio-information. However, as a plenty of omics data becomes available, it
becomes sincerely recognized that the framework by which these omics data
can be understood to make a whole picture of life is critically necessary,
thus, in the post-genomic era , the complex systems or Alife approach is now
actually expected to be an efficient methodology to integrate this vast
amount of bio-data.

This example shows the complex system approach is very promising and
becomes widely accepted as a paradigm of next generation of science and
engineering. We hope this symposium becomes a forum for exchange of the
ideas of the attendants from various fields who are interested in the future
possibility of complex systems approach.

I am looking forward to meeting you in Beppu, Oita.

John L. Casti
Co-Chairman of AROB

Since its inception by Masanori Sugisaka in 1996, the annual AROB
meeting has become probably the single most important event on the
calendar of Asian workers in the fields of artificial life and robotics. It has
been a distinct pleasure and privilege for researchers from the Santa Fe
Institute community to actively contribute to this AROB "phenomenon”
from the very beginning. Starting with the "father" of artificial life, Chris
Langton, who delivered a plenary talk at the first AROB meeting, SFI
researchers Tom Ray, Steen Rasmussen, Josh Epstein, Brian Arthur and
others have ensured an ongoing SFI presence at every one of the nine
previous meetings.

Everyone in the SFI community congratulates Masanori Sugisaka on
making the AROB meeting just a bit better each year. This is strong
testimony to his untiring efforts to promote the field of A-Life through not
only the meeting itself, but by helping to form networks of researchers
around the world by means of the journal, *Artificial Life and Robotics*. It
is a pleasure to acknowledge these efforts and to wish Masanori another
decade or more of success in the AROB field.
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Plenary talker:

Prof. Kazuyuki Aihara

PT Complexity Modeling and its Applications
Kazuyuki Aihara
Institue of Industrial Science
University of Tokyo
4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan
The brain is a typical example of a complex system with much complexity
and many functions. In this plenary talk, | will review our study on creating
an artificial brain with chaotic dynamics, or a chaotic brain. | will also
discuss importance of several bifaces in modelling complex systems, namely
generality / universality & individuality / specialty, abstracted & detailed,
and stability & instability.

Special session talkers for artificial life and robotics

Prof. Yang-gang Zhang

Prof. Henrik Hautop Lund

©ISAROB 2005

SS-1 THE WORK OF
SUEO UENO, ROBERT KALABA, AND RICHARD BELLMAN
Harriet H. Natsuyama
Los Angeles, CA 90066, hhnatsu@yahoo.com

Abstract:This paper recalls the critical developments of three exceptional
individuals in the fields of nonlinear analysis, systems modeling,
computational solution of initial value problems, system identification and
optimal control

SS-2 Machinery Cognition and Artificial Intelligent
Y.G. Zhang' and M. Sugisaka®
Institute of Systems Science, Academia Sinica, Beijing China, 100080
yzhang@iss.ac.cn
The Dept. of Electrical and Electronic Engineering, Oita University, Oita,
Japan, 870-1192 msugi@ee.u-oita.edu.jp

Abstract: In this paper authors show some heuristic thinking first, and
then proposed an engineering definition of artificial intelligence in
artificial brain that is the abilities to obtain knowledge, to use knowledge
and to operate knowledge. There are still two open important problems:
one is the expression of knowledge for this goal and the other is how to
construct the integration up operation and detailed down operation.
Keywords: Artificial Intelligence, Creating intelligence, Knowledge,
Cognition, Evolution of intelligence.

SS-3 ATRON Hardware Modules for Self-reconfigurable Robotics
Henrik Hautop Lund, Richard Beck, Lars Dalgaard

Maersk Mc-Kinney Moller Institute for Production Technology
University of Southern Denmark, Campusvej 55, 5230 Odense M., Denmark

hhi@mip.sdu.dk  beck@mip.sdu.dk dalgaard@mip.sdu.dk

www.adaptronics.dk

Abstract: We exploit a holistic behavioural and morphological adaptation in
the design of new artefacts, and exemplify the potential of the new design
principle through the construction of robotic systems that can change
morphology. Here we present the ATRON design in which the modules are
individually simple, attach through physical connections, and perform 3D
motions by collective actions. We produced 100 ATRON modules, and
performed both simulation and real world experiments. In this paper, we
report on the ATRON hardware design and investigations related to the
verification of the suitability of the ATRON module design for
self-reconfigurable robotics.



http://www.adaptronics.dk/
mailto:yzhang@iss.ac.cn
mailto:msugi@ee.u-oita.edu.jp

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10t '05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

The Tenth International Symposium on
ARTIFICIAL LIFE AND'ROBOTICS
(AROB 10th '05)

Opening Ceremony
Chair: J.Johnson (Open University, UK)

February 4 (Friday)

Room D: 10:20-10:40

Welcome Addresses
1. General Chairman of AROB M. Sugisaka (Oita University, RIKEN, Japan)

2. Advisory Committee Chairman  F. Harashima (Tokyo Denki University, Japan)
3. President of SOFT, T. Fukuda (Nagoya University, Japan)
President of IEEE

Nanotechnology Council

4. Program Chairman of AROB H. Tanaka
(Tokyo Medical and Dental University, Japan)
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TIME TABLE

RoomA

RoomB RoomC RoomD

2/3(Thu.) 8:00

13:00
Registration (Registration Desk)
17:30
Welcome Party (at Beppu Kamenoi Hotel 10th Floor)
2/4(Fri.)  8:00 Registration (Registration Desk)
8:40
GS6(4) Chair H.Tanaka GS7(4) Chair Y.G. Zhang 1S4(4)
Chair H.Yanagimoto
10:00 Coffee Break
10:20 Opening
Ceremony
10:40 Plenary Talk
PT K. Aihara
11:40 Chair J.J. Lee
Lunch
12:40
GS11(6) Chair H. Umeo GS14(4) GS15(6) Chair X.Wang
Chair M.Okamoto
will end at 14:00
14:40

Coffee Break

14:50 | Gs21(6) 1S8(5) Chair J.J.Lee GS17(4) Chair K.Ohnishi
Chair S.M. Chen
will end at 16:50 will end at 16:30 will end at 16:10

16:50 - -
GS5(3) Chair M.Oswald IS5(4) Chair H.Suzuki GS12(4) Chair K.B. Sim
will end at 17:50 will end at 17:50 will end at 17:30

18:10

GS: General Session IS: Invited Session

GS1 Artificial Intelligence

GS2 Artificial Life-I

GS3 Artificial Life-

GS4 Artificial Living

GS5 Bioinformatics

GS6 Complexity

GS7 Cognitive Science

GS8 Computer Graphics

GS9 Evolutionary Computations-1

GS10 Evolutionary Computations -
GS11 Fuzzy Control

GS12 Genetic Algorithms-1

GS13 Genetic Algorithms-

GS14 Intelligent Control and Modeling-1
GS15 Intelligent Control and Modeling-
GS16 Micro-Robot World Cup-Soccer Tournament
GS17 Molecular Biology

GS18 Mobile Vehicles-I

GS19 Mobile Vehicles-

GS20 Neural Networks-I

©ISAROB 2005

GS21 Neural Networks-

GS22 Robotics-I

GS23 Robotics-

GS24 Robotics-

GS25 Image Processing

1S1 Soft Robotics

1S2 Computer Vision and Mobile Robot

1S3 Intelligent Pattern Classification

1S4 Intelligent Information Retrieval

1S5 Analysis and Implementation of Nonlinear Models

1S6 Hyper Human Technology

1S7 Biomimetic Machines and Robots

1S8 Robot Sensing and Control

1S9 Robot Control and Application

1S10 Human and Agents: Social Interaction and
Organization (1)

1S11 Human and Agents: Social Interaction and
Organization (2)

1S12 BIO MEDICAL field
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RoomA RoomB RoomC RoomD
2/5(Sat.) 8:00 Registration (Registration Desk)
8:40
GS18(5) Chair J. Wang GS4(5) Chair T.Arita GS20(5) Chair A.Buller
10520 Coffee Break
10:30 - -
Special Session
Y.G. Zhang,
H.Lund
H.H.Natsuyama
11:30 Chair Y.Yin
Lunch
12:30
1S1(4) Chair T.Yamamoto GS9(4) Chair K. Uosaki 1S10(4) Chair K.Shimohara
13:50
Coffee Break
14:00
GS19(4) Chair K.Sugawara | GS10(5) 1S11(4) Chair K.Shimohara
will end at 15:20 Chair H. Kawamura will end at 15:20
15:20 .
will end at 15:40
15:40
GS1(7) Chair P. Sapaty GS25(7) GS13(4) Chair J. Johnson
16:40 Chair S. Ishikawa will end at 16:40.
1S12(3) Chair T.Ishimatsu
will end at 17:40. will end at 18:00. will end at 17:40.
18:10
AROB Award Ceremony (Chair: K. Watanabe)
Banquet (Hotel Shiragiku)
20:30

GS: General Session IS: Invited Session

GS1 Artificial Intelligence

GS2 Artificial Life-I

GS3 Artificial Life-

GS4 Artificial Living

GS5 Bioinformatics

GS6 Complexity

GS7 Cognitive Science

GS8 Computer Graphics

GS9 Evolutionary Computations-1

GS10 Evolutionary Computations -
GS11 Fuzzy Control

GS12 Genetic Algorithms-I

GS13 Genetic Algorithms-

GS14 Intelligent Control and Modeling-1
GS15 Intelligent Control and Modeling-
GS16 Micro-Robot World Cup-Soccer Tournament
GS17 Molecular Biology

GS18 Mobile Vehicles-I

GS19 Mobile Vehicles-

GS20 Neural Networks-I
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GS21 Neural Networks-

GS22 Robotics-1

GS23 Robotics-

GS24 Robotics-

GS25 Image Processing

1S1 Soft Robotics

1S2 Computer Vision and Mobile Robot

1S3 Intelligent Pattern Classification

1S4 Intelligent Information Retrieval

1S5 Analysis and Implementation of Nonlinear Models

1S6 Hyper Human Technology

1S7 Biomimetic Machines and Robots

1S8 Robot Sensing and Control

1S9 Robot Control and Application

1S10 Human and Agents: Social Interaction and
Organization (1)

1S11 Human and Agents: Social Interaction and
Organization (2)

1S12 BIO MEDICAL field
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RoomA RoomB RoomC RoomD
2/6(Sun.) 8:00 Registration (Registration Desk)
8:40
1S9(5) Chair S.H. Han 1S2(5) Chair M.Kono GS22(5)
Chair K. Nakano
1828 Coffee Break
' 1S7(5) Chair K. Watanabe GS2(5) Chair M. Osano GS23(4) Chair J.M. Lee
will end at 12:00
12:20
Lunch
13:20 . . .
1S6 (5) Chair M. Kaneko GS3(5) Chair N. Mirenkov GS24(6)
will end at 15:00. will end at 15:00. Chair S.Sagara
will end at 15:20.
15:00
15:20 GS8(4) Chair M. Yokota 1S3(4) Chair S. Omatu
will end at 16:20. will end at 16:20. GS16(3) Chair J. Nishii
will end at 16:20.
16:20
Farewell Party (Room A)
17:20
GS: General Session IS: Invited Session
GS1 Artificial Intelligence GS21 Neural Networks-
GS2 Artificial Life-I GS22 Robotics-1
GS3 Atrtificial Life- GS23 Robotics-
GS4 Artificial Living GS24 Robotics-
GS5 Bioinformatics GS25 Image Processing
GS6 Complexity IS1 Soft Robotics
GS7 Cognitive Science 1S2 Computer Vision and Mobile Robot
GS8 Computer Graphics 1S3 Intelligent Pattern Classification
GS9 Evolutionary Computations-| 1S4 Intelligent Information Retrieval
GS10 Evolutionary Computations - 1S5 Analysis and Implementation of Nonlinear Models
GS11 Fuzzy_ControI_ 1S6 Hyper Human Technology
GS12 Genetic Algorithms-1 1S7 Biomimetic Machines and Robots
GS13 Genetic Algorithms- 1S8 Robot Sensing and Control
GS14 Intelligent Control and Modeling-1 1S9 Robot Control and Application
GS15 Intelligent Control and Modeling- 1S10 Human and Agents: Social Interaction and
GS16 Micro-Robot World Cup-Soccer Tournament Organization (1)
GS17 Molecular Biology 1S11 Human and Agents: Social Interaction and
GS18 Mobile Vehicles-I Organization (2)

GS20 Neural Networks-I
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TECHNICAL PAPER INDEX

February 4 (Friday)

Room D

10:40~11:40 Plenary Talk
Chair J.J. Lee (KAIST, Korea)

PT Complexity modeling and its applications
K. Aihara (University of Tokyo, Japan)

February 5 (Saturday)

10:30~11:30 Special Session on Artificial Life and Robotics
Chair Y. Yin (The Beijing University of Science and Technology, China)

SS-1 The work of Sueo Ueno, Robert Kalaba, and Richard Bellman
H.H. Natsuyama

SS-2  Machinery cognition and artificial intelligent
Y.G. Zhang (Academia Sinica, China)
M. Sugisaka (Oita University, Japan)

SS-3  ATRON hardware modules for self-reconfigurable robotics
H.H. Lund, R. Beck, L. Dalgaard (University of Southern Denmark, Denmark)
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February 4 (Friday)

8:00~ Registration
Room A

8:40~10:00 GS6 Complexity
Chair: H. Tanaka (Tokyo medical & Dental University)

GS6-1 An investigation into state-change complexities in synchronization algorithms for
cellular automata
K. Matsumoto, H. Umeo (Osaka Electro-Communication University, Japan)

GS6-2 State-efficient implementations of synchronization algorithms for two-dimensional
cellular automata
H. Umeo, M. Teraoka, M. Hisaoka,M. Maeda (Osaka Electro-Communication
University, Japan)

GS6-3 A Study of the basic concept of information in a complex system
Y. Kinouchi, T. Komiyama (Tokyo University of Information Sciences, Japan)

GS6-4 Qualitative analysis of self-organizing multi agent interaction with entropy and mutual
information
K. Nishikawa, H. Kawamura, M. Yamamoto, A. Ohuchi (Hokkaido University, Japan)

12:40~14:40 GS11 Fuzzy Control
Chair: H. Umeo (Osaka Electro-Communication University, Japan)

GS11-1 Development of the fuzzy control for a GPS-located airship
M. Sugisaka (Oita University, Japan)
F. Dai, Y. Fujihara, T. Kamoika (Matsue National College of Technology, Japan)

GS11-2 Fuzzy information retrieval based on weighted power-mean averaging operators
W-S Hong, S-M Chen (National Taiwan University of Science and Technology, Taiwan)
S-J Chen (Ching-Yun University, Taiwan)

GS11-3 Temperature prediction based on genetic simulated annealing techniques and
high-order fuzzy time series
L-W Lee (National Taiwan University of Science and Technology, Taiwan)
L-H Wang (Chihlee Institute of Technology, Taiwan)
S-M Chen (National Taiwan University of Science and Technology, Taiwan)

GS11-4 Design of a fuzzy expert system for electric vehicle speed control
M. Sugisaka, Z. Mbaitiga (Oita University, Japan)

GS11-5 A harness line color recognition method based on fuzzy similarity measure
Y-T. Kim, H. Bae, Y-I. Kim, S. Kim (Pusan National University, Korea)

GS11-6 An EPS system control for fuzzy logic in HILS system
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M.K. Leg, J.Y. Choi, S.K. Ha, M.H. Lee (Pusan National University, Korea)
14:50~16:50 GS21 Neural Networks-
Chair: S-M. Chen (National Taiwan University of Science and Technology, Taiwan)

GS21-1 Applying FIFO-Queue ACO algorithm to broadcast problem of wireless Sensor
Networks
J. Katsuki, T. Isokawa, N. Kamiura, N. Matsui (University of Hyogo, Japan)

GS21-2 Predicting selection of artificial network by cluster coefficient
S. Yoshimura, S. Yoshii (Hokkaido University, Japan)

GS21-3 Evolution of development and heterochrony in artificial neural networks
A. Matos, R. Suzuki, T. Arita (Nagoya University, Japan)

GS21-4 Multi-procedure ozone concentration prediction using fuzzy clustering and DPNN
S-P Cheon, S-T Lee, S. Kim (Pusan National University, Korea)

GS21-5 A model of emergence of reward expectancy neurons using reinforcement learning
and neural network
S. Ishii (Oita University, Japan)
M. Shidara (National Institute of Advanced Industrial Science and Technology)
K. Shibata (Oita University, Japan)

GS21-6 Shape-recognition using randomly selected pixel-pair neurons
V. Rose, J. Johnson (Open University, UK)

16:50~17:50 GS5 Bioinformatics
Chair: M. Oswald (Vienna University of Technology, Austria)

GS5-1 Information-theoretic approach to embodied category learning
G. Gomez (University of Zurich, Austria)
M. Lungarella (Tokyo University, Japan)
D. Tarapore (Indian Institute of Technology)

GS5-2 On the diversity of HIV using cellular automata approach
H. Ueda, Y. lwaya, T. Abe, T. Kinoshita (Tohoku University, Japan)

GS5-3 Construction and strategy of a soccer team by the agent using immune concept

N. Kogawa, M. Obayashi, A. Maeda, K. Kobayashi, T. Kuremoto (Yamaguchi
University, Japan)

Room B

8:40~10:00 GS7 Cognitive Science
Chair: Y.G. Zhang (Academia Sinica, China)

GS7-1 Transforming information to Knowledge and intelligence
Y.X. Zhong (University of Post and Telecommunication, China)

GS7-2 Establishment of sound-correspondence laws of word-initial consonants between
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Finnish/Uralic and Malayo-Polynesian/ Proto-Austronesian languages:
Towards making comparative analysis of word-initial consonant frequencies
K. Ohnishi, S. Akiyama,Y. Murayama, M. Goda (Niigata University, Japan)

GS7-3 Effect of action selection on the emergence of one-way communication using Q-learning
M. Nakanishi, K. Shibata (Oita University, Japan)

GS7-4 Design of a robust adaptive controller for a class of uncertain nonlinear systems with
time-delay input
T-M-H. Nguyen, T-N. Dinh, T-N. Nguyen, V-T.Tran (Center for Automation
Technology-CAT, Vietnam)

12:40~14:00 GS14 Intelligent Control and Modeling-
Chair: M. Okamoto (Kyushu University, Japan)

GS14-1 Solving Constrained Motion Problems Using the GI Method
Y. Y. Fan (University of California, U.S.A.)

GS14-2 Moving robot path search including obstacles by GA using quadrant idea
H. Yamamoto, E. Marui (Gifu University, Japan)

GS14-3 Design of novel adaptive routing by mimicking enzymic feedback control mechanism in
the cell
T. Kawauchi (Kyushu University, Japan)
M. Hirakawa (Fukuoka International University, Japan)
M. Okamoto (Kyushu University, Japan)

GS14-4 Agent based plant allocation and transfer routing of products in case of emergency
S. AlSehaim, M. Konishi (Okayama University, Japan)
K. Nose (Osaka Sangyo University, Japan)

14:50~16:30 1S8 Robot Sensing and Control
Chair: J.J. Lee (Korea Advanced Institute of Science and Technology, Korea)
J.M. Lee (Pusan National University, Korea)

1S8-1 The hybrid SOF-PID controller for the control of a MIMO biped robot
T-Y Choi, S-Y Park, Ju-Jang Lee (Korea Advanced Institute of Science and Technology,
Korea)

IS8-2 Strategy of cooperative behaviors for distributed autonomous robotic systems
H-U Yoon, S-H Whang, D-W Kim, K-B Sim (Chung-Ang University, Korea)

I1S8-3 Development of the tactile sensor system using fiber Bragg grating sensors
J.S. Heo, Jung Ju Lee (Korea Advanced Institute of Science and Technology, Korea)

1S8-4 A distributed precedence queue mechanism to assign efficient bandwidth in CAN
networks
H.S. Choi, J.M. Lee (Pusan National University, Korea)

I1S8-5 Adaptive occupancy grid mapping with clusters
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B.G. Jang, T.Y. Choi, Ju-Jang Lee (Korea Advanced Institute of Science & Technology,
Korea)

16:30~17:50 1S5 Analysis and Implementation of Nonlinear Models
Chair: H.Suzuki (University of Tokyo,Japan)
Co-Chair: S. Horai (University of Tokyo,Japan)

IS5-1 MOSFET implementation of class | neurons coupled by gap junctions
T. Takemoto ( Tokyo University, Japan)
T. Kohno (Aihara Complexity Modeling Project, ERATO, JST, Japan)
K. Aihara, H. Suzuki (Tokyo University, Japan)

IS5-2 Parameter tuning of a MOSFET-based nerve membrane
T. Kohno (Aihara Complexity Modeling Project, ERATO, JST, Japan)
K. Aihara, H. Suzuki (Tokyo University, Japan)

IS5-3 Wayland test, noise, and surrogate
Y. Hirata ( Tokyo University, Japan)
S. Horai (Aihara Complexity Modeling Project, ERATO, JST, Japan)
K. Aihara, H. Suzuki (Tokyo University, Japan)

IS5-4 Analysis of bifurcation and optimal response on the evolution of cooperation
Y-H Otake, K. Aihara, H. Suzuki (Tokyo University, Japan)

Room C

8:40~10:00 154 Intelligent Information Retrieval
Chair: H.Yanagimoto (Osaka Prefecture University, Japan )

IS4-1 Information filtering using probabilistic model
H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan)

I1S4-2 Modification of user profile using the genetic algorithm
H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan)

1S4-3 Information filtering using SVD and ICA
T. Yokoi, H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan)

1S4-4 Improvement of information filtering using topic selection
T. Yokoi, H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan)

12:40~14:40 GS15 Intelligent Control and Modeling-
Chair: X. Wang(Tokushima University, Japan)

GS15-1 Decision method of reference input time interval and sampling time interval that
considered contour control performance in software servo system
S. Satou, M. Nakamura, S. Goto (Saga University, Japan)
N. Egashira (Kurume Institute of Technology, Japan)
N. Kyura (Kinki University, Japan)
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GS15-2 An automatic decoupling control system for ship harbor maneuvers and its
robustness evaluation
M-D Le (VINASHIN, Vietnam)
A-T Dang (SHIPSOFT JSC., Vietnam)

GS15-3 CPU resource double auction system with an anonymous protocol
T. Matsumoto, H. Kawamura, A. Ohuchi (Hokkaido University, Japan)

GS15-4 Issues and applications of robot control using internet
M. Sugisaka, H. Desa (Oita University, Japan)

GS15-5 Hard / soft switching particle filters for efficient real-time visual tracking
T. Bando, T. Shibata, K. Doya, S. Ishii (Nara Institute of Science and Technology, Japan)

GS15-6 Robotics and the Q-analysis of behaviour
I. Pejman, J. Johnson, L.Rapanotti (The Open University, UK)

14:50~16:10 GS17 Molecular Biology
Chair: K. Ohnishi (Niigata University, Japan)

GS17-1 Nanoparticles as biosensors components—a brief review
T. Kubik (Wroclaw University of Technology, Poland)
M. Sugisaka (Oita University, Japan)

GS17-2 P systems with dynamic channels transporting membrane vesicles
R. Freund, M. Oswald (Vienna University of Technology, Austria)

GS17-3 Design of soccer-ball-shape DNA molecules and preliminary experiments in vitro
Y. Kita ( Hokkaido University, Japan)
A. Kameda, (CREST, Japan Science and Technology Agency, Japan)
M. Yamamoto, A. Ohuchi (CREST, Hokkaido University, Japan)

GS17-4 Amoebic ability to arrive at signal sources in obstacle-rich space
S. I. Nishimura, M. Sasai (Nagoya University, Japan)

16:10~17:30 GS12 Genetic Algorithms-
Chair: K-B. Sim (Chung-Ang University)

GS12-1 The analysis for the movement characteristics of the flying object with genetic
algorithms
R. Goto, Y. Sato (Hosei University, Japan)

GS12-2 Proposal of serially and dynamically separating genetic algorithm and its application
to optimization of robot control systems
K. Nakayama (Kyoto University, Japan)
H. Matsui (Mie University, Japan)
K. Shimohara (ATR Network Informatics Laboratories, Japan)
O. Katai (Kyoto University, Japan)
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GS12-3 Proposal of genetic operations reducing the evaluator workload to the voice quality
conversion using interactive GA
T. Nishizono, S. Noami, Y. Sato (Hosei University, Japan)

GS12-4 Fitness modification in genetic algorithms for function optimization problems
T. Yoshida, T. Nakashima, H. Ishibuchi (Osaka Prefecture University, Japan)

February 5 (Saturday)

8:00~ Registration
Room A

8:40~10:20 GS18 Mobile Vehicles-1
Chair: J. Wang (Oita University, Japan)

GS18-1 A Controller design method for an articulated vehicle employing self-organizing
relationship(SOR) network
T. Koga, K. Horio, T. Yamakawa (Kyushu Institute of Technology, Japan)

GS18-2 Automatic control of an electric vehicle using visual information
K. Tokuda, M. Sugisaka, Z. Mbaitiga (Oita University, Japan)

GS18-3 Mobile sensor device in intelligent space
H. Isu, T. Sasaki, H. Hashimoto (Tokyo University, Japan)

GS18-4 Real-time path planning for senor-based mobile robot based on probabilistic
roadmap method
Z. Li, X. Chen (Fudan University, China)

GS18-5 Gesture clustering and imitative behavior generation for partner robots
Y. Nojima (Osaka Prefecture University, Japan)
N. Kubota (Tokyo Metropolitan University, Japan)
F. Kojima (Kobe University, Japan)

12:30~13:50 IS1 Soft Robotics
Chair: T. Yamamoto (University of Ryukyus, Japan)
Co-Chair: H. Kinjo (University of Ryukyus, Japan)

IS1-1 Improvement of the real-coded genetic algorithms for optimization problems
H. Kinjo, H. Nakanishi, T. Yamamoto (University of the Ryukyus, Japan)
D.S. Chau (Hanoi Agricultural University, Vietham)

IS1-2 Enhanced performance for multi- variable optimization problems by use of GAs with

recessive gene structure
E. Muhando, H. Kinjo, T. Yamamoto (University of the Ryukyus, Japan)
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IS1-3 Identification of time series signals using dynamical neural network with GA-based
training
K. Nakazono (University of the Ryukyus, Japan)
K. Ohnishi (Keio University, Japan)
H. Kinjo, (University of the Ryukyus, Japan)

IS1-4 Spontaneous speciation by GA for division of labor in two-agent systems
N. Oshiro, K. Kurata, T. Yamamoto (University of the Ryukyus, Japan)

14:00~15:20 GS19 Mobile Vehicles-
Chair: K. Sugawara (Tohoku Gakuin University, Japan)

GS19-1 How to make a mobile robot move more reliably?
J. Wang, M. Sugisaka (Oita University, Japan)

GS19-2 PID orbit motion controller for indoor blimp robot
H. Kadota, H. Kawamura, M. Yamamoto (Hokkaido University, Japan)
T. Takaya (RICOH SYSTEM KAIHATU COMPANY, LTD.)
A. Ohuchi (Hokkaido University, Japan)

GS19-3 Automated moving objects detection with an on-board camera for avoidance of
car accident
S. Sunahara, Y. Tsuboi, O. Ono (Meiji University, Japan)

GS19-4 Improving odometry accuracy for a car using tire radii measurements
H.C. Lee, C.S. Kim, K-S Hong, M.H. Lee (Pusan National University, Japan)

15:20~17:40 GS1 Artificial Intelligence
Chair: P. Sapaty (Aizu University, Japan)

GS1-1 Learning algorithms and uncertain variables in knowledge-based pattern recognition
Z. Bunicki (Wroclaw University, Poland)

GS1-2 Association rule mining using genetic network programming
K. Shimada, K. Hirasawa, T. Furutsuki (Waseda University, Japan)

GS1-3 Evolution of metaparameters for efficient real time learning
G.. Capi (Fukuoka Institute of Technology, Japan)
M. Yokota (Fukuoka Institute of Technology, Japan)
K. Doya (CREST, Japan Science and Technology Agency, Japan)

GS1-4 A reinforcement learning scheme of adaptive flocking behavior
M. Tomimasu, H. Nishimura, K. Morihiro, T. Isokawa, N. Matsui (University of Hyogo,
Japan)

GS1-5 Learning control of manipulator with a free joint
T. Goto, H. Lee (Tohoku University, Japan)
K. Abe (Tohoku University, Japan)
H. Kamaya (Hachinohe National College of Technology, Japan)
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GS1-6 Evolutionary simulations based on a robotic approach to emotion
T. Kato, T. Arita (Nagoya University, Japan)

GS1-7 Models of individuals for constructive approach of dynamic view of language and society
T. Hashimoto, T. Sato, A. Masumi (Japan Advanced Institute of Science and Technology,
Japan)

Room B

8:40~10:20 GS4 Artificial Living
Chair: T. Arita (Nagoya University, Japan)

GS4-1 Interactive musical editing system for supporting human error and offering personal
preferences for an automatic piano-preference database for crescendo and decrescendo-
E. Hayashi, Y. Takamatsu (Kyushu Institute of Technology, Japan)

GS4-2 The role of population structure in language evolution
Y. Lee, T.C. Collier, E.P. Stabler, C.E. Taylor (University of California, Los Angeles,
US.A)

GS4-3 Truth table language for generating self-replicating systems
H. Harada, Y. Toquenaga (Tsukuba University, Japan)

GS4-4 Effectiveness of emerged pheromone communication in an ant foraging model
Y. Nakamichi, T. Arita (Nagoya University, Japan)

GS4-5 Foraging behavior of ant-like Robots with virtual pheromone
K. Sugawara, T. Kazama (Tohoku Gakuin University, Japan)

12:30~13:50 GS9 Evolutionary Computations-I
Chair: K. Uosaki (Osaka University, Japan)

GS9-1 DNA computing approach to evolutional reasoning algorithm by using restriction
Enzyme
Y. Tsuboi, I. Zuwairie, O. Ono (Meiji University, Japan)

GS9-2 A model for coevolution
K. Makino (Tokyo Institute of Technology, Japan)
K. Nakano (Tokyo University of Technology, Japan)

GS9-3 Simultaneous state and parameter estimation of nonlinear models by evolution
strategies based particle filters
K. Uosaki, T. Hatanaka (Osaka University, Japan)

GS9-4 Evaluating a solution of tour planning problem based on the partially exhaustive
exploration Monte Carlo method
M. Onodera, H. Kawamura, A. Ohuchi (Hokkaido University, Japan)
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14:00~15:40 GS10 Evolutionary Computations-
Chair: H. Kawamura (Hokkaido University, Japan)

GS10-1 A comprehensive evaluation of the methods for evolving a cooperative team
Y. Suzuki, T. Arita (Graduate School of Information Science, Nagoya University)

GS10-2 A fast algorithm in finding communities of book network
S. Wang, C. Zhang (Tsinghua University, China)

GS10-3 Autonomous evolutionary machine vision systems
J.H. Johnson, V. Rose (Open University, United Kingdom)

GS10-4 Real-time adaptive maintenance for performance improvement on daily-use computer
S. Hirose, S.Yoshii (Hokkaido University, Japan)

GS10-5 Swarm search for fast face detection with neural networks
X. Fan, M. Sugisaka (Oita University, Japan)

15:40 ~18:00 GS25 Image Processing
Chair: S. Ishikawa (Kyushu Institute of Technology, Japan)

GS25-1 An optimal capturing trajectory planning for a moving object
B-S. Choi, J-M. Lee (Pusan National University, Korea)

GS25-2 Proposing a passive biometric system for robotic vision
M.M. Rahman, S. Ishikawa (Kyushu Institute of Technology, Japan)

GS25-3 Human motion recovery by mobile stereoscopic cameras
J.K. Tan, I. Yamaguchi, S. Ishikawa (Kyushu Institute of Technology, Japan)
T. Naito, M. Yokota (Kyushu Dental College, Japan)

GS25-4 A high-speed human motion recovery based on back projection
M. Uchinoumi, J.K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan)
T. Naito, M. Yokota (Kyushu Dental College, Japan)

GS25-5 Auto-correlation probabilistic relaxation matching method
X. Wang (The University of Tokushima, Japan)
M. Sugisaka (Oita University, Japan)
J. Wang (Hebei University of Science & Technology, China)

GS25-6 Segmentation and object recognition for robot bin picking systems
R. Nagarajan, (Universiti Malaysia Sabah, Malaysia)
Y. Sazali (Northern Malaysia University College of Engineering, Malaysia)
P. Pandiyan (Universiti Malaysia Sabah, Malaysia)
C. R. Hema (Universiti Malaysia Sabah, Malaysia)
A. Shamsudin (Universiti Teknologi Malaysia, Malaysia)
K. Marzuki (Universiti Teknologi Malaysia, Malaysia)
M. Rizon (Northern Malaysia University College of Engineering, Malaysia)

GS25-7 Stereo camera based artificial vision for blind through hearing
G. Balakrishnan, G. Sainarayanan, R. Nagarajan (Universiti Malaysia Sabah, Malaysia)
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Y. Sazali, M. Rizon (Northern Malaysia University College of Engineering, Malaysia)
Room C

8:40~10:20 GS20 Neural Networks-
Chair: A.Buller (ATR Network Infomatics Laboratories, Japan)

GS20-1 Improving the tuning capability of the adjusting neural network
Y. Sugita (Hitachi,Ltd. Hitachi Research Laboratory, Japan)
K. Hirasawa (Waseda University, Japan)

GS20-2 Fault diagnosis for electro-mechanical control system by neural networks
T. Torigoe, M. Konishi, J.Imai, T. Nishi (Okayama University, Japan)

GS20-3 Image processing for GIS applications supported by the use of artificial neural
networks
T. Kubik, W. Paluszynski (Wroclaw University of Technology, Poland)
A. Iwaniak, P. Tymkow (Agricultural University of Wroclaw, Poland)

GS20-4 A supervised learning rule adjusting input-output pulse timing for pulsed neural
network
M. Motoki, S. Koakutsu, H. Hirata (Chiba University, Japan)

GS20-5 Remarks on tracking method of neural network weight change for learning type neural
network direct controller
T. Yamada (Ibaraki University)

12:30~13:50 1S10 Artificial Human and Agents: Social Interaction and
Organization (1)

Chair: K. Shimohara (Kyoto University, ATR Network Laboratories, Japan)
Co-Chair: H. Fujii

IS10-1 Sociable and affective artificial cohabitant
N. Matsumoto and A. Tokosumi (Tokyo Institute of Technology, Japan)

IS10-2 Child-robot interaction mediated by building blocks: From field observation in
a public space
M. Goan, H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan)

IS10-3 Social influence of overheard communication by life-like agents to a user
S.V. Suzuki (DCISS, IGSSE, Tokyo Institute of Technology, Japan)
S. Yamada (National Institute of Informatics, Japan)

IS10-4 Do complementarities exist in agent interactions?
M. Lee, M. Goan, M. Okada (ATR Network Informatics Laboratories, Japan)

14:00~15:20 I1S11 Artificial Human and Agents: Social Interaction and
Organization (2)

Chair: K. Shimohara (Kyoto University, ATR Network Laboratories, Japan)
Co-Chair: M. Goan (ATR Network Informatics Laboratories, Japan)
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IS11-1 Multi user learning agent based on social interaction
D. Katagami, H. Ohmura, Y. Yasumura, K. Nitta (CISS, IGSSE, Tokyo Institute of
Technology, Japan)

IS11-2 Can robots get "membership" through social interaction?
H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan)

IS11-3 Minimal design for human-agent communication
N. Matsumoto, H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan)

IS11-4 Development of a speech-driven embodied laser pointer with a visualized response
equivalent to nodding
H. Nagai, T. Watanabe, M. Yamamoto (Okayama Prefectural University, Japan)

15:20 ~16:40 GS13 Genetic Algorithms-
Chair: J. Johnson (Open University, UK)

GS13-1 Data mining using genetic network programming
T. Fukuda, K. Shimada, K. Hirasawa, T.Furuzuki (Waseda University, Japan)

GS13-2 Performance comparison between fuzzy rules and interval rules in rule-base
classification systems
S. Namba, Y. Nojima, H. Ishibuchi (Osaka Prefecture University, Japan)

GS13-3 Design of an augmented automatic choosing control with the weighted automatic
choosing functions using Hamiltonian and genetic algorithm
T. Nawata (Kumamoto National College of Technology, Japan)
H. Takata (Kagoshima University, Japan)

GS13-4 Evolution and niche construction in NKES fitness landscape
R. Suzuki, T. Arita (Nagoya University, Japan)

16:40 ~17:40 1S12 Bio Medical Field
Chair: T. Ishimatsu (Nagasaki University, Japan)

IS12-1 Development of pointing device to use vision for people with disability
M. Kubo, M. Tanaka, S. Moromugi, Y. Shimomoto, Y. Ohgiya, T. Ishimatsu (Nagasaki
University, Japan)

I1S12-2 Monitoring system of body movements for bedridden elderly
R-S. Dong, M. Tanaka, M. Ushijima, T. Ishimatsu (Nagasaki University, Japan)

1S12-3 Development of a training machine for elderly people with muscle activity sensor

S-J. Yoon, S-H. Kim, M. Tanaka, S. Moromugi, Y. Ohgiya, N. Matsuzaka, T. Ishimatsu
(Nagasaki University, Japan)

February 6 (Sunday)
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8:00~ Registration
Room A

8:40~10:20 1S9 Robot Control and Application
Chair: S.H. Han (Kyungnam University, Korea)

IS9-1 Real time implementation of visual servoing control for SCARA robot with eight joints
D-Y. Jung, H-R. Kim, S-H. Han (Kyungnam University, Korea)

I1S9-2 Tolerance of permanent magnet Biased bidirectional magnetic bearings and its robotic
application
Y- T. Kim, U-J. Na (Kyungnam University, Korea)

1S9-3 Detecting method of friction force on linear actuators of a parallel manipulator based on
the gravitational force
H-B. Shin, S-H. Lee (Kyungnam University, Korea)

1S9-4 Real time control of feature based visual tracking for dual-arm robot
J-S. Kim, H-R. Kim, S-H. Han (Kyungnam University, Korea)

IS9-5 Calibration and control experiments on redundant legs of a Stewart platform based
machine tool
W-S. Lee, H-S. Kim (Kyungnam University, Korea)

10:40~12:20 1S7 Biomimetic Machines and Robots
Chair: K. Watanabe (Saga University, Japan)
Co-Chair: K. Izumi (Saga University, Japan)

IS7-1 A view-based navigation system for autonomous robots
C. Pathirana, K. Watanabe, K. Izumi (Saga University, Japan)

IS7-2 Intelligent vision system for dynamic environments
C. Pathirana, K. Watanabe, K. Izumi (Saga University, Japan)
A. Hewawasam, L. Udawatta (University of Moratuwa, Sri Lanka)

IS7-3 Human interaction with binocular vision robots in ubiquitous environment
J.C. Balasuriya, K. Watanabe, K. Izumi (Saga University, Japan)

IS7-4 Fuzzy coach player method with shared environmental data
K. lzumi, K. Watanabe, Y. Tamano, A. Oshima (Saga University, Japan)

IS7-5 Cost function analysis of optimizing fuzzy energy regions in control of underactuated
manipulators
K. Izumi, K. Ichida, K. Watanabe, (Saga University, Japan)

13:20~15:00 1S6 Hyper Human Technology
Chair: M. Kaneko (Hiroshima University, Japan)

IS6-1 Dynamic preshaping based design of capturing robot driven by wire
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S. Nishio, M. Higashimori, M. Kaneko (Hiroshima University, Japan)

I1S6-2 Design of tracing type jumping robots
M. Harada, M. Higashimori, I. Ishii, M. Kaneko (Hiroshima University, Japan)

1S6-3 Development of a laparoscopic surgery training system and preliminary experiments
H. Masugami, T. Kawahara, H. Egi, M. Yoshimitsu, M. Okajima, M. Kaneko (Hiroshima
University, Japan)

IS6-4 Toward a real time force measurement by vision
T. Mizoi, 1. Ishii, M. Kaneko (Hiroshima University, Japan)

IS6-5 Non-contact impedance sensing
T. Kawahara, K. Tokuda, M. Kaneko (Hiroshima University, Japan)

15:00~16:20 GS8 Computer Graphics
Chair: M.Yokota (Fukuoka Institute of Technology, Japan)

GS8-1 Optimization of camera positions for taking all indoor sceneries by GA
Y. Tominari, T. Nakagawa, K. Yamamori, I. Yoshihara (University of Miyazaki, Japan)
H. Takeda (Office of Strategic Planning Systems Development Laboratory Hitachi,Ltd.)

GS8-2 Real time structure preserving image noise reduction for computer
vision on embedded platforms
W. Nistico, U. Schwiegelshohn, M. Hebbel, I. Dahm (University of Dortmund,
Germany)

GS8-3 Model-less visual servoing using modified simplex optimization
H. Inooka, K. Hashimoto (Tohoku University, Japan)
J. Gangloff, M. de Mathelin (Louis Pasteur Strasbourg University, France)
K. Miura (Tohoku University, Japan)

GS8-4 Impulsive noise reduction using M-transform and wavelet with applications to AFM
signals
H. Harada, S.K. Jeon, H. Kashiwagi (Kumamoto University, Japan)

Room B

8:40~10:20 1S2 Computer Vision and Mobile Robot
Chair: M. Kono (University of Miyazaki, Japan)
Co-Chair: M. Yokomichi (University of Miyazaki, Japan)

IS2-1 Indication of object spatial position by finger pointing
M. Hirasawa, M. Oshima (Tokyo University of Marine Science and Technology, Japan)

1S2-2 Accepting powers of four-dimensional alternating turing machines with only
universal states
Y. Nakama, M. Sakamoto, M. Saito, S. Taniguchi, (University of Miyazaki, Japan)
T. Ito (Ube Natinal College of Technology, Japan)
K. Inoue (YYamaguchi University, Japan)
H. Furutani S. Katayama (University of Miyazaki, Japan)
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I1S2-3 Some properties of four-dimensional multicounter automata
M. Saito, M. Sakamoto, Y. Nakama (University of Miyazaki, Japan)
T. Ito (Ube Natinal College of Technology, Japan)
K. Inoue (Yamaguchi University, Japan)
H. Furutani®, S. Katayama (University of Miyazaki, Japan)

I1S2-4 Simulation study for intelligent wheelchair vehicle with ultrasonic and infrared sensors
K. Kamimura, T. Kai, M. Yokomichi (University of Miyazaki, Japan)
T. Kitazoe (The Inter National University of Kagoshima, Japan)

IS2-5 Obiject recognition using a self-organizing map for an autonomous mobile robot
M. Tabuse, H. Kaneko (Kyoto Prefectural University, Japan)

10:40~12:20 GS2 Artificial Life-
Chair: M. Osano (Aizu University, Japan)

GS2-1 Grasping the distributed entirety
P. Sapaty (National Academy of Science, Ukraine)
M. Sugisaka (Oita University, Japan)
N. Mirenkov, M. Osano (University of Aizu)
R. Finkelstein (Robotic Technology Inc., U.S.A)

GS2-2 Motion control of biped robot bending the knees
K. Umezaki, M. Sugisaka (Oita University, Japan)

GS2-3 Acquisition of common symbols with development of cooperative behaviors
Y. Hashizume, J. Nishii ( Yamaguchi University, Japan)

GS2-4 A hierarchical learning model for basic locomotor patterns
T. Hioki, J. Nishii ('Yamaguchi University, Japan)

GS2-5 Artificial life-based search technique on the solution of singular configurations
concerning screw parameters in helicoidal robots
I. Juarez-Campos ( Universidad Michoacana, Mexico)

13:20~15:00 GS3 Artificial Life-
Chair: N. Mirenkov (Aizu University, Japan)

GS3-1 Human-following robot using the particle filter in ISpace with distributed vision
Senosrs
T-S. Jin, K. Morioka, H. Hashimoto (University of Tokyo, Japan)

GS3-2 On vector autoregressive model for action of human arm’
K. Tomizawa (Tokyo Denki University, Japan), K. Oura (Kokushikan University, Japan)
I. Hanazaki (Tokyo Denki University, Japan)

GS3-3 Outwit game -- a dynamical systems game for market dynamics

M. Konno, T. Hashimoto (Advanced Institute of Science and Technology (JAIST),
Japan)
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GS3-4 Artificial ecosystem on the resource-conservative tierra structure
S. Matsuzaki (Aizu University, Japan)
H. Suzuki (ATR Human Information Science Labs., Japan)
M. Osano (Aizu University, Japan)

GS3-5 Rule ecology dynamics for studying dynamical and interactional nature of social
institutions
T. Hashimoto (Japan Advanced Institute of Science and Technology, Japan)
M. Nishibe (Hokkaido University, Japan)

15:00~16:20 1S3 Intelligent Pattern Classification
Chair: S. Omatu (Osaka Prefecture University, Japan)

IS3-1 Image compression for bill money by neural networks
S. Omatu, K. Kibi (Osaka Prefecture University, Japan)
M. Teranishi (Nara University of Education, Japan)
T. Kosaka (Glory Ltd, Japan)

1S3-2 Intelligent classification of bill money
S. Omatu (Osaka Prefecture University, Japan)
T. Kosaka (Glory Ltd., Japan)

I1S3-3 An image segmentation method using the histograms and the human characteristics of
HSI color space for a scene image
S. Ito, M. Yoshioka, S. Omatu (Osaka Prefecture University, Japan)
K. Kita, K. Kugo ( Noritsu Koki Co. Ltd., Japan)

IS3-4 An image recognition method by rough classification for a scene image

S. Ito, M. Yoshioka, S. Omatu (Osaka Prefecture University, Japan)
K. Kita, K. Kugo (Noritsu Koki Co. Ltd., Japan)

Room C

8:40~10:20 GS22 Robotics-
Chair: K. Nakano (The University of Electro-communications, Japan)

GS22-1 Development of the autonomous driving personal robot “The visual processing system
for autonomous driving”
T. Umeno, E. Hayashi (Kyushu Institute of Technology, Japan)

GS22-2 Development of a system for self-driving by an autonomous robot
E. Hayashi, K. lIkeda (Kyushu Institute of Techonology, Japan)

GS22-3 Research about ZMP of biped walking robot
K. Imamura, M. Sugisaka (Oita University, JAPAN)

GS22-4 \erification of trajectory generation of bipedal walking robot
N. Masuda, M. Sugisaka (Oita University, Japan)

GS22-5 Run control of the mobile robot using visual information
T. Hashizume, M. Sugisaka (Oita University, Japan)
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10:40~12:00 GS23 Robotics-
Chair: J.M. Lee (Pusan National University, Korea)

GS23-1 Digital RAC for underwater vehicle-manipulator systems considering singular
configuration
S. Sagara, M. Tamura, T. Yatoh, K. Shibuya (Kyushu Institute of Technology, Japan)

GS23-2 Modeling of pneunatic artificial muscle actuator
H. Zhao, M. Sugisaka (Oita University, Japan)
D. Yu (Zhengzhou University, China)

GS23-3 Secure cooperation in a distributed robot system using active RFIDs
M. Obayashi (Tokyo Metropolitan Industrial Technology Research Institute, Japan)
H. Nishiyama, F. Mizoguchi (Tokyo University of Science, Japan)

GS23-4 A soccer robot control design based on the immune system
J. Ito, K. Sakurama, K. Nakano (The University of Electro-Communications, Japan)

13:20~15:20 GS24 Robotics-
Chair: S. Sagara (Kyushu Institute of Techonology, Japan)

GS24-1 Robot’s behavior driven by internal tensions regulated by pulsed para-neural networks
J. Li, (University of Science and Technology, China)
A. Buller, J. Liu (ATR Network Informatics Labs., Japan)

GS24-2 Robotic-control blocks (RCB) for research and education
A. Stefanski, A. Buller (ATR Network Informatics Labs., Japan)

GS24-3 Human-robot communication through a mind model based on the mental image
Directed Semantic Theory
M. Yokota (Fukuoka Institute of Technology, Japan)
M. Shiraishi (Fukuoka University of Education, Japan)
G. Capi (Fukuoka Institute of Technology, Japan)

GS24-4 The case for radical epigenetic robotics
A.l. Kovacs, H. Ueno (The Graduate University for Advanced Studies, National Institute
of Informatics, Japan)

GS24-5 Development of a robotic surgical manipulator for minimally invasive surgery system
H-S. Song, J-H. Jung, Jung Ju. Lee (Korea Advanced Institute of Science and
Technology, Korea)

GS24-6 Identification of nonlinear mechatronic servo motor system having backlash

Y. Toyozawa (FANUC Corp., Japan)
H. Harada, H. Kashiwagi (Kumamaoto University, Japan)

15:20~16:20 GS16 Micro-Robot World Cup-Soccer Tournament
Chair: J. Nishii (Yamaguchi University, Japan)

GS16-1 Cooperative behavior acquisition for multiple autonomous mobile robots

©ISAROB 2005 P 29



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10t '05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

K.Nakano, M. Obayashi, K. Kobayashi, T. Kuremoto (Yamaguchi University, Japan)

GS16-2 Multi-agent learning mechanism based on diversity of rules: from the view point of
LCS
H.Inoue (Kyoto University, ATR Network Informatics Laboratories, Japan)
Y.L. Suematsu (Kyoto University, ATR Network Informatics Laboratories, Japan)
K. Takadama (Science, Tokyo Institute of Technology ATR Network Informatics
Laboratories, Japan)
K. Shimohara (Kyoto University, ATR Network Informatics Laboratories Japan)
O. Katai (Kyoto University, Japan)

GS16-3 Gradual emergence of communication in multi-agent environment
S. Tensho(Nara Institute of Science and Technology, Japan)
S. Maekawa (National Institute of Information and Communications Technology, Japan)
J. Yoshimoto (Okinawa Institute of Science and Technology, Japan)
T. Shibata, S. Ishii (Nara Institute of Science and Technology, Japan)
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Complexity Modelling and its Applications

Kazuyuki Aihara
Institute of Industrial Science, University of Tokyo
4-6-1 Komaba, Meguro-ku, Tokyo153-8505, Japan

Aihara Complexity Modelling Project, ERATO, JST
45-18 Oyama-cho, Shibuya-ku, Tokyo 151-0065, Japan
aihara@sat.t.u-tokyo.ac.jp

Abstract

In this plenary talk, I review our study on creat-
ing an artificial brain with chaotic dynamics and its
possible applications.

keywords: Complexity, Chaos, Mathematical Mod-
elling, Neural Networks, Combinatorial Optimization

Recent progress in nonlinear systems analysis has
made possible mathematical modelling of complex
phenomena not only in natural systems but also in
engineering systems [1, 2]. Among various complex
systems in this real world, the brain is a typical ex-
ample of a complex system with much complexity and
many superior functions. In this plenary talk, I review
our study on creating an artificial brain with chaotic
dynamics, or a chaotic brain [3].

Biological neurons are highly nonlinear and dynam-
ical devices. For example, we can observe chaotic
responses and different bifurcations in nonlinear dy-
namics of nerve membranes both experimentally with
squid giant axons and numerically with nerve equa-
tions [4]. The chaotic properties of nerve membranes
have provided a clue of making a chaotic brain com-
posed of chaotic neural networks with spatio-temporal
chaos, which are derived based on the experimentally
observed neuronal chaos and described by coupled bi-
modal maps [5]. Moreover, the chaotic brain has
possible applications to biologically inspired compu-
tation like combinatorial optimization such as travel-
ing salesman problems and quadratic assignment prob-
lems [6, 7] and hardware implementation with analog
electronic circuits [8, 9].

©ISAROB 2005

Finally, I discuss importance of several bifaces in
modelling complex systems, namely generality / uni-
versality & individuality / specialty, abstracted & de-
tailed, and stability & instability.
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THE WORK OF

SUEO UENO, ROBERT KALABA, AND RICHARD BELLMAN

Harriet H. Natsuyama
Los Angeles, CA 90066
hhnatsu@yahoo.com

Abstract

This paper recalls the critical developments of three
exceptional individuals in the fields of nonlinear analysis,
systems modeling, computational solution of initial value
problems, system identification and optimal control.

1 Introduction

This paper was suggested by Masanori Sugisaka who
initiated the AROB symposia ten years ago and who
attributes their success to the inspiration and
contributions of three giants: Sueo Ueno, Robert Kalaba,
and Richard Bellman. They are special for their great
talents, productivity and personalities. | am privileged to
have worked with them since the early 1960s.

2 Decades of Research

My relationship with these three giants of modern
analysis and computing is very special to me. It goes
back to the early days of the Rand Corporation, the
quasi-governmental think tank in Santa Monica. In the
decade of the 1950s, after their World War Il efforts had
ceased, many of the top scientists from Los Alamos
National Laboratories joined the exciting new work at
Rand.

John von Neumann developed the general-purpose
digital computer (as opposed to special purpose military
computers) in the basement and it was fondly called the
Johnniac. Programmers used machine language to code
paper tapes. The field of computer science had yet to be
named, and the mathematicians using these computers
called themselves numerical analysts.

When | joined Rand in 1961, IBM had introduced their
mainframe computers and | learned Fortran by reading
the manual written by McCracken. Fresh out of graduate
school with a masters degree in physics, | had been hired
to assist Bob Kalaba and Dick Bellman in their
computational experiments.
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Dick Bellman had already introduced the principle of
optimality and the concept of dynamic programming for
nonlinear optimization problems. Some numerical
examples had been worked out and more computations
were needed. Dynamic programming, | learned during
my later years, applies to life as well as manmade
systems

Bob Kalaba had created the technique called
quasilinearization to solve nonlinear two-point boundary
value problems, such as those that arise when solving
Euler equations from the calculus of variations. One of
the first problems that we attacked together was that of
orbit determination. Remember this was going on during
the early days of the space program. We formulated the
problem of estimating the orbit of a moving body whose
angular position has been observed at various instants of
time. In other words, a complete set of initial conditions
would be sought such that the theoretical orbit explained
the observations in a least squares sense. This is a
multipoint boundary value problem.

We extended Bob’s quasilinearization to handle the
multiple conditions. We were delighted to see that
solutions converged quadratically and we could
determine the missing initial conditions even when the
initial estimates were rather crude. We also introduced
noise into the measurements and it still worked. Then we
tried estimating the unknown mass of the moving object,
letting its dynamical equation be that the time derivative
of mass is zero and requiring that its initial condition be
determined along with the other initial conditions for the
equations of motion. This experiment was successful
also. The results were published in the Proceedings of
the National Academy of Sciences, and there were many,
many requests from aerospace companies for reprints of
this paper.

A couple of years later, Sueo Ueno from Kyoto
University arrived at Rand. This distinguished
astrophysicist had been in correspondence with Dick
Bellman for a number of years. Dick wanted to learn
more about the multiple scattering of radiation through
slabs of finite thickness. Dick saw that there was a



resemblance with the problems of neutron transport
which he had dealt with at Los Alamos with Milt Wing
using the new method of invariant imbedding. But the
physical aspects seemed more complex. He wanted Prof.
Ueno to spend some time at Rand so they could apply
invariant imbedding to radiative transfer.

Prof. Ueno, during these correspondences, was spending
a year with Jacqueline Lenoble and other French
scientists in Paris, with side trips to visit Ida Busbridge in
Cambridge, Ambarzumian in Leningrad, and Sobolev in
Moscow. Then he had to return to Kyoto University for
another year before he could go abroad again. Thus it
was that he arrived in Santa Monica after | had been
there for a while.

Prof. Ueno taught us the physical principles of multiple
scattering so that we could “count photons” for invariant
imbedding and derive initial value problems for the
Riccati equations of reflection functions. We, or rather it
was |, who wrote the Fortran programs for large systems
of ordinary differential equations with initial conditions.
When we integrated these equations using fourth-order
Runge-Kutta, the solutions agreed with those previously
published for very thin or very thick slabs. Furthermore,
we obtained solutions for all thicknesses between zero
and effectively infinity. We saw reflection functions that
no one else had seen before ¥

This research program in which | was involved led to
Prof. Ueno becoming my advisor for the doctoral degree
in uchu butsuri in the Department of Astrophysics of
Kyoto University. In particular I investigated and
demonstrated various techniques for solving inverse
problems of atmospheric physics as system identification
problems.

While the approach of invariant imbedding was
regarded by Bob and Dick as dynamic programming
without the optimization, it led to a nonlinear filter, a
powerful extension of the Kalman filter. This filter was
developed in collaboration with R. Sridhar, and further
developed by M. Sugisaka. Indeed, Prof. Sugisaka was
introduced to this nonlinear filter by Sueo Ueno, and that
is how we came to meet each other and how | spent three
delightful months in his department at Oita University in
the fall of 1995.

In subsequent years, | had the opportunity to spend time
on various occasions with Prof. Ueno and learn about his
life and his work. By this time, he had retired from
Kyoto University and Kanazawa Institute of Technology,
and he was head of information systems at Kyoto
Computer Gakuin. We produced the Springer book on
terrestrial radiative transfer with Alan Wang. | compiled
Prof. Ueno’s collected works and deposited them in the
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new library of Kyoto University where they are available
for researchers and students alike. Prof. Ueno lives
quietly in Yokohama.

In the late sixties both Dick and Bob left Rand to become
professors at the University of Southern California. Dick,
who established a program in biomathematics, passed
away in 1984.

Robert Kalaba held a joint appointment at the University
of Southern California in the departments of economics
and biomedical engineering. There, he prepared a new
generation of students and was well-loved by students
and staff alike. Bob passed away at the end of September,
2004. Dr. Yueyue Fan, the last of Bob’s doctoral
students, and | are in the process of organizing Bob’s
papers so that a library can be established in his memory
at USC.

3 Summary

Richard Bellman, Robert Kalaba, and Sueo Ueno — to
these pioneers we owe great thanks. And | thank you for
your interest in continuing these explorations.
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Machinery Cognition and Artificial Intelligent
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The Dept. of Electrical and Electronic
Engineering, Oita University, Oita,
Japan, 870-
msugi@ee.u-oita.edu.jp

In this paper authors show some heuristic thinking first, and then

proposed an engineering definition of artificial intelligence in artificial brain that is
the abilities to obtain knowledge, to use knowledge and to operate knowledge. There
are still two open important problems: one is the expression of knowledge for this
goal and the other is how to construct the integration up operation and detailed down

operation.

Keywords: Artificial Intelligence, Creating intelligence, Knowledge, cognition,

Evolution of intelligence.

l. Introduction

Animal Brain’s basic function is to process
the information received from the sensing
organs build in the body. That means it could
process the visual sensing information, auditory
sensing information and others simultaneously,
which include tactual, gustatory and olfactory
information. However, the observations results
from the wolf boy told us that although the wolf
boy has human’s sensing organs and human’s
brain, but he has only the intelligence level of
wolf. The reason is that his “mother” is a wolf
but not human’s mother. His ability to cognize
the world surrounded him is kept in the level of
wolf. So, the appearance of intelligence is not
only depends on the physical device—Brain, but
also mother’s teaching and communication with
the “society” surrounded him.

If we want to create a machine which
possesses certain intelligence, the machine has
to have two functions, one is to cognize the
outer world by perceptron equipped on its
“body”, the other is to accept the teaching and
communication from *“mother” (or “teacher™")
and the other members in the *“society”
surrounded it. In animal world mammal mother
teaches their child how to find food and avoid
enemy by her body language and very simple
primitive natural language (different voice).

Usually, the results of cognition are the
understanding outer world. It must be expressed
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as memory of something, this king memory is
different from the process in computer. For
biological individuals, usually the memory in
brain is a gradual process to accept and strength
a cognized result. Once it is be memorized and
understood, it is formed a scheme in which
possesses certain structure. The knowledge we
talked in this paper can be expressed as a
relation of several schemes, and this relation is
with fixed pattern. So far, we did not see this
kind of knowledge warehouse. If we want to
implement a true artificial intelligence based on
knowledge using some equipments and machine
or computer, machinery cognition must be
needed. Following this introduction we will
explain and describe more deep thinking.

Il.  Emerge multiple )
-modal information_

Now many achievements about computer
vision and computer hearing appeared and new
equipments related them have been developed
very fast. The problem is how to emerge this
kind of information as the result of machinery
cognition.

2.1  Scheme

General speaking, the computer vision and

! This work is supported by Chinese Natural Science
Foundation, Number # 60275016



hearing are different type of information, vision
is image information and hearing is sonic
information, processing methods of them are
different. When mother shoes baby an apple in
her hand it give baby a impression that consist
of a moving pictures and mother’s voice or
language, baby memories the both components
together simultaneously in his/her brain, though
they are input from different path. This
impression is on a concrete subject or thing with
their attributes, sometimes the impression is on
an action with dynamic atributtes. We say all
these presentative impressions as a scheme, they
are the basic components of memories.

To express a scheme in computer we need a
unit, in which store a presentative impression
which may be a subject image plus a noun
sound, or an action moving picture plus a verb
sound. Of course, for real biological individual
this unit (the scheme) not only includes visional
and hearing information, but also includes
tactual, gustatory and olfactory information.
However, to implement machinery cognition we
limit our attention into the computer vision and
computer hearing. Once we build up this kind of
unit in computer we should build up the
relations between units and to form knowledge.

2.2 From scheme to knowledge

Scheme is essentially some primitive
knowledge due to it has incomplete structure of
knowledge comparison with human knowledge
structure, even if for a human child. Scheme is
only a fragment of knowledge discussed in this
paper and it is not the final result of cognition.
In this paper we try to discuss the knowledge
with certain structure and similar to human’s
knowledge, or the evolutionary configuration of
knowledge. In fact, we could observe the
process of mother teaching baby language and
you could find that “mother” use natural
language to make a link of schemes stored in
baby’s brain. Natural language is the link
between scheme and human baby knowledge. At
beginning the human baby could know mother’s
face, the taste of mother’s milk, some toys and
mother’s sound, and then they try to understand
some very simple repetitive worlds. The baby
gradually learned them and could repeat them.
Thus baby got some schemes and obtained
primitive knowledge about the surrounded
world. Later they could understand some simple
sentence; they start to get complete knowledge.

So, we say that the natural language is the
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key from scheme to presentative knowledge.

2.3  Structure of presentative
knowledge

From the above we could try to explain
the structure of presentative knowledge. First,
the schemes are divided into several groups
according to the noun, verb, adjective, and
adverb and so on. The relations are defined
according to grammar. The relations are
grouped as several layers, such that “fragment”,
“very simple”, “simple”, “usual”, “complex”,
“very complex”, etc. any relation in those
groups will combine some schemes, this
combination is very similar to the structure of a
sentence but it is not a sentence. A combination
corresponds a mapping between the semantic of
combination and a real scene or subject. So, the
knowledge expression is to define those rules
grouped schemes as different layers.

Examples of the relations:
“fragment”:

(Food--Noun scheme);

(Eating--Action scheme);

(Color—Adjective scheme).
“very simple”:

(Eating + (food).
“usual’:

(Look) + (at) + (here).

The people in different countries speak
various languages, and the grammar is different.
The rules defined groups of relation layers is
really different, however, if the mapping
between the semantic and the scene or subject is
the same we could say that it means the same
knowledge.

If using several combination to construct
a bigger combination, it is similar to a
paragraph consists of several sentences in a
article. At this time the mapping is a composite
of mapping. Note, the structure of knowledge
must can be extended in the same manner. So,
the knowledge in a human brain is definitely not
isolated, it is similar to an article or a tree, it has
fractal property.

2.4 Knowledge warehouse

The result of machinery cognition is to
combine with the schemes as the presentative
knowledge. So, we expect a special storage
form in computer, in which there are “units” to
save schemes simultaneously formed by using



of machinery visual and sonic perceptron; in
which there are defined rules to construct
knowledge; also, the real knowledge--mapping
to obtained.

This kind of knowledge warehouse must
be parallel operation. The storage of scheme
may be not very difficult, but the retrieve of
scheme may be more difficult.

I11.  Knowledge’s emergence

Machinery perceptrons are not enough if
we want to create an Artificial Brain. Naturally,
it concern the question that what is knowledge
stored in computer? How dose the knowledge is
emerged from the information cognized by
computer vision and computer hearing”? The first
guestion has been discussed previously. The
second question concerns with a very difficult
field that the creation of intelligence or
knowledge emergence.

In fact, knowledge emergence is a process
to operate knowledge. It contains two operations;
one is the detail down process. This operation
make the obtained knowledge has more detailed
contents. On the other hand, baby can find the
common attributes between some similar
schemes himself or by mother’s teaching, for
example, baby learned “apple”, “strawberry”,
“pear” and know all these are eatable and a new
scheme “fruit” was established. This is also a
process to operate knowledge; we say it as an
integrated up process. This process maybe
cause knowledge emergence. Both processes are
to make the relation and mapping between
schemes and subject (or scene) more
complicated. Knowledge emergence will make
all knowledge has the free-scale structure

A lot of cognitive and psychological study
experiments for children’s intelligence tell us
how they cognize outside environment and
obtain knowledge, these are very important.
Here we want to emphasize mother’s role. At
beginning period of babyhood they just could
see some objects surrounding them and could
hear the voice from mother mainly. Mother’s
voice and gesture language make baby establish
a mapping gradually. This mapping is the
process to establish a structure to fit attributes of
scheme Of course, not only vision and hearing.
This mapping will store in baby’s brain. When
this mapping was established firmly, the baby
had obtained knowledge.
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IVV. Intelligence on artificial
brain

To study machinery cognition is try to
investigate the new ways creating artificial
intelligence. Once artificial brain is mounted
computer vision and hearing the machinery
cognition will be basic component. We cannot
expect artificial brain has the same intelligence
like human being’s, however, our research focus
on the creation of intelligence using artificial
brain. We could hope that to do some
experiments on it. What kind intelligence could
appear on artificial brain? We limit the
definition here as the following:

“Intelligence” is the abilities that to
obtain knowledge, to use knowledge and to
operate knowledge.

Based on our analysis here we want to
promote the study of knowledge based artificial
brain. We propose the key techniques on the
research as the following:

a. Knowledge expression;

b. Knowledge warehouse;

c. Knowledge emergence and operation.
After these key techniques were implemented,
we could play as “mother” to teach and train the
artificial brain gradually. The human being’s
intelligence is evolutionary result with the
evolutionary process of human being’s natural
language. So, artificial intelligence mounted on
artificial brain should be evolutionary either.
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Abstract

We exploit a holistic behavioural and
morphological adaptation in the design of new
artefacts, and exemplify the potential of the new
design principle through the construction of
robotic systems that can change morphology.
Here we present the ATRON design in which the
modules are individually simple, attach through
physical connections, and perform 3D motions
by collective actions. We produced 100 ATRON
modules, and performed both simulation and real
world experiments. In this paper, we report on
the ATRON hardware design and investigations
related to the verification of the suitability of the
ATRON module design for self-reconfigurable
robotics.

Introduction

One of the main objectives of our work is to
provide an architecture made up of simple
building blocks, simple connections, and simple
interactions, in order to allow end-users of our
approach to design new artefacts in an easy
manner. Indeed, the ATRON modules are simple
building blocks that can be viewed as simple
“cells” or “atoms” in a larger system composed
of numerous of these individually simple
building blocks. Ultimately, the design should
allow a suitable way of performing self-
reconfiguration by limiting the motion
constraints in the system of building blocks as
much as possible.

The connector mechanism of  self-
reconfigurable robots is known to be difficult to
design because of the many constraints on the
connector mechanism. Therefore, this problem
was addressed with highest priority, since 3D
motion in a terrestrial scenario demands
attachment of modules to each other.

The methodology for choosing the right
design for the connectors was to extract
inspiration from the biological designs and to
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perform an extensive comparison of state-of-the-
art, and afterwards make several design,
realization and evaluation cycles for developing
the final, mechanical solution for the modules.
The biological designs pointed us towards a
minimal design of “cells” that each should be
very simple, but provide extensive possibilities
for self-design and self-repair when combined in
huge numbers. The survey of the state-of-the-art
[1] told us that such a system based on these
considerations would be novel. Related work
includes the CONRO [2] and the M-TRAN [3]
self-reconfigurable  robotic  systems.  Other
approaches include the Telecubes [5], the
PolyBots [6] and the Crystalline [7]. Based on
the inspiration from cell biology, we wanted to
design a module to be simple and provide simple
ways of avoiding many of the motion constraints
known from other systems.

Figure 1. ATRON modules for self-reconfigurable
robotics.

Module Design

The ATRON modules are placed in a surface-
centred cubic lattice structure that corresponds to
the titanium atoms in the CuTi3 crystal lattice.
The basic idea behind the ATRON modules is to
have two half cells joint together by a rotation
mechanism. On each half cell, there are two
female and two actuated male connectors, by
which a module can connect to the neighbouring



modules. A major advantage for reaching the
objective of producing many modules is that the
ATRON modules are designed to be
homogenous. Also, an ATRON module can
switch or rotate either rotation axis 180°,
maintaining the same global function of the
module. Further, the shape allows one module to
move to an adjacent hole in an otherwise fully
packed structure (without colliding with other
modules). So the module design seems to fulfill
our objectives. Indeed, the design was guided by
the considerations on how to reduce control
complexity of self-reconfiguration by an
appropriate module design. However, the design
that meets these objectives demands strong and
reliable point-to-point connectors, which also is
achieved in the ATRON module with the novel,
mechanical connectors, which are fast, strong
and reliable.

A  module may communicate with
neighbouring modules through IR
communication. When placed in the surface-
centred cubic lattice structure, the modules can
move in this structure to self-reconfigure into
different overall arrangements or movements.

Figure 2. The first, second, and third (ﬁﬂal) hardware
prototype of the ATRON modules.

If a first ATRON module is attached to a
second neighbouring module and detached on
other connection points, the second neighbouring
module may move the first ATRON module by
turning around equator with the rotation
mechanism. Hence, the first ATRON module
may be moved to another position in the lattice
structure where it may attach itself to another
module in the structure and, for instance, detach
itself from the second ATRON module that
transported it to the new position.

As illustrated above, the reconfiguration of
the overall system becomes a process of
transitions in the lattice structure. Simulations
(e.g. [xx, xx]) showed that, if we can perform the
individual  transitions in the hardware
implementation in a reliable manner, numerous
distributed control possibilities exist and will
lead to self-reconfigurable and mobile systems.
Hence, the module design and tests described
below were guided by this demand.
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Mechanical Design

The mechanical design was guided by the
demand for strong point-to-point connectors in
modules being able to lift another two modules
and being placed in the surface-centred cubic
lattice structure.

An ATRON module:

Figure 3.
hemisphere, b) southern hemisphere.

a) Northern

Connectors

Based on the knowledge gained from the
survey of state-of-the-art, three alternative
connector designs were developed and
considered. The first was based on a screw for
holding two connected modules together. The
second connector design was based on a pushing
block, while the third is based on a triangular
configuration of hooks, with a large base line for
good rigidity. The screw mechanism was used in
the first prototype, but shown not to be robust.
Therefore, this design was abandoned. The
remaining two approaches originated from the
same idea and conformed to the same overall
constraints. They differed in several mechanical
aspects, the major differences between them
being in the mechanical parts, which physically
connect two neighbouring modules and in the
rotation  mechanism  coupling the two
hemispheres of the ATRON module. The two
alternative connector designs were tested using
two different hardware prototypes, and both
connector prototypes performed comparably on
most criteria, but the hook-based design was
found to be most robust. The pushing-block
design had a “weak” direction in which it
sometimes would lock due to friction forces. For
this reason the hook-based design was selected
for the final design of the ATRON modules for
the terrestrial scenario.

Active Connector

The push mechanism in the active male
connectors is designed in such a way that a lead
screw is used to transmit rotation to linear
movement, and both lead screws and motors are
installed in the same frame as the passive female



connector parts. Figure 4 right illustrates the
female frame parts where the motor and lead
screw are installed. The push mechanism has
been designed so that it is self-locking and very
stiff, thereby ensuring that the connection
between modules is always stable. The
remaining parts of the active male connector
mechanism are illustrated in figure 4 left.

The new teflon coated lead screw used in the
actuation mechanism of the active male
connectors has reduced the required torque from
the connector motor, such that the connection
time could be reduced to two seconds (the better
efficiency compared to earlier prototypes made it
possible to achieve the same force using a thread
with greater pitch).

voltage. Right: An electrical isolated plate behind the
female connector allows the male hook to touch the
plate and power-share.

Centre Arrangement

A 1-stage planet gear in the centre of the
module reduces the load requirements of the
industrial gearbox with a factor of 118/10.
Therefore the size of the gearbox is reduced
compared to earlier prototypes, such that the
centre motor and gearbox are fully contained in
the northern hemisphere of the module.

Also, the identical frames wused in the
northern and southern hemispheres only differ in
their centre part.

Slip Ring

To facilitate the ATRON module with intra-
module power and signal distribution over
equator, a slipring combined with carbon shoes
has been installed in the module. The slipring is
shown in figure 4b, where the inner five rings are
used for electrical signals. The specialized
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slipring has been gold plated to ensure stable
electrical connections. Furthermore the reflection
abilities for the optical encoders are enhanced
using a black diffuse background for better
contrast (the outer fields are for the optical
encoder). The encoders and carbon shoes are
illustrated in figure 5a.

Figure 5. Centre arrangement with gears and slip ring
for transferring power and data between the two half

spheres of the ATRON module.
hemisphere, b) southern hemisphere.

a) northern

Rotational Lock

The mechanism to drive the rotation of the
module consists of the 1-stage planet gear, and
the industrial planet gearbox and is thus not a
self-locking transmission. The module has
therefore been equipped with a solenoid that can
drive a bar into rotational lock holes placed in
both the northern and southern centre plates. The
holes are positioned, such that the rotation can be
locked in 90° intervals.

Wheel

The centre plates are made circular to aid
manufacturing but also to add “wheel
functionality” to the module. One of the centre
plates is equipped with a O-ring (see figure 1).
The O-ring acts as a tire, and a module can
therefore be used as a wheel when placed in an
upright position. This facilitates the creation of
wheeling organisms.

Shell

The plastic shell illustrated in figure 1 has
been designed to protect the electric and
mechanical parts of the module and to ease the
visual distinction and orientation of each module
in a given structure. The shell has been produced
in four different colors, which extends the visual
distinction. Since the shell also gives a module a
surface the infra-red proximity detection is made
more stable and reliable. The shell also gives the
ATRON module a more compact look.



Electronics Design

Every ATRON module has, besides its five
main actuators, a solenoid actuator, a tilt sensor
for measuring its two tilt angles with respect to
the horizontal plane, eight Light Emitting Diodes
(LEDs) useful for easy readout, a solenoid
controlled plug for keeping the rotational angle
between the two hemispheres at strict 90°
intervals and an encoder disc placed
perpendicular to the centre axis for measuring
both the absolute rotational angle and relative
rotational angle (for velocity calculations).

For neighbouring modules to inter-
communicate, each connector is equipped with
an infra red (IR) light transmitter and receiver
allowing a wireless communication channel to be
established between two modules. The IR diodes
are also used for simple distance measurements.

Each ATRON module also contains two
rechargeable Lithium-Ion Polymer batteries
wired to enable power-sharing among connected
ATRON modules. Power-sharing is necessary to
power compensate the more motion active
modules with power from the more motion
passive modules. This is implemented through
the connectors such that a mechanical connection
between two ATRON modules also results in an
electrical connection between the modules. A
consequence of this is that re-charging the
batteries of an ATRON module can be done even
if it is placed within a structure formed by
several ATRON modules.

To be able to electronically control all these
hardware components several printed circuit
boards (PCB) were constructed. On the Northern
Hemisphere an ATmega8 (henceforth denoted
North-AT8) microcontroller from ATMEL is
responsible for reading the tilt sensor, controlling
the centre motor in conjunction with the encoder
disc, toggling the solenoid plug and opening and
closing the two actuated male connectors.

The North-AT8 is also connected to an
ATmegal28 (henceforth denoted North-AT128)
through the I°C-bus. The North-ATI128 is
responsible for controlling the IR communication
to and from the Northern Hemisphere but its
main task is to function as the main coordinator
of the components of the entire module (i.e. the
main part of the ATRONcontroller).

On the Southern Hemisphere an ATmega8
(henceforth denoted South-ATS) is used for
implementing the power control of the ATRON
module. That is, charging the battery and making
sure that a correct internal voltage levels is kept
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no matter the voltage level of connected modules
or external power supply.

The South-AT8 is also connected to an
ATmegal28 (henceforth denoted South-AT128)
through the I°C-bus which is responsible for
controlling the IR communication to and from
the Southern Hemisphere and also for opening
and closing the two actuated male connectors.

The two ATmegal28 run at a clock frequency
of 16 MHz and the two ATmega8 at | MHz.

The Northern and Southern Hemispheres are
electrically connected through the rotational
centre axis through a gold plated slipring (see
above) with which carbon shoes maintain electri-
cal contact also during rotation. The communi-
cation between the two hemispheres is conducted
through a RS485 network of which the North-
AT128 and the South-AT128 are the only nodes.
The encoder disc for measuring the rotational
angel is also placed on the slipring but is read
optically. Figure 6 shows a block diagram of the
electronic components in an ATRON module to
which unit numbers in the following refer.

Southern hemisphere

R Communication
nd

a
Proximity Measuremesnt

IR Communication
and

Proximiy Measuremant

Figure 6. Overview of the electronic components in an
ATRON module.

Tilt Sensor Interface

The Tilt Sensor Interface produces two DC
voltage levels to the North-128 proportional to
the level of tilt (+90 degrees) in the planar x and
y axis.

Connector Motor Interface

The connector actuator (figure 6, Unit 6 and
Unit 13) is used for actuating the two male,
active parts of a connection mechanism in each
hemisphere. The actuator is a single DC motor
rotating the arms until a firm connection is
achieved.



Power electronics

The power electronics (Unit 6a and Unit 13a)
used for controlling the DC motor is a fullbridge
H-bridge build from an integrated circuit A3966.

Feedback

The only feedback from the actuators (Unit
6b and Unit 13b) that gives important
information on the actuation is the power
consumed by the motors. This is monitored
through shunt resistors and when the current
consumption reaches its highest level the arms
are either fully extended or retracted and the
motors are therefore stalled. This information is
used to disable the motors to avoid overloading.

Centre Motor Interface

The Centre Motor Interface (Unit 14 called
Main Actuator) consists of a brushless AC motor
controlled by a dedicated driver circuit genera-
ting the necessary control signals (ASIC5660)
and delivering the necessary power (L6234).

The torque delivered to the motor is
controlled from the North-AT8 which generates a
PWM signal to the ASIC5660 with a duty-cycle
proportional to the desired torque. Two output
pins from the North-AT8 controls the rotational
direction and brake status (on/off), respectively.

Encoder Interface

The Encoder Interface implements the optical
reader of the three outer rings of the slipring (see
Figure 5b). The outermost ring has 108 “slots”
which are read optically by two infrared readers
(see Figure 5a) phase shifted 90° with respect to
each other. This means that in one rotational
direction one signal lags the other and if the
rotational direction is changed it will instead lead
the other. By feeding these signals to a D type
Flip-Flop using one signal as clock and the other
as data, the output will be either high or
low depending on the rotational direction. This
information along with the “clock” is read by the
North-ATS.

The other two rings on the slipring implement
a 2-bit gray-code (meaning only one bit changes
at a time) allowing detection of 90° intervals
when a transition occurs. This is used for
accurate positioning of the rotational angle and is
also read by the North-ATS.

Solenoid Interface

The Solenoid Interface (Unit 11) delivers
power to the solenoid that drives the metal bar
for the rotational lock mechanism. The solenoid
is controlled by the North-ATS.
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IR Interface

Unit 5 and Unit 10 are responsible for the IR
communication and proximity measurement.
Each hemisphere has four IR send-receive pairs
(channels) able to communicate via the IrDA
protocol at 9600 Baud or they can be used for
proximity measurements. However, only one
channel can be used at a time for either
communication or for proximity measurement on
each hemisphere.

The communication part is implemented
using an IrDA  physical-layer controller
(MCP2120) that interfaces directly to the RS232
serial port of the North-AT128 and South-AT128
and the channel to use is selected by IO-pins.

The proximity measurement is implemented
mostly in, but it relies on the ability of changing
the strength of the light emitted thus a power
control circuit was implemented by low-pass
filtering a microcontroller generated PWM
signal.

RS485 Interface

The RS485 Interface is implemented using
two RS485 line-drivers connected through the
slipring. One line-driver is connected to the
RS232 serial interface of the North-AT128 and
the other similarly to the South-AT128.

LED Interface
The LED Interface consists of 8 LEDs which
can be toggled on/off by the North-AT128.

Power Interface

The power management unit (Unit 1) is
mainly responsible for supplying the ATRON
module with power based on the current state of
the batteries, the unregulated power and the
current energy consumption. In addition, if the
power manager detects that the voltage on the
unregulated power supply meets a certain
criterion it knows that the ATRON module is
connected to a recharger and informs the battery
charger that it may start charging the batteries.
The power management unit is supported by four
subparts each of which is described below:

Sharemanager

The Sharemanager (Unit 1a) pays attention to
the modules battery supply and compares it to
the voltage on the unregulated power supply and
decides if it is safe to share power with other
ATRON modules. The Sharemanager can choose
how much current to deliver to the bus and, if
necessary, entirely turn off the sharing.
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Charger

The charging unit (Unit 1b) maintains all
aspects of the actual charging of the battery pack
and is ordered to start or stop charging by the
power manager. Since the batteries are coupled
and thus charged in series it is essential that the
voltage difference between the two batteries is
kept very low to avoid that the battery with the

lowest potential drains the other.

This prevents proper charging and could
potentially lead to battery malfunction. To
account for this a voltage divider has been placed
across one of the batteries and the voltage is
measured by an AD-converter and compared to
the series voltage also measured. This allows the
power circuit to detect a skew voltage level and
to react by preventing battery charging (however,
we have also implemented a manual disconnect
of the voltage divider when the module is

inactive).

Battery pack

The batteries (Unit 1c) powering a single
module consists of two series coupled Ion-
Lithium Polymer batteries which can be charged
to a maximum level of 4.2V each, giving a total

of 8.4V maximum. Experiments

operational time (before recharging is necessary)
were conducted (see below) and the conclusion
was that the batteries could sustain about 150
minutes at medium current load (300 mA).

Power Selector

The power selector (Unit 1d) monitors the
voltage drop across the batteries and the voltage
on the unregulated power supply. The highest is
selected and used for supply. This ensures that a
module will consume power from the source
with the highest energy supply at any time.

Power converter

The unregulated power supplied from the

Power Manager (Unit 1) in the

Hemisphere is passed through to the Northern
Hemisphere. The Power Electronics (Unit 6a,
Unit 1la, Unit 13a and Unit 14a) is directly

connected to the unregulated power.

In each hemisphere the unregulated power is
down converted to 5V by the power converter
units (Unit 3 and Unit 8). The 5V from the power
converters is needed to drive the basic electronic

components and the micro controllers.
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Module Tests

In order to test the mechanical and
electronical design of the ATRON module, we
performed a number of simple tests before going
to the larger experiments related to self-
reconfiguration and self-repair. These simple
tests are reported below.

Battery Discharge Test

In order to test the operational time of an
ATRON module with fully charged batteries, a
burnout test of a module was performed. The
code executed was a repetitious open-close
sequence of the male connectors on the Northern
Hemisphere. Current measurements during the
test showed that the current used was somewhere
between 200-400mA which is about half the
maximum level. It was estimated that this level is
a good representation of an average working

condition.
Battery Discharge
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Figure 7. The battery discﬂ;lrgg curve during burn-out
test.

Figure 7 shows the voltage over the two
series coupled batteries as the experiment
progressed. It is noted that the starting level was
8.3V and after about 150 min. the voltage level
had dropped to about 7.2V. From here it drops
rapidly to about 6.0V in only 15 min. This
discharge curve is consistent with the supplied
data sheet for the batteries which also states that
the battery voltage of any one battery must not
fall below 3V where it may suffer damage.

From these information it can be concluded
that 7.2V across the batteries is a good and safe
choice for indicating that the batteries urgently
need recharging. Furthermore the test showed
that about 150 min. of operational time can be
expected on fully charged batteries, which is
acceptable.

Mechanical Deformation Test

A mechanical test has been performed, to
measure the vertical deformation of a module
structure due to slackness, elasticity and



inaccuracies in the manufactured components
and the angular tilt of the ball bearings. Figure 8
shows the setup used for the test where the red
line illustrates a horizontal laser beam. The
points A and B indicate where the deformation
was measured.

A laser was placed on a table on the left side
on the picture (not shown). The laser beam was
levelled out horizontally by a mirror fixed to the
steel bar seen on the right side of the picture and
was adjusted such that the reflected beam was
returned to the same horizontal level as its origin.
After this the mirror was replaced by the module
structure as shown in the picture such that the
laser beam met the topmost point of the module
attached to the steel bar (denoted A in the
picture). A piece of card board was fixed at the
topmost point on the leftmost module and the
laser dot was marked at point B and the vertical
displacement (the deformation) was measured to
be 3.lmm. This value is surprisingly low but
underlines the fact that the mechanical
contruction is very stiff.

According to the manufacturer of the bearing
the maximum angular tilt of the bearing is
0.0009 radians which result in a maximum
vertical deformation due to the bearing of
0.42mm. Since our measurement shows a total
deformation of 3.1mm, the remaining 2.68mm
are therefore due to slackness, inaccuracies and
elasticity in the components.

Figure 8. The setup for the mechanical deformation
test.

Power Sharing Test

This test verifies that the modules are able to
share power through their power sharing
facilities. Figure 9 shows 4 pictures dumped
form a video which illustrate a successful power
sharing test.

Module A in figure 9 a) is a half passive
module fixed to metal plate, and its power
sharing circuit is externally connected to a power
supply. Module B is switched off and is therefore
supplied through its connection with module A.
Module C is switched off.
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In figure 9 a) Module B has started a
connection to module C. In b) an electrical
connection of the power sharing circuit has been
established and the LEDs are turned on (marked
with a circle). In ¢) the mechanical connection
has completed and the two connectors in the
upper hemisphere of module C is being actuated.
In d) the connectors are fully extended.

Figure 9. The setup for the power sharing test.

Rotation Test

In Figure 10 a setup for testing the rotational
load abilities of an ATRON module is shown.
The four pictures are screenshots from a video
where the battery powered module B
continuously rotates the two passive modules C
and D. To obtain a stable platform, module B is
connected to module A which is a half passive
module fixed to metal plate.

Figure 10. The setup for the rotation test.

In Figure 10 a) the initial position is shown.
The rotation is initiated with an angular velocity
of approximately 0.8 rad/s. In b) the modules
have been rotated about 45° in counterclockwise
direction and are approaching the 90° position ¢)
where the inertial load is greatest.



Here the rotation is stopped and the solenoid
lock is activated holding the modules in place for
3 sec. Hereafter the lock is released and the
rotation continues as seen in d) pausing at the
180°, 270°, 360°, and 90° positions.

One of our initial design criteria for an
ATRON module’s rotational load abilities was
that it should be able to smoothly rotate two
other modules in a configuration as seen on
Figure 10. This criterion was required to allow
the overall system to have the necessary degrees-
of-freedom to build complex structures and to
limit motion constraints, and has now been
verified to hold for the physical platform.

Misalignment Test

The purpose of this test is to show the
ATRON module’s abilities to connect to
misaligned modules. Figure 11 shows 4 pictures
of a successful connection between an active
module and a passive misaligned module. In a)
the active module has started the connection
process. In b) the passive module is pulled
towards the active module. In c) the passive
module is twisted into its right lattice position.

Figure 11. The setup for the misalignment test.

The misalignment corrections guides are
illustrated in figure 12. The construction allows
misalignment corrections of £ 5.7mm in the x
direction, and at least + 3.0mm in the y direction.

_}'Q 8,3 mm

Y
L

57 mm —p —

X Y

Figure 12. CAD drawings illustrating the possible
misalignment corrections. (Left) The female frame
part with guides, which allow misalignment
corrections of = 5.7mm in the x direction. (Right) The
lower active male arm, which allows misalignment
corrections of at least + 3.0mm in the y direction.

Conclusion

We developed the ATRON design as simple
building blocks with simple connections for
simple interactions, in order to provide a design
suitable for performing self-reconfiguration and
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for future miniaturization. Of great importance is
the connector mechanism that is strong, fast and
reliable despite being a point-to-point connector.
Tests showed that the modules connect even
when misaligned in the three dimensions, that a
module can lift another two modules, that on-
board batteries provide energy for approximately
150 minutes, and that power sharing between
modules may be possible with the design
outlined in this paper. We therefore believe the
design to be suitable for self-reconfiguration and
self-repair experiments (e.g. [8]), and will show
such in future work with the 100 ATRON
modules that we have produced now.
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Abstract

Genetic algorithms (GAs) are widely used in solv-
ing optimization problems. In this paper, we present
a crossover method used in real-coded GAs for
multivariable optimization problems. A well-known
crossover operator of real-coded GAs is the blend
crossover (BLX). The BLX has a range parameter that
determines the offspring production range. The search
performance of the GA depends on the value of the
range parameter. However, determination of the range
parameter is sometimes difficult. In this paper, we
propose a crossover operator for real-coded GAs that
is a close-to-parent offspring. The crossover is based on
the idea that offspring should be close to their parents.
In order to improve the evolution performance, we ap-
plied a mutation operator to the real-coded GA. Simu-
lation shows that the use of a close-to-parent crossover
with the mutation operator effectively improves search
performance.

Keywords: Real-coded GA, Crossover method,
Close-to-parent offspring, Optimization problem.

1 Introduction

Recently, genetic algorithms (GAs) have been ap-
plied widely and effectively in various fields [1]-[3]. The
most useful property of GAs is their ability to solve
search and optimization problems with very little re-
quired information about the problems. The perfor-
mance of GAs depends, to a great extent, on the per-
formance of the crossover operator used. The crossover
operation is performed upon the selected chromosome.
The crossover operates on two chromosomes at a time
and generates offspring by combining the features of
both chromosomes. A chromosome is usually a bi-
nary bit string, but not necessarily. There are several
different variants of basic GAs. It is possible to use
real-coded (or floating-point) genes and actually, sev-
eral methods have been presented that use real-coded
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genes [4]. The crossover operators of the real-coded
GA called the blend crossover (BLX-a). The BLX
has a range parameter that determines the production
ranges of the offspring. The evolution performance of
GAs is dependent on the value of the range parameter.
Selection the range parameter is determined by trial
and error. However, the determination of the range
parameter is sometimes difficult.

The BLX is an offspring production method using a
random number of uniform distributions based on the
intervals of two parents and a range parameter. That
is, the method is not based on the parents them selves
but on the intervals between parents. We consider that
offspring production should be based on the parents
them selves. Based on the above-mentioned idea, in
this paper, we present a new method, i.e., a close-to-
parent crossover. Furthermore we applied a mutation
operator to the crossover system to improve the search
performance for optimization problems.

In section 2, we describe the close-to-parent off-
spring production method. In section 3, we describe
the search performance of the crossover for three two-
variable functions. In section 4, we describe the evolu-
tion performance for a neural network training prob-
lem. In section 5, we conclude this paper.

2 Close-to-parent offspring

Figure 1 (a) shows, a conventional crossover, the
BLX. In the figure, offspring are produced using ran-
dom values on a uniform distribution in the range of
[p1 — al,ps + al], where p; and py are the real val-
ues of the parents and « is the range parameter. «
determines the search area of the offspring.

Figure 1(b) shows, the proposed crossover, that is,
the close-to-parent offspring (CPO). CPO also has a
range parameter « that determines the offspring pro-
duction range based on each parent. For producing
offspring using CPO, two individuals are produced us-
ing random values that have uniform distributions in
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Fig. 1 Offspring production methods

the ranges of [p; —al, p1 +al] and [py — al, ps +al].

Figure 1 (c) shows a mutation of the CPO. In the
figure, p} denotes the center of the range of the muta-
tion of parent p;. The range of the offspring applied
to the mutation is [p] — ol, p} + al].

3 Two-variable optimization problem

In this section we investigate the search perfor-
mance of the proposed method for optimization prob-
lems for three two-variable functions: Sphere function,
Rosenbrock function, and Rastrigin function [5].

The search performance is measured using success-
ful evolution rates obtained from the minimum values
of the functions in the GA.

In this test, we use the following GA parameters:
population size is IV, = 100 and generation number is
limited to 300. The produced offspring is 60% of the
population N,. The parents selection is the roulette
wheel selection.

The sphere function, which is the simplest case in
this test, is described by the following equation.

fley)=2+y% aye[-1515 (1)

The minimum value of this function is 0.0 and occurs
when (z,y) = (0,0).

Figure 2 shows the evolution performance of the
Sphere function. In the figure, the CPO1 line shows
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Fig. 3 Evolution performance for Rosenbrock
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the result of the cross-to-parent offspring and the
CPO2 line shows the results of CPO with mutation,
where the mutation rate is 20 %. We define a success-
ful evolution as that having a minimum value of the
function f(x,y) < 0.001. The lines of successful rate
in the figure show the mean value of 1000 trials. We
can see that the range of o in CPO2 which has a good
performance is wider than that in BLX.

Figure 3 shows the evolution performance for the
Rosenbrock function. The Rosenbrock function is de-
scribed by the following equation.

f(x,y) =100(z —y*)?+(y—1)?, x,y € [-0.25,1.25]
(2)
The minimum value of this function is 0.0 and occurs
when (z,y) = (0,0). We can see that the rate of suc-
cessful evolution of CPO1 is approximately two times
better than that of BLX at a = 0.3. From the figure,
the result of CPO2, i.e., with the mutation operator,
is poor compared with the result obtained when mu-
tation operator is not used. In this case the mutation
does not have a good effect on search performance.
Figure 4 shows the evolution performance for the
Rastrigin function. The Rastrigin function, which is
the most complicated function in this research, is de-
scribed by the following equation.

f(z,y) =20 + {z* — 10cos(272)}
+{y? —10cos(27y)}, =,y € [-0.25,1.25)(3)
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Fig. 5 Evolution performance for Rastrigin function
using CPO with sign mutation

The minimum value of this function is 0.0 and occurs
when (z,y) = (0,0). We can observe that the COP2
has a better search performance than BLX and CPO1.
In the case of the Rastrigin function, it is difficult to
search the solution because the surface of the function
is in the shape of valleys and peaks [5]. We consid-
ered that a mutation more effective and severer than
the range mutation described in Fig. 1 (c) is required.
Figure 5 shows a result of CPO with a sign muta-
tion. The sign mutation means a change in the sign
of the real value of the offspring. This figure shows
the result when the mutation rate is 20 %. We can
see that CPO with a sign mutation has a better evolu-
tion performance than the previous results of the three
methods shown in Fig. 4.

4 Neural network training problem

This section presents simulation results of neural
network training problems. The training of neural
network is known as a nonlinear multivariable opti-
mization problem.

In order to obtain results comparable to those of
the BLX, We should select the well-known exclusive-
or (XOR) problem.

In this test, we use GAs for training a XOR net-
work. For clearer results, we examine the XOR net-
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Fig. 6 Evolution performance for neural network
(Np = 25)

works for various population sizes of GAs: N, =
25,N, = 50 and N, = 100. In each case of N,, we
also change the number of neurons in the hidden layer
of the network: N = 3,N;, = 5 and N, = 7. The
performance results of the XOR network training are
shown in Figs. 6-8; in this training we use GAs with
crossover operators: BLX, CPO1 and CPO2. We can
see that, in all of the cases, CPO achieved better per-
formances than BLX could. Moreover, in CPO, the
range of «, which has a good performance, is signif-
icantly wider than that in BLX. That is, CPO could
obtain good results several times better than those of
BLX. We can also observe that the addition of mu-
tation effects the good results of the neural network
training problem.
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Fig. 7 Evolution performance for neural network

5 Summary

Improving crossover operator in GAs is an area of
active research for developing GAs. In this paper, we
presented a new method of improving real-coded GAs
by examining new search spaces of the crossover op-
erator. The simulations show that GAs can achieve a
good performance by changing search spaces to gener-

(Np = 50)

ate two close-to-parent offspring.
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Abstract

In this paper we propose a dual gene system us-
ing the recessive gene model, RGM, to solve difficult
multi-variable optimization problems. Genetic algo-
rithms (GAs) are widely applied to many optimiza-
tion problems and usually suffer loss of diversity, lead-
ing to evolutionary stagnation. The dual gene system
is exploited to maintain diversity, significantly boost
evolutionary computation precision and avoid stagna-
tion. We show by computer simulations that RGM
has a higher search efficiency in multi-variable opti-
mization functions. Further, RGM performs better on
small populations than the single, dominant gene ap-
proach for the same computational cost.

Keywords: Recessive gene, Multi-modal function,
Multi-variable optimization, Computational cost.

1 Introduction

Evolutionary computation in optimization relies on
processes loosely based on natural selection, cross-over
and mutation, that are repeatedly applied to a popu-
lation of binary strings which represent potential solu-
tions. Most GAs experience problems of convergence
due to loss in diversity [1]. There is need to devise
ways of avoiding the mechanism of evolutionary stag-
nation.

We used the basic information on Mendelian genet-
ics to illustrate that a recessive characteristic might
significantly affect a closed population [2]. In observ-
ing living organisms, characteristics of the offspring do
not always resemble those of parents. A dual gene sys-
tem exists whereby some alleles are dominant hence al-
ways expressed, while some are recessive, that is, only
expressed under certain conditions. However, the indi-
vidual preserves the recessive gene, which is sent to the
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next generation, thus maintaining the diversity of the
characteristics of the living organism. RGM utilizes
both dominant and recessive genes in the cross-over
and mutation operations in the mating phase of the
GA. To confirm the efficiency of the scheme we applied
RGM to two multi-variable optimization problems.

The structure of this paper is as follows: in Section
2 we present the RGM and in Section 3 we describe
the test functions. Simulation results are detailed in
Section 4 and a discussion makes up section 5. Finally,
we draw some general conclusions in Section 6.

2 Recessive Gene Model, RGM

Dominant Chromosome

Fl F2
Recessive Chromosome

First Generation

Third Generation

Figure 1: Schematic of the Recessive Gene Model

Figure 1 shows the structure of the double gene sys-
tem. In usual GA systems only the dominant genes
appear, hence in the first generation of two individ-
uals F; and F5, only the dominant characteristics A

21
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and B appear, respectively. In the second generation,
each of the individuals Sy, S, S3 and Sy will display
two chromosomes: 1 dominant and 1 recessive. As an
example, F} and F3 will produce two offspring, S3 and
its complement, S3’, in the second filial generation si-
multaneously. Offspring S3 will have the chromosomes
BC (dominant) and AD (recessive), while S3’, has CB
and DA as dominant and recessive, respectively.

P is the probability that a recessive chromosome
is selected to be a dominant chromosome in the next
generation. In the special cases of P = 0% and P =
100% then the offspring will be S; and S, respectively.
The essence of the dual gene system is to provide a
larger variety of offspring for the search.

3 Problem Formulation

Our two test functions were Easom’s and Schaffer’s
F6, from the classical benchmark similar to those de-
fined by Kenneth De Jong [3], [4], [5]

3.1 The Easom Unimodal Function

For this function the global minimum has a small
area relative to the search space; the function was in-
verted for minimization, and takes the form:

f(z,y) = — cos(x) cos(y)e~(F=m+u=m)
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Figure 2: Easom function in 3-D

Figure 2 shows a 3-D depiction of the Easom func-
tion. The analytical global minimum of the Easom
function is -1 when (z,y) = (7, ).

3.2 Schaffer’s F6 Multi-modal Function

This parametric optimization problem is multimodal,
represented by the equation:

sin? (4 /z2+y2)—0.
fla.y) = 0.5 + TrR¥id iy

140.001(z2+y2)2 -~

The function is a two-parameter "ripple”, like the
waves in a pond caused by a pebble.
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Figure 3: Schaffer’s F6 function in 3-D

Figure 3 shows Schaffer’s F6 function; the center-
most ring represents the circular global optimum.

Table 1: Analytical results for Schaffer’s F6

| Optima | T | f(z,y) |
Global z 0.996989
1st local 37” 0.838081
2nd local = 0.606185
3rd local = 0.532483

Table 1 gives the analytical values for the various
maxima. For each set of values at the various optima,

the relation r = /22 + y2 exists.

4 Simulation Results

4.1 GA Parameters

A random generation of (x,y) values in Euclidean
space was used in the GA search for both functions.

Table 2: Constant parameters

Binary bit length, B 16
Selection pressure, parents Pp 0.5
Selection pressure, children P. 0.6

Selection method Roulette wheel
Crossover 2-point

Table 2 shows the constant parameters in the GA
search. The sample size, N, was kept at 50 for most
of the simulations.

Table 3: Variables

Percentage of recessive gene, P% | 0 < P < 100
Rate of mutation, M% 0< M <100

No. of generations, G 0<G<100
Sampling population, N 20 < N < 100

Table 3 shows the variables utilized in the GA
search.
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4.2 Searching performance results for the
Easom function

100 T

S [%]

0

0 2‘0 4‘0 i;O 80 100
P (%]

Figure 4: Recessive gene performance for the Easom

function.

Figure 4 shows the searching performance for the
Easom function. In the case of P = 0%, only us-
ing dominant chromosomes, success rate is lower than
for for the case of the recessive gene, when P # 0%;
however, when P is too large the search is not very ef-
ficient. Mutation plays a significant role in the search.
It is seen that in the absence of mutation, for the case
M = 0%, then the search improves with P. Search
space was in the whole region, (z,y) = [-10,10].

S[%]

20 -

20 30 40 50 60
Figure 5: Effect of varying sampling population on

performance for the Easom function. (M = 20%).

From Figure 5 we can observe that though the
search performance improves with increase in the pop-

ulation size, the recessive gene performs better at low

populations than for the case where P = 0%.
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Figure 6: Effect of generations and recessive gene on
efficiency for the Easom function. (M = 20%).

Figure 6 shows the mean of the best values of the
function on 100 trials per generation. It gives a strong
indication of the advantage of the recessive gene in
this unimodal search, where the attainment of the best
mean value, F,,, of the function is faster when P # 0%
and there is stagnation when P = 0%. For the Ea-
som function, rate of convergence to solution is fastest
when P = 20%.

4.3 Searching performance results for
Schaffer’s F6 function

100 T

S [%]

wk

20

0 . .
0 20 40 60 80 100
P [%]

Figure 7: Recessive gene performance, Schaffer’s F6.

Figure 7 shows that success in search for the global
optimum is best when P # 0%. Mutation is essential
in this multimodal search, as there is practically no
search when M = 0%. Mutation enhances the search
by offering diversity among the population. Search
for the global optimum was investigated from an initial
sampling in the range [11,13] of the global search space
[-15,15] for (x,y) values.



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

100

S [%]

0
20 30 40 50 60 70 80 90 100

Figure 8: Effect of varying sampling population on
performance for Schaffer’s F6 function. (M = 20%).

Figure 8 shows that though increasing N greatly
improves the search, RGM performs relatively well
with small population when P # 0% and it is inade-
quate when P = 0%.
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Figure 9: Effect of generations and recessive gene on
efficiency for Schaffer’s F6 function. (M = 20%).

Figure 9 indicates the advantage of using the re-
cessive gene as convergence is influenced by P; for
P = 0% there is stagnation at some local optima.

5 Discussion

Using RGM, we compared the performance of the
GA driven by a gradually increasing recessive gene to
the dominant case. Figures 4 and 7 are the basis of
our research; for the Easom function the success rate
is lower when using only dominant chromosomes than
for P # 0%. However the search performance is de-
graded when P is too large. It can be inferred that for
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the unimodal search the recessive gene performs the
function of mutation. For the Schaffer’s F6, search in-
proves with P; mutation is integral to the evolution as
there is practically no success for M = 0%.

Figures 5 and 8 show that for the respective func-
tions, though N greatly influences the search, there
is inferior evolutionary success for P = 0%. GA effi-
ciency is enhanced by a large N, though this requires
more memory and takes longer to converge. Since
computational cost, C., in terms of time and mem-
ory, is in direct proportion to IV, then C, for N = 100
should be twice the C, for N = 50. It can be seen
from Figures 5 and 8 that performance is superior for
the case P # 0%, N = 50 than for P = 0%, N = 100.

Figures 6 and 9, for Easom and Schaffer’s F6 re-
spectively, show that the rate of convergence is high
for P # 0% and that there is stagnation when P = 0%.

Maintaining diversity in the GA search ensures high
efficiency yet avoids quick convergence and stagnation.
RGM ensures accurate convergence at low N and this
is desirable for memory storage during computations.
However, RGM may be computationally expensive.

6 Conclusions

In this paper, we have shown that RGM avoids stag-
nation due to diversity, works very well at low sam-
pling populations and that the recessive gene performs
the function of mutation. Further, performance with
recessive chromosomes is superior to the purely dom-
inant chromosomes case. We believe the management
of the computational cost could be further improved.
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Abstract

In this paper, we propose a dynamical neural net-
work (DNN) having the properties of inertia, viscos-
ity, and stiffness and its training algorithm based on
a genetic algorithm (GA). In a previous study, we
proposed a modified training algorithm for the DNN
based on error backpropagation method. However, in
the former method it was necessary to determine the
values of the DNN parameters by trial and error. In
the proposed DNN, the GA is designed to train not
only the connecting weights but also the parameters
of the DNN. Simulation results show that the DNN
trained by GA obtains good training performance for
time series patterns generated from unknown system.

1 Introduction

Recently, recurrent neural networks and spiking
neural networks have attracted more research interest
than layered neural networks having static mapping
capability [1, 2, 3, 4]. The recurrent neural network is
a possible candidate for improving the system dynam-
ics because it incorporates a feedback structure in the
neuron unit and takes time delayed inputs into consid-
eration. Research on spiking neural networks is also
ongoing. Spiking neural networks treat spike trains
and process the signals based on spike pulses. How-
ever, the network structure in recurrent neural net-
works and spiking neural networks is complex com-
pared to that in layered neural networks with a train-
ing algorithm.

Here, we propose a dynamical neural network
(DNN) that realizes a dynamical property and has a
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network structure with the properties of inertia, vis-
cosity, and stiffness without time delayed input ele-
ments. In a previous study, the proposed DNN was
constructed with a training algorithm that used error
backpropagation method [5]. However, that algorithm
modified only the connecting weights and the property
parameters for the DNN had to be determined by trial
and error. We design a GA-based training [6] both the
connecting weights and the parameters of the DNN.

The validity of the proposed DNN was verified by
identifying periodic functions such as a simple one-
period sine waveform and several periodic sine wave-
forms [7]. In this paper, it is verified by identifying
the time series signals of linear system and nonlinear
system. Simulation results show that the proposed
DNN provides higher performance than the conven-
tional neural network.

2 Structure of DNN

In this paper, a DNN is configured using a neuron
having the properties of inertia, viscosity, and stiffness.
In this neuron model, we assume the image output
from neuron possesses the properties of inertia, viscos-
ity, and stiffness, and that the output is propagated in
the next neuron. The proposed DNN is composed of
three hierarchy layers and the proposed neuron adopts
a hidden layer and an output layer. The structure of
the DNN is shown in Figure 1.

The equations for the DNN are expressed as follows.
u;, (=12, (1)

Yi = ,N1)
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Figure 1: Structure of DNN

y; = K;fi(net;)+ D;f;(net;) + M, f;(net;)
(2)
Ny
net; = Y wyy, (G=1,2,---,Ny) (3)
=1
yr = Kyife(nety) + Dy fr(nety) + My, fi.(nety,)
(4)
Ny
j=1

Here, u; shows input value to the DNN, and y;, v;,
and y; show output values in input, hidden, and out-
put layers, respectively. The Connecting weight from
unit ¢ in input layer to unit j in hidden layer is denoted
by w;;. Similarly, w;, is a connecting weight from unit
j in hidden layer to unit k£ in output layer. The total
sum of products of the connecting weight and the out-
put value is denoted by net. M;, D;, and K; are the
property parameters of inertia, viscosity, and stiffness,
respectively. Ny, Ny, and Nk are the number of neu-
rons in input, hidden, and output layers, respectively.
The threshold function uses a sigmoid function in the
range of [—1,1].

3 Training algorithm based on GA

The DNN is trained using a GA in an off-line pro-
cess. Figure 2 shows the flowchart of the evolution
process in the DNN. The evolution algorithm for the
DNN is as follows.

STEP1: Produce the initial DNNs at random. The
connecting weights w;; and w;; in the range of
[—1,1] and the property parameters M;, D;, K;,
My, Dy, and K}, of DNNs in the range of [0, 10]

©ISAROB 2005

26

Initial population
DNN DNN

= ]
|:]0 ooo
—{_Evaluation |

2
—>| Selection |—>| Deathl

pressure; p
Parents
DNN
’
%
Children
Crossover M ut_ati on
DNN rate: o
. é ——

Figure 2: Flowchart of GA-based training

are transformed to the chromosome. The genetic
code is transformed to the binary code (16 bit).

STEP2: Sum all of the fitnesses for the DNNs.

STEP3: Select the parent DNNs by means of roulette
wheel parent selection.

STEP4: Perform a crossover operation for the chro-
mosome to produce new DNNs.

STEPS5: Perform a mutation operation for some ad-
ditional new DNNs.

STEPG6: Sum all of the fitnesses for the DNNs includ-
ing the new DNNs. Go back to STEP2 until the
evolution process arrives at generation 10,000.

Further information regarding the parameters of the
GA is shown in Table 1.

During the GA-based training process, an error
function E is used to evaluate the performance of each
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Table 1: Simulation parameters of GA
Initial DNNs 400 individuals

Selection Roulette wheel parent selection
P =056
Crossover One-point crossover
Mutation Bit mutation
a=0.10
Final generation 10,000

DNN. The error function E is described by the follow-
ing equation as

where d(t) is the desired signal. The fitness of DNN is
expressed in terms of the inverse of the error function
FE. The connecting weights and property parameters
of the DNN are modified in order to maximize the
fitness function determined by the error function in
Equation (6).

4 Numerical simulation

The effectiveness of the proposed DNN is verified
by numerical simulation in order to identify time se-
ries signal. The method by which a time series signal
from an unknown system can be identified is shown in
Figure 3. The DNN is structured to have a single input

Unknown d(t)
System
+
1L(t> L e(t)
— Q—
GA _
L (t)
» DNN i

/

Figure 3: System identification of time series signal

and single output (SISO). The input signal u(t) of the
DNN and the unknown system is a random number of
normal distribution (mean 0.5 and variance 0.5). The
desired signal, namely the training data d(t), is the
output signal of the unknown system.
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In numerical simulation, the validity of the pro-
posed DNN is verified by identifying the unknown sys-
tem such as linear system expressed in Equation (7)
and nonlinear system expressed in Equation (8).

e Simulation 1 (linear system)

d(t) = 0.1d(t—1)+0.2d(t—2)+0.3u(t)+0.4u(t—1) (7)

e Simulation 2 (nonlinear system)

d(t) = 0.1d(t — 1) + 0.2d(t — 2) + sin(
4.1 Evolution process

In GA simulation, we set the GA parameters shown
in Table 1 and the number of neurons in hidden layer
is 12 units. The input signal u(¢) uses 1,000 sampling
data. In simulation 1 and simulation 2, the evolution
processes of the best DNN with the GA-based training
are shown in Figure 4.

simulation 1 ———
simulation 2 -

)]
T

N

N

|

Best fitness function
w

o

5000 7500

Generations

2500

o

10000

Figure 4: Evolution process

It is observed that either of the evolution processes
provide performance to some extent. The fitness val-
ues increase gradually and the evolutions almost stag-
nate at generation 7,000 in simulation 1 and at gener-
ation 9,000 in simulation 2, respectively.

4.2 Simulation 1 (linear system)

The result of the regenerating signal using the
trained DNN is shown in Figure 5. The figure shows
the regenerating signal in range of [100, 200].

The output of the DNN deviated negligibly from
the desired signal, but the DNN could not cope with
a quick transition.
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Figure 5: Regenerated result (simulation 1)

4.3 Simulation 2 (nonlinear system)

The result of the regenerating signal using the
trained DNN is shown in Figure 6. The figure shows
the regenerating signals in range of [100, 200].

15

05

Output signals

-0.5
100

160 180

t

120 140 200

Figure 6: Regenerated result (simulation 2)

The output y(t) of the best DNN deviated negligi-
bly from the desired signal d(t). The DNN trained by
GA obtained good training performance for time se-
ries signal generated from the output of the nonlinear
system.

5 Conclusion

In this paper, the proposed DNN, exhibiting the
effectiveness of dynamical neuron with properties
of inertia, viscosity, and stiffness, was configured.
The training algorithm adopt the GA-based training
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method. Simulation results showed that the DNN
trained by the GA realized good training performance
for time series signals generated from either of un-
known systems with linearity and nonlinearity.

In future work, we will try to identify a unknown
system with strong nonlinearity.
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Abstract

In this paper, we propose a framework of genetic
algorithm in which division of labor among the agents
emerges. The agents in the system spontaneously de-
velop different charactaristics to cooperate effectively
to achive a task and speciate to different species. We
assume the agents recieve input to specify the task and
can observe each other. We apply the framework to a
mechanical system. The task is designed simple and
essential to elucidate the effectiveness of the algorithm.

Key Words: spontaneous speciation, coevolution,
multi-agent system, genetic algorithm

1 Introduction

There are many researchs about multi-agent system
to solve complex problem like n-Traveling Salesman
Problem (nTSP)[1], and Genetic Algorithm (GA)[3]
with speciation is an important and effective idea for
organiging cooperative sharing of a task by agents.
Speciation is also an important aspect in evolutional
biology. There are also researchs to build a virtual
ecosystem with GA-like framework|2].

In this paper, we apply this framework to a me-
chanical system. We assume two agents cooperating
for a task (Figure 1). Each agent A; receives external
input x and generates its outputs y; and z;, generally.
z; is the action of the agent, and y; is the signal to
be observed by the other agent. y; can be identical
to z; or a part of z;. We assume rather a poor abil-
ity for the agents, so that the task is too difficult and
two agents must cooperate. For better performance
each of the cooperative pair must play a different role.
This formulation will give rise to the division of labor.
We want to make this division emerge spontaneously.
For this purpose, we assume every agents have a same
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Figure 1: Information flow between two agents. (a) Gen-
eral framework. Each agent receives external input z and
part of the other agent’s output y;. To achive given tasks,
the agents use these information appropriately. (b) Cus-
tomized framework for our task. Each agent can obtain the
difference A6 between its angle and its coleage’s. Agents
change their location 61, f2 only once using this informa-
tion.

structure, learning mechanism and live in a same en-
vironment.

The task adopted in this paper is “disk moving
problem”, which is simple and essential to test the
framework.

2 Disk moving problem

We assume two agents set on a disk in two dimen-
sional space (Figure 2). Initially, the agents are lo-
cated on the edge of the disk randomly and recieve
input z to specify one of two target motions to be
caused, “rotation” or “translation”. Then they ob-
serve the relative angle between them. Based on the
observation each of them moves along the circumfer-
ence to the final position, where the two agents apply
force simultaneously in the directions determined by
x to cause rotation or translation.

Each agent has two state variables the angle rep-
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resenting the position of the agent on the edge of
the disk 6; and force angle «; measured counterclock-
wise from the direction of center of the disk. f,, f,
are the impulsive force applied by the agents. The
forces are assumed to have a fixed absolute value f
(If;] = |f2]l = f). The forces give two kind of
velocities to the disk. One is the angular velocity
w = MQ%(sin 01 + sindy), where R, M are radius and
mass of the disk. The other is the translation velocity
v=q7(f1 + Fa)

Each agent has four parameters {a;, b;, ¢;, d;} to
determine its final position and force angle. These
parameters will be coded binary and used as chromo-
somes for GA. Movement from the initial position #i"i
to the final position 9?“ is determined by parameters
a; and b;:

(1)

Here we assumed the agents can observe only the rel-
ative angle between them, and the positional change
is determined by the observation (Figure 1 (b)). After
this, each agent apply impulsive force in direction «y,
which is determined as

9{”1:: 011n1t +ap (012n1t o 911n1t) + blv
an:: 012n1t + as (Hllnlt o 912n1t) + bg.

(2)

where x is motion specification (z = 1 is for “rotation”
and x = —1 for “translation” of the disk). Then the
rotational and translational velocities of the disk are
obtained as described before and are used for evaluat-
ing the fitness function of the agents.

It will be easily understood that the agents cannot
achive the task with a same behavior, so they must
emerge their different characteristics to play different
roles. It means division of labor between the agents.

o = x¢; +dj,

3 Learning method

Let us consider a population of agents with a chro-
mosome {a;, b;, ¢;, d;} which are coded binary. These
parameters range over the following intervals: a; €
[-1,1], bi, ¢;,d; € [-7,m). We initialize all agents by
assigning random values to all the parameters. We
evaluate every two combination of different agents A;,
A;, (i # j). These two agents are set on the edge of
the disk randomly and input x = +1 is given. Then
rotational velocity w and translational velocity v is
calculated as described before. The quality F; ; of the
resulting motion is evaluated as:

Fij =W - |vf).

(3)
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Figure 2: Action of two agents on a disk. Agents have
two state variables, location angle 6;, force angle a;. To
generate rotational or translational velocities effectively.

For this evaluation function |w| must be maximized
(minimized) and |v| minimized (maximized) when z =
1 (z = —1). This evaluation process is repeated several
times with = 1 and with * = —1 same number of
times to obtain the averaged evaluation F; j, which is
used for evaluation of the pair of agents.

After testing all combination of agents, we define
the fitness function of agent ¢ as follows:

F; = mjax{Fi,j}ﬂ (4)
which is the average quality of the motion given by
agent ¢ with its best partner.

After all combination are tested, we apply the stan-
dard genetic algorithm to the population of agents.
The agents, namely, is sorted according to the fit-
ness values F; and inferior half of the population are
deleted. From the superior half of the population a
pair of agents are randomly chosen for mating and two
new agents are generated from the pair with crossover
operation and mutation (see Figure 3). New agents are
generated until the deleted population is recovered.

4 Simulation results

We set the absolute value of impulsive force f =1
and moment of inertia I =1 (M = 1, R = 2). Thus,
the maximum value of two kinds of velocities are |w| =
2 and |v| = 2, and the maximum evaluation value is
Fi=4 (: o')r2nax = ‘v|12nax)'

In our GA, we set the parameters as follows: num-
ber of the units is 40, bit length of binary expression of
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Figure 3: Genetic algorithm of parameters of the agents

each parameter is 28, mutation rate is 5%, and max-
imum generation is 100. Simulation results are de-
picted in Figures 4, 5 showing agents’ behavior on the
disk. An arrow in the figure corresponds to an agent.
Root of the arrow represents the value (angle) of pa-
rameter b; and the direction of the arrow represents
the force angle «;. Figure 6 shows the distribution
change of (a) b; and (b) «;. Values of b; clearly splits
to two values with difference 7 corresponding to two
different types necessary for effective operation.

5 Discussion

In optimal condition for disk rotation (z = 1), two
agents are located at opposite positions on the disk
edge (61 — 02 = (2n + 1)7). If the final positions of
the agents satisfy this condition, we can obtain the
following equation from Equation (1)

O — 05" = (67 — 07)(1 — ay — az) + by — by

To make this hold regardless of the random initial posi-
tions #iMt and A"t the following condition is necessary
and sufficient: a; + a2 =1 and by —ba = (2n 4+ 1)7.
There are infinitely many solutions for these conditions
also. Different values are obtained in each GA simu-
lations. The optimal force angles for rotation (x = 1)
are a1 = ap = +w/2 (Figure 4 (d)), and the opti-
mal force angles for translation (x = —1) must satisfy
ag—ag = (2n+1)7 (Figure 5 (d)). There are infinitely
many solutions for these conditions also. Different val-
ues are obtained in each GA simulations.

For disk translation (z = —1) only there is another
solution in which two agents are located at a same
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Figure 4: Position shifts b; and force directions a; of
the agents generated in the simulation (z = 1, generation
0 ~100).

(a) gen=0 (b) gen=10

(c) gen=30 (d) gen=100

Figure 5: Position shifts b; and force directions «; of the
agents generated in the simulation (z = —1, generation
0 ~100).
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Figure 6: Evolution of parameters.

position and a force direction angle for both is 7, but
this placement is not effective for rotation. Therefore,
the placement did not appear in our simulation.

Figure 4 (c) shows that in the early stage of evolu-
tion the force angles almost converged to —m/2, and
then the other optimal force angle /2 appeared and
the two optimal force angles coexisted for a while,
but 7/2 disappeared before the 50th generation. This
shows the excellent ability of this scheme to search for
other optimal solutions. The ability partially comes
from the definition of fitness function as the maximum
of pairwise evaluations (Equation (4)). An alternative
for it is the average of all the pairwise evaluations.
This definition, however, might not give the scheme
such ability because of the following reason. Suppose
a new optimal pair of agents appear, they will not
obtain higher fitness value because they cannot co-
operate properly with the majority of the agents and
average performance will be poor. Thus, they will be
eliminated soon.

6 Conclusion
In this paper, we proposed the framework of genetic
algorithm to give rise to spontaneous cooperation by

division of labor. We apply this method to a simple
mechanical problem of disk motion by two agents on
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Abstract

Human often communicate with each other by gesture
for natural communication. The target of this study is to
provide a technology that enables to communicate with
robot by finger indication in natural way.

In order to set the direction of finger to one, at least

two spatial coordinates are required on the finger. In this
research, spatial coordinate is acquired using stereo
method. This spatial straight line is called “Finger
indication vector”.
The finger area is extracted by skin color and shape
feature of hand. From the area of the extracted finger, the
portion of the tip of a finger and the root of a finger are
made into the corresponding points.

Plane information is calculated by normal vector. And
the object is pointed out by connecting intersection of
finger indicated vector and object plane, and finger.

The result of experiment is shown finger indication
vector run out in the portion without feature in object
plane. It is shown in 3-dimensional space that the finger
indication vector and object plane crossed. Even if this
technique does not put on special equipment, it can
presume the direction of finger, and subject is able to
experiment it in free state.

1. Introduction

In order to support life and work of human, the robot
that coexists with people have developed [1],[2]. Human
must understand with each other for coexistence in
everyday life. Human often communicate by
“Hearing”, ”Looking”, ”Speaking”. Study for human and
robot talking communication have been done by language
such as character and sound [3][4]. As oppose to this, the
technology to communicate with robots have been
developed by non-language such as gesture [5][6]. In
order to communicate in natural, human often
communicate with each other by gesture. For example,
when speaker wants to take the object in the position
which speaker left, he says “Please take that object to me”
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while it points out [7]. The system which holds a
conference as if people who are present in a mutually
different place meet with a same place is proposed. One
of the factor reproducing presence, it is made important
that enables to point out by finger through a screen. In
order to communicate in natural, this also shows that
finger pointing is important. It relates to this, the research
which teaches objective fields and the position of the
peak using the laser pointer [8], and the research which
detects the gazing point from a look [9] have
accomplished.

Even if it dose not use special device, if it is human, it
is possible by directing the target object with finger to
aim at communication. The target of this research is to
provide a technology that enables to communicate with
robot by finger pointing in natural way. In order to know
spatial position between finger and object, hand and
object are horizontally taken using stereo camera. Spatial
coordinate of finger and object are acquired based on
stereo photos and indication direction is appointed. And,
in order to confirm validity, the experiment that directed
object is made to answer computer is conducted.

2. Decision of Finger Indication Vector

2.1 Finger Indication Vector

Indication direction is conducted by attached spatial
straight line on finger. In order to set the direction of
finger to one, at least two spatial coordinates are required
on the finger. In this research, spatial coordinate is
acquired by stereo method. The direction of finger is
presumed by applying straight line on these spatial
coordinates. Straight line vector is calculated by formula
(1). This is called “Finger Indication Vector” in this
research.

F=b+t-a )

However, dandb are expressed “Finger Indication
Vector”, and 1 is expressed real number.



2.2 Acquisition of hand area

After moving object is extracted by inter-frame
difference, each extracted areas are done labeling, and
small areas are removed as noise. Skin color area is
extracted from left-behind area and it is considered that
recognized as hand area. Inter-frame difference tends to
be influenced of noise, even if indoor environment. It is
caused incorrect detection by sunlight and fluorescent
light. If it thinks that density pattern of picture does not
change, incorrect detection can be reduced by making
luminosity value normalization like formula (2).
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Fig.1 The shape of hand

| Comparison of frame length with width |

Vertical Scanning Horizontal Scanning

However f(X,Y) is expressed luminosity, f (X, Y)
is expressed average, and K is expressed real number.

Color information is changed Hue by formula (3), and
skin color area is extracted. However R,G,B and
C. a0 Cin are expressed color information and value of
maximum or minimum into R,G, B, respectively, and

H is expressed value of Hue.

if G=C,,
z{kB——R)/(CmM-—Cmm)*60-+120

if B=C,_
:hR—G)ucmx—cm)*m+1m 3)

if R=C,, B>G
:ﬂe—s)ucmx—cm)*m+3m

if R=C,,, G>B
:{(G—B)/(cm—cmm)*b‘o

2.3 Determination of finger direction

The flow chart of algorithm, which determines finger
direction, is shown in Fig.2. The direction of hand
(horizontal or vertical) is determined by form of the
rectangle of the extracted hand area. If it is in the
tendency for the hand to be horizontally suitable, it scans
vertically, and the number of pixels of the pixel value
255 is recorded an account for the every sequence. By
the middle of scan, the boundary line of finger and back
of hand is made the portion which count value changed a
lot. If the hand is vertically suitable, the scanning
direction is changed and it processes similarly. If
difference of vertically direction and horizontally
direction are not clear, it corresponds scanning aslant.
2.4 Determination of spatial coordinate on
finger
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<L eft length > Rightlengtl

Finger direction
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Finger direction
is right
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Yes No
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Finger direction
is upward

Finger directio
is downward

Fig.2 The flowchart of algorism

7 @)

The tip and root of finger are
made into a corresponding
point, respectively.

\/V

Fig.3 Extraction of correspondence points

In order to determinate direction of finger indication
vector, two spatial coordinates are search on the finger.
Since it calculates by stereo method, corresponding points
have to be searched in the picture on either side. From the
area of the extracted finger, the portion of the tip of a
finger and the root of a finger are made into the
corresponding points, respectively, as depicted by Fig.3.
Formula (1) is calculated by searched two spatial
coordinates.

Cameras are used the lens of the same characteristic
and arranged it in the same height. Starting point of



nL-

P,

Fig.4 The Normal

spatial coordinate is taken as the position of lens on the
left-hand side of a stereo camera.

3. Detection of object position

By the experiment, which searches intersection with an
object plane, it shows validity of finger indication vector
searched section 2. Although the plane information is able
to search for also by method by reference [10], this paper
presumes plane information by searching for the three
spatial coordinates, which exists on the same plane
(Fig.4). First, plane equation is expressed formula (4).
£, is expressed normal and can calculate it like formula
(5). Normal p is able to calculate by substituting one of
value I,T, or ;. Here it is necessary to search for
three spatial coordinates, which exist on the same plane.
Then three feature points, such as objective edges, are
extracted on the same plane. Next, three spatial points are
acquired by taking correspondence between the pictures
obtained from the camera on either side. Formula (6) is
drawn from formula (1) and (4), coefficient can be
calculated. Intersection I' can be obtained by substituting
for formula (1) the value calculated here. The object is
pointed out by connection finger indicated vector and
intersection T .

r-py=p )
o= (B = B) < (- F) 5
0 — — — = —
|(I’2 — ) x (- r0)|
b
t — IO pO_» (6)
Po-a
4. The experiment
4.1 The environment of experiment
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In order to discover object, the experiment about finger
pointing is conclude. The picture photo by the stereo
camera (3DC-2000Z SONY) is send to computer through
a picture edit machine (Accom-WSD-2Xtreem NGC) ,
and result is outputted. An experiment is conducted so
that the hand and object are taken under complicated
background. Objective spatial position is acquired
beforehand and memorized. The target object is premised
on not changing position frequency as if home electronics.
But, if a position changes, moving area is extracted and
memory is updated.

4.2 Evaluation of finger pointing

The experiment for confirming the accuracy of a finger
indication vector is conducted by comparing actual spatial
angle with the direction of wvector calculated from
reproduced spatial coordinates. In the experiment, a laser
pointer is fixed to a tripod and a gazing board is installed
in the position 1m away from the tripod. The actual angle
is determined by attaching gazing points to the interval of
5 degrees vertically, attaching to the interval of 10 agrees
horizontally, and irradiating each gazing points by laser
point. This state is photoed and direction vector is
calculated by formula (7) and (8). Here, (X,,Y,,Z,),
(X,,Y,,Z,)expresses there produced spatial coordinates.
The graph which compared actual measurements with
calculation values is shown in Fig.5.6. An actual
measurement is shown in vertical axis and a calculation
value is shown in horizontal axis. The graph expresses
comparison with the straight line of ideal which the
error of angle is 0° , and the straight line obtained by
experiment. Moreover, the error of finger pointing of the
1[m] beyond, 5[m] beyond, and each 10[m] beyond
which the error of angle of an angle brings about, is
shown in Tablel and 2.

X, —X
g=tanH(=2—L 7 Verticall
( > ) (7 y
g=tan™ (u) (8)  Horizontal
Zz - Zl

4.3 The result of finger pointing

The result of experiment is shown in the Fig.7 and 8.
Each experiment shows the result by projecting the
spatial vector obtained by the formula (1) on plane
coordinate. After extracting also for an intersection
spatially, it is produced on plane coordinates. In this
figure, finger indication vector run out in the portion
without feature in object plane. It is shown in
3-dimensional space that the finger indication vector and
object plane crossed. The desirable method for state that
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Fig.5 Calculation value and actual measurement
of vertical

Table.1 Digital data of Fig.6

Actual Calculation| Angle [The point error|The point error
measurement | value error | of 1m beyond | of 5m beyond
(degree) (degree) |(degree) (mm) (mm)
0 123 1.23 21.54 107.70
5 4,97 -0.03 -0.52 -2.62
10 9.98| -0.02 -0.38 -1.92
15 1561 0.61 10.68 5341
200 20.07 0.07 1.19 5.93
25 26.89] 1.89 33.07 165.34
300 30.39 0.39 6.86 34.30
e
g Tdeal
s
& -
@ Calcula
=~ tion
-60
Actual measurement (degree)

Fig.6 Calculation value and actual measurement
of horizontal

Table.2 Digital data of Fig.7

Actual Calculation| Angle | The point error 5m
measurement value error Of beyond
(degree) (degree) |(degree) (mm)
-40] -42.34] -2.34 -40.86] -204.32)
-30] -32.42 -2.42 -42.25 -211.22
-20] -20.21 -0.21 -3.68 -18.41
-10] -9.26] 0.74 12.90 64.49
0 -0.06] -0.06 -1.01 -5.062
10 9.70 -0.31 -5.32 -26.62
200 2189 1.89 3291 164.56
300 3128 1.28 22.29 111.46
40 38,53 -147 -25.68 -128.40
500 5203 2.03 35.46 177.31
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Fig.8 Example of pointing (Display)

object is directed being shown is giving definition as a
polyhedron using a solid modeler, and judging the
interaction with the finger indication vector and object
plane. Here, since it is simple, only a certain field on
object is taught, only the spread range is defined, and it is
considered that the object is directed only within the
intersection within the limit of it.

5. Conclusion

In this report, finger indication is recognized from the
picture obtained by the stereo camera, and object is
directed. Even if this technique does not put on special
equipment, it can presume the direction of finger, and
subject is able to experiment it in free state. Position error
and angle error is a maximum of 211 [mm] and 2.42
degree, respectively in the distance of 5[m] around. As a
result, if it is a size like home electronics, the objective
position is able to be taught. It is necessary to raise
pointing accuracy so that it can presume, even if it is the
small object that distance left from now on. Whether the
finger is correctly suitable in the direction of objective
influences evaluation greatly. As a subject, the rough
instruction of “being around here generally” is also
construction of a system by which information is
transmitted.
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Abstract

During the past about forty years, many types of
two- or three-dimensional automata have been pro-
posed and investigated the properties of them as the
computational model of pattern processing. On the
other hand, recently, due to the advances in many
application areas such as computer animation, mo-
tion image processing, and so on, the study of three-
dimensional pattern processing with the time axis has
been of crucial importance. Thus, we think that
it is very useful for analyzing computation of three-
dimensional pattern processing with the time axis to
explicate the properties of four-dimensional automata.
In this paper, we deal with four-dimensional alter-
nating Turing machines, and investigate several ac-
cepting powers of four-dimensional alternating Turing
machines which each sidelength of each input tape is
equivalent.

KeyWords : alternation, configuration, four-dimen-
sional input tape, space bound, Turing machine.

1 Introduction and Preliminaries

Blum et al. first proposed two-dimensional au-
tomata, and investigated their pattern recognition
abilities in 1967 [1]. Since then, many researchers in
this field have been investigating a lot of properties
about automata on two- or three-dimensional tapes.
In 1976, Chandra et al. introduced the concept of
‘alternation’as a theoretical model of parallel compu-
tation [2]. After that, Inoue et al. introduced two-
dimensional alternating Turing machines as a gener-
alization of two-dimensional nondeterministic Turing
machines and as a mechanism to model parallel com-
putation [5]. Moreover, Sakamoto et al. presented
three-dimensional alternating Turing machines in [7].

On the other hand, recently, due to the advances
in many application areas such as computer anima-
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tion, motion image processing, and so forth, it has
become increasingly apparent that the study of four-
dimensional pattern processing, i.e., three-dimensional
automata with the time axis should be of crucial im-
portance. Thus, we think that it is very useful for an-
alyzing computation of four-dimensional pattern pro-
cessing to explicate the properties of four-dimensional
automata. From this viewpoint, we introduced some
four-dimensional automata[6, 8].

In this paper, we continue the investigations about
four-dimensional alternating Turing machines [6], and
mainly investigate fundamental properties of four-
dimensional alternating Turing machines with only
universal states which each sidelength of each input
tape is equivalent.

Let X be a finite set of symbols. A four-dimensional
input tape over ¥ is a four-dimensional rectangular
array of elements of ¥. The set of all the four-
dimensional input tapes over X is denoted by 29,
Given an input tape z € ), for each j(1 < j < 4),
we let j(x) be the length of = along the jth axis. The
set of all z € £™) with Iy (x) = my, la(z) = ma, I3(x)
= mg, and l4(x) = my is denoted by Yy (ma,ma,ma,ma)
If1 S ij S l](l‘) for eachj(l S j S 4), let l’(il, ig, ig,
i4) denote the symbol in « with coordinates (i1, 42, i3,
i4). Furthermore, we define x [(i1, 42, i3, i4), (¢}, 5,
i3, 14)], when 1 < i; <4’ < [;(w) for each integer j(1 <
j < 4), as the four-dimensional input tape y satisfying
the following:

(i) for each j(1 < j <4), [;(y) =) —i; + 1

(ii) for each r1, ro, r3, 74 (1 <11 < l1(y), 1 < ry <
b(y), 1 < r3 <l3(y), 1 < 1a < L(y)), ylr, o,
3, 7“4) = $(T1+i1 -1, r9o4+1i—1, r3+13 — 1,
T4+ 14 — 1).

As usual, a four-dimensional input tape x over X
is surrounded by the boundary symbols #’s (# ¢ X).
Furthermore, four-dimensional tape is the sequence of
three-dimensional rectangular arrays along the time
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axis. By Cube,(i) (i > 1), we denote the ith three-
dimensional rectanglar array along the time axis in x
€ ©® which each sidelength is equivalent.

We now recall the definition of a four-dimensional
alternating Turing machine (4-ATM), which can
be considered as an alternating version of a four-
dimensional Turing machine (4-TM) [8].

4-ATM M is defined by the 7-tuple

M = (Qa q0, U,F, 2; F, 5), where

(1) Q is a finite set of states;

(2) qo € Q is the initial state;

(3) U C @ is the set of universal states;

(4) F C Q is the set of accepting states;

(5) X is afinite input alphabet (# ¢ X is the boundary

symbol);

(6) T is a finite storage-tape alphabet (B € T is the
blank symbol), and

(7) 6 S (@ x (BUA{#}) xT) x (@ x I'={B}) x
{east, west, south, north, up, down, future, past,
no move} x {right, left, no move}) is the next-
move relation.

A state ¢ in @Q — U is said to be existential. As
shown in Fig. 1, the machine M has a read-only four-
dimensional input tape with boundary symbols #’s
and one semi-infinite storage tape, initially blank. Of
course, M has a finite control, an input head, and a
storage-tape head. A position is assigned to each cell of
the read-only input tape and to each cell of the storage
tape, as shown in Fig. 1. The step of M is similar to
that of a two- or three-dimensional Turing machine
[3-5, 7], except that the input head of M can move in
eight directions. We say that M accepts the tape x if
it eventually enters an accepting state. Note that the
machine cannot write the blank symbol. If the input
head falls off the input tape, or if the storage head falls
off the storage tape (by moving left), then the machine
M can make no further move.

A seven-way four-dimensional alternating Turing
machine (SV4-ATM) is a 4-AT M whose input head
can move in seven directions — east, west, south,
north, up, down, or future, and an alternating ver-
sion of a seven-way four-dimensional Turing machine
(SV4-TM).

Let L(m): N — R be a function with one variable
m, where N is the set of all positive integers and R
is the set of all nonnegative real numbers. With each
4-ATM (or SV4-ATM) M we associate a space com-
plexity function SPACE that takes configurations to
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Fig. 1: Four-dimensional alternating Turing machine.

natural numbers. That is, for each configuration ¢ =
(z, (i1, io, i3, 14), (¢, @, 7)), let SPACE(c) = |a|]. M
is said to be L(m) space-bounded if for each m > 1
and for each z with l;(z) = la(z) = l3(z) = la(x) =
m, if = is accepted by M, then there is an accepting
computation tree of M on input z such that for each
node v of the tree, SPACE(L(v)) < [L(m)]*. We
denote an L(m) space-bounded 4-ATM (SV4-AT M)
by 4-ATM (L(m)) [SV4-ATM (L(m))].

A 4-ATM(0) [SV4-ATM(0)] is called a four-
dimensional alternating finite automaton (seven-way
four-dimensional alternating finite automaton), which
can be considered as an alternating version of a four-
dimensional finite automaton (4-F A) (seven-way four-
dimensional finite automaton (SV4-FA)), and is de-
noted by 4-AFA (SV4-AFA).

In order to distinguish among determinism, non-
determinism, and alternation, we denote a determin-
istic 3-TM [nondeterministic four-dimensional Tur-
ing machine (4-T'M), deterministic seven-way four-
dimensional Turing machine (SV4-TM), nondeter-
ministic SV4-T M, deterministic 4-TM (L(m)), non-
deterministic 4-TM (L(m)), deterministic SV4-TM
(L(m)), nondeterministic SV4-TM (L(m)), deter-
ministic 4-F'A, nondeterministic 4-F A, determinis-
tic SV4-F A, nondeterministic SV4-FA] by 4-DTM
[4-NTM, SV4-DTM, SV4-NTM, 4-DTM (L(m)),
4-NTM (L(m)), SV4-DTM (L(m)), SV4-NTM
(L(m)), 4-DFA, 4-NFA, SVA-DFA, SVA-NF A].

Let M be an automaton on a three-dimensional
tape. We denote by T(M) the set of all three-
dimensional tapes accepted by M. As usual, for each
X € {D, N, A}, we denote, for example, by £[3-
XTM] the class of sets of all the four-dimensional
tapes accepted by 4-XTM’s. That is, £[4-XTM)]
={T | T = T(M) for some 4-XTM M}. £[SV4-

1Tr] means the smallest integer greater than or equal to .
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XTM], £4-XTM (L(m))], £[SV4-XTM (L(m))],
£L[4-XFA], and £[SV4-XFA] also have analogous
meanings.

2  Accepting Powers of SV4-UTM’s

We denote by SVA-UTM (SV4-UFA) an SV4-
ATM (SV4-AFA) which has only universal states.
For any function L: N — R, we denote by SV4-UT M
(L(m)) an L(m) space-bounded SV4-UTM, and let
L[SVA-UTM(L(m))]={T |T =T(M) for some SV4-
UTM (L(m)) M}. £]SV4-UFA] is defined in a simi-
lar way.

In this section, we investigate the relationship be-
tween the accepting powers of SV4-UT M’s and SV 4-
ATM’s (SVA-NTM’s or SV4-DTM’s).

The following lemma says that there exists a set
accepted by an SV4-NF A, but not accepted by any
SV4-UTM (L(m)) for any L such that L(m) = o(m?).

Lemma 2.1. Let Ty = {z € {0, 1}®* | I m > 2
[[1(x) = la(z) = I3(x) = lu(z) = m] & Cube,(1) =
Cube,(2)}. Then

(1) T, € £[SV4A-NFA]? and

(2) Ty ¢ £[SVA-UTM (L(m))] for any L: N — R
such that L(m) = o(m?).

Proof: The set T; is accepted by an SV4-NFA
which, given an input z € {0, 1}, simply checks
by using nondeterministical states that Cube,(1) #
Cube;(2). It is obvious that part (1) of the lemma
holds. Here, we only prove (2). Suppose that there
exists an SV4-UTM (L(m)) M accepting T4, where
L(m) = o(m?3). Let s and r be the numbers of states
(of the finite control) and storage tape symbols of M,
respectively. For each m > 3, let

V(m) = {z € {0, 1}W [ li(z) = lz(z) = l3(2) = la(2)
=m & Cube,(1)= Cube,(2)
& x[(1,1,1,3), (m, m, m, m)] € {0}D}.

For each z in V(m), let S(x) and C(x) be sets of
semi-configurations of M defined as follows:

S(xz) = {((41, 42, i3, 2), (g, a, j)) | there exists a
computation path of M on z, In(z) F3, (2, ((41, 42,
i3, 1)7 (q/7 0/7 .]/))) Fm (JZ, ((ilv 12, 13, 2)’ (q’ «, .])))
(that is, (x, ((i1, i2, i3, 2), (¢, @, j))) is a configuration
of M just after the input head reached Cube,(2))},

C(z) = {0 € S(z) | when, starting with the con-
figuration (x, o), M proceeds to read the segment

21f 7 C @) then define T = £ — T
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Cube,(2), there exists a sequence of steps of M in
which M never enters an accepting state}.

(Note that, for each z in V(m), C(x) is not empty
since z is not in 71, and so not accepted by M .) Then
the following proposition must hold.

Proposition 2.1. For any two different tapes x, y in
V(m), C(z) N C(y) = ¢.

[ Proof: This proposition can be proved by the well-
known technique [7]. O]
Proof of Lemma 2.1(continued) : Clearly, |V (m)| =
27" and p(m) < s(m+2)3L(m)rt(™ where p(m) de-
notes the number of possible semi-configurations of M
just after the input head reached the second plane of
tapes in V(m). Since L(m) = o(m?), we have |V (m)|
> p(m) for large m. Therefore, it follows that for large
m there must be two different tapes x, y in V(m) such
that C(x) N C(y) # ¢. This contradicts Proposition
2.1 and completes the proof of (2). O

We need the following three lemmas. The proof of
the following lemmas is omitted here since it is similar
to that of Lemma 2.1.

Lemma 2.2. Let Ty = {z € {0, 1}® | 3 m > 1 [l(z)
= la(x) = l3(x) = ly(z) =2m & =z [(1, 1, 1, 1), (2m,
2m, 2m, m)] = z [(1, 1, 1, m + 1), (2m, 2m, 2m,
2m)]|}. Then

(1) Ty € £[SV4-NTM (logm)], and

(2) Ty ¢ £[SVA-UTM (L(m))] for any L: N — R
such that L(m) = o(m?*).

Lemma 2.3. Let Ty be the set described in Lemma

2.1. Then

(1) Th € £[SV4-UFA], and

(2) Ty ¢ £LISVA-NTM (L(m))] for any L: N — R
such that L(m) = o(m?).

Lemma 2.4. Let Ty be the set described in Lemma

2.2. Then

(1) Ty € £[SV4-UTM (logm)], and

(2) To ¢ £LISVA-NTM (L(m))] for any L: N — R
such that L(m) = o(m?*).

From Lemmas 2.1-2.4, we can get

Theorem 2.1. Let L: N — R be a function such that
(i) L(m) = o(m?), or (ii) L(m) > logm (m > 1) and
L(m) = o(m*). Then

(1) £[SV4-UTM (L(m))] € £[SV4-ATM (L(m))],
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(2) £LISVAUTM (L(m))] is

( with
£L[SV4A-NTM (L(m))], and

incomparable

(3) £[SVA-DTM (L(m))] C £]SVA-UTM (L(m))].

Corollary 2.1. (1) £L[SV4-UFA] C £L[SV4-AFA).
(2) £]SV4-UF A] is incomparable with £[SV4-NF A].
(3) £[SVA-DFA] C £[SVA-UFA].

It is natural to ask how much space is necessary

and sufficient for SV4-DTM’s and SV4-NTM’s to
simulate SV4-UF A’s. The following theorem answers
this question.
THEOREM 2.2. (1) £[SV4-UFA] C £[SV4-
DTM (m?)]. (2) m?® space is necessary and sufficient
for SVA-DTM’s and SV4-NTM’s to simulate SV4-
UFA’s.

Moreover, by using a technique similar to that in
the proof of Theorem 3.2 in [2], we can get the follow-
ing theorem.

THEOREM 2.3. m* space is necessary and suf-
ficient for SV4-DTM’s to simulate SV4-AF A’s and
4-AF A’s.

3 Accepting Powers of 4-UTM’s

We denote by 4-UTM (4-UFA) a4-ATM (4-AFA)
which has only universal states. For any function L:
N — R, we denote by 4-UTM (L(m)) an L(m) space-
bounded 4-UTM, and let £[4-UTM (L(m))] = {T |
T = T(M) for some 4-UTM (L(m)) M}. £[4-UFA]
is defined in a similar way. This section first investi-
gates a relationship between the accepting powers of
4-UTM’s and 4-ATM’s (4-NTM’s or 4-DTM’s).

From Lemma 5.2 in [7], we can get the following
results.

Theorem 3.1. Let L: N — R be a function such
that L(m) = o(logm). Then, £[4-DTM (L(m))] <
£L[4-UTM (L(m))] € £[4-ATM (L(m))].

Corollary 3.1. £[4-DFA] C £[4-UFA] C £[4-AFA].

We then investigate relationships between the ac-
cepting powers of eight-way and seven-way four-
dimensional machines. By using the same way as in
the proof of Theorems 2.1-2.3, we can get the follow-
ing results.

Theorem 3.2. Let L: N — R be a function such
that (1) L(m)? = o(m3), or (ii) L(m) > logm (m > 1)

©ISAROB 2005

41

and L(m) = o(m?).
£L[4-UTM (L(m))].

Then, £[SVA-UTM (L(m))] C

=

Corollary 3.2. £L[SV4-UFA] C £[4-UFA].

Theorem 3.3. (1) £[4-UFA] C £[SV4-DTM (m*)],
and (2) m* space is necessary and sufficient for SV 4-
DT M’s to simulate 4-UF A’s.

4 Conclusion

In this paper, we investigated the accepting powers
of four-dimensional alternating Turing machines with
only universal states which each sidelength of each in-
put tape is equivalent.

Let T, be the set of all the four-dimensional con-
nected tapes. If T, is accepted by four-dimensional al-
ternating Turing machines with only universal states,
it will be interesting to investigate how much space
is necessary and sufficient for four-dimensional alter-
nating Turing machines with only universal states to
accept Te.

References

[1] M. Blum et al., IEEE Symposium on Switching
and Automata Theory :155-160(1967).

[2] A. K. Chandra et al., J. ACM 28(1):114-133
(1981).

[3] J. E. Hopcroft et al., J. Assoc. Comput. Mach.
16:168-177 (1969).

[4] J. E. Hopcroft et al., Introduction to Automata
Theory, Languages, and Computation, Addison-
Wesley, Reading, MA, (1979).

[5] K. Inoue et al., Theoret. Comput. Sci. 27:61-83
(1983).

[6] H. Okabe et al., Proc. 7th Words Multiconf. on
SCT :241-246 (2003).

[7] M. Sakamoto et al., Inform. Seci. 72:225-249
(1993).

[8] M. Sakamoto et al., WSEAS Trans. on Comput-
ers, Issue 5, Vol. 3 :1651-1656 (2004).

[9] H. Taniguchi et al., Inform. Sci. 26:65-85 (1982).



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

Some Properties of Four-Dimensional Multicounter Automata

Makoto SAITO!, Makoto SAKAMOTO!, Youichirou NAKAMA!, Takao ITO?,
Katsushi INOUE?, Hiroshi FURUTANT! and Susumu KATAYAMA'®

! Dept. of Computer Science and Systems Engineering, University of Miyazaki, Miyazaki 889-2192, JAPAN
2 Dept. of Business Administration, Ube National College of Technology, Ube 755-8555, JAPAN
3 Dept. of Computer Science and Systems Engineering, Yamaguchi University, Ube 755-8611, JAPAN

Abstract

Recently, due to the advances in many applica-
tion areas such as computer animation, motion im-
age processing, and so forth, it has become increas-
ingly apparent that the study of four-dimensional pat-
tern processing has been of crucial importance. Thus,
we think that the research of four-dimansional au-
tomata as a computational model of four-dimensional
pattern processing has also been meaningful. This
paper introduces four-dimensional multicounter au-
tomata, and investigates some their properties. We
show the differences between the accepting powers
of seven-way and eight-way four-dimensional multi-
counter automata, and between the accepting powers
of deterministic and nondeterministic seven-way four-
dimensional multicounter automata.

Key Words : computational complexity, four-dimen-
sional automaton, multicounter, nondeterminism.

1 Introduction and Preliminaries

Inoue et al. [5] introduced a two-dimensional multi-
counter automaton and investigated its basic proper-
ties. Szepietowski also investigated some of its prop-
erties [10]. A two-dimensional k-counter automaton
M is a two-dimensional finite automaton [1] that has &
counters. The action of M is similar to that of the one-
dimensional off-line k-counter machine [3], except that
the input head of M can move up, down, right, or left
on a two-dimensional input tape. In [7], Sakamoto
et al. introduced multicounter automata on three-
dimensional input tapes.

By the way, during the past about forty years, sev-
eral automata on two- or three-dimensional tapes have
been proposed and many properties of them have been
obtained [6,8]. On the other hand, recently, due to
the advances in computer animation, motion image
processing, and so on, the study of four-dimensional
information processing has been of great importance.
Thus, we think that the study of four-dimensional
automata has been meaningful as the computational
model of four-dimensional information processing [9].
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In this paper, we introduce and investigate about
eight-way four-dimensional multicounter automata as
new four-dimensional computational models. An
eight-way four-dimensional k-counter automaton (4-
kCA), which consists of a finite control, k counters,
a read-only four-dimensional input tape, k counter
heads, and an input head which can move in eight
directions — mnorth, east, south, west, up, down, fu-
ture or past. In general, when we must think about
the algorithm of four-dimensional pattern processing
by using the restricted computational resources, if the
algorithm is fine in spite of its restricted computational
resources, it will be valued highly. It is the same with
automata theory. So we next introduce and investi-
gate a seven-way four-dimensional k-counter automa-
ton (SV4-kCA) which is a restricted type of 4-kC A.
SV4-kCA is a 4-kCA whose input head can move in
seven directions — north, east, south, west, up, down,
or future. In this paper, we let each sidelength of each
input tape of these automata be equivalent in order to
increase the theoretical interest.

Let X be a finite set of symbols. A four-dimensional
tape over ¥ is a four-dimensional rectangular array of
elements of . The set of all the four-dimensional
tapes over ¥ is denoted by ©(®).

Given a tape x € X for each j(1 < j < 4), we let
l;(z) be the length of = along the jth axis. The set of
all z € W with I (z) = mq, la(x) = my, l3(z) = m3,
and l4(z) = my is denoted by L(m1:m2:m3:m4) - When
1 < j; <lj(z) for each j(1 < j < 4), let x(41,42,13,14)
denote the symbol in x with coordinates (i1, iz, i3,44).
Furthermore, we define

x[(ilv 12,13, 7:4)7 (lea Z./27 ié’)’ Zil)]a
when 1 <i; < z; < lj(x) for each integer j(1 < j < 4),
as the four-dimensional tape y satisfying the following
(i) and (ii) :

(i) for each j(1 <j <4), l;(y) =i} —i; + 1

(ii) for each r1,79,73,74 (1 <11 < I1(y),1 <19 <
l2(y),1 <73 <l3(y),1 <1y <la(y)), y(r1,r2,73,74) =
.73(7“1 +i1—1,ro4+49 — 1,73 4+143 — 1,74 + 14 — 1).

Four-dimensional tape is the sequence of three-
dimensional rectangular arrays along the time axis. By
Cubey (i) (i < 1), we denote the ith three-dimensional
rectangular array along the time axis in a tape x €
¥ which each sidelength is equivalent.
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We now introduce a seven- or eight-way four-
dimensional multicounter automaton. An eight-way
four-dimensional k-counter automaton (4-kC'A) M,
k > 1, has a read-only four-dimensional input tape
surrounded by boundary symbols §’s and k counters.
(Of course, M has a finite control, an input head, and
k counter heads.) The action of M is similar to that of
the two- or three-dimensional multicounter automaton
[5, 7, 10], except that the input head of M can move in
eight directions — east, west, south, north, up, down,
future, or past. That is, when an input tape z € (%
(where ¥ is the set of input symbols of M and the
boundary symbol f’s is not in X)) is presented to M,
M determines the next state of the finite control, the
move direction (east, west, south, north, up, down, fu-
ture, past, or no move) of the input head, and the move
direction (right, left, or no move) of each counter head,
depending on the present state of the finite control, the
symbol read by the input head, and whether or not the
contents of each counter is zero (i.e., whether or not
each counter head is on the bottom symbol Zj of the
counter). If the input head falls off the tape z with
boundary symbols, M can make no further move. M
starts in its initial state, with the input head on posi-
tion (1,1,1,1) of the tape x, and with the contents of
each counter zero (i.e., with each counter on the bot-
tom symbol Z; of the counter). We say that M accepts
the tape = if M eventually halts in a specified state
(accepting state) on the bottom boundary symbol £
of the input. We denote by T(M) the set of all the
four-dimensional tapes accepted by M. A seven-way
four-dimensional k-counter automaton (SV4-kCA) is
a 4-kC' A whose input head can move in seven direc-
tions — east, west, south, north, up, down, or future
(see Fig.1).

Let L(m) : N — N (where N is the set of all the
positive integers) be a function with one variable m.
A 4-kECA (SV4-kCA) M is said to be L(m) counter-
bounded if for each m > 1 and each input tape z (ac-
cepted by M) with l;(z) = la(x) = I3(z) = l4(z) = m,
the length of each counter of M is bounded by L(m).
As usual, we define nondeterministic and determin-
istic 4-kCA’s (SV4-kCA’s). By N4-kCA(L(m)) (re-
spectively, D4-kC A(L(m)), NSV4-kCA(L(m)), and
DSV4-kCA(L(m))), we denote a nondeterministic 4-
kCA (respectively, deterministic 4-kC'A, nondeter-
ministic SV4-kCA, and deterministic SV4-kCA )
whose each sidelength of each input tape is equivalent
and which is L(m) counter-bounded. Let L[N4-EC A(
Lim))] ={T | T = T(M) for some N4-kCA(L(m))
M}. L[N4-kCA(L(m))], LINSV4-kECA(L(m))], and
L[DSV4-kCA(L(m))] have similar meanings.

We briefly recall seven-way four-dimensional Tur-
ing machines [9]. A seven-way four-dimensional Tur-
ing machine M has a read-only four-dimensional in-
put tape with boundary symbols f’s and one semiin-
finite storage tape. (Of course, M has a finite con-
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Fig. 1: Four-dimensional k-counter automaton.

trol, an input head, and a storage-tape head.) The
action of M is similar to that of the two- or three-
dimensional Turing machine [6,8] which has a read-
only input tape with boundary symbols #'s and one
semiinfinite storage tape, except that the input head
of M can move in seven directions — east, west, south,
north, up, down, or future. M starts in its initial
state, with the input head on position (1,1,1,1) of
an input tape x, and with all the cells of the stor-
age tape blank. We say that M accepts the tape
x if M eventually halts in an accepting state. Let
L(m) : N — N be a function with one variable
m. By NSV4-TM(L(m)) (DSV4-TM(L(m))) we
denote a nondeterministic (deterministic) seven-way
four-dimensional Turing machine whose each side-
length of each input tape is equivalent and which does
not scan more than L(m) cells on the storage tape
for any input tape x (accepted by M) with Iy (z) =
la(x) = l3(x) = la(x) = m. Let LINSVA-TM(L(m))]
( LIDSVA-TM(L(m))] ) denote the class of sets ac-
cepted by NSV4A-TM(L(m))’s (DSVA-TM(L(M))’s).

We denote a nondeterministic (deterministic) four-
dimensional finite automaton by N4-FA (D4-FA). A
seven-way N4-F'A (seven-way D4-FA) is an N4-FA
(D4-F A) whose input tape head can move in seven
directions — east, west, south, north, up, down, or fu-
ture. By N4-FA (D4-FA, NSV4-FA, DSV4-FA) we
denote an N4-F A (D4-F A, seven-way N4-F A, seven-
way D4-F A) whose each sidelength of each input tape
is equivalent [9]. For example, let £[D4-F A] denote
the class of sets accepted by D4-FA’s. As is easily
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seen, it follows that for any constant k, L[D4-F A] =
L[D4-1CA(k)], LIDSV4-FA] = L[DSV4-1CA(k)],
and so on.

We conclude this section by giving a relationship
between seven-way four-dimensional multicounter au-
tomata and seven-way four-dimensional Turing ma-
chines, which will be used in the latter sections.

[Theorem 1.1]

(1) Uir<peoo LIXSVA-ECA(L(m))] C
B L[XSVA4-TM (log L(m))]
for any L(m) : N +— N and any X € {D, N},

(2) Uicheos LIXSVA-ECA(m)] =
N L[XSV4-TM (logm)]
for any X € {D,N}.

(Proof) (1) : Let M be an XSV4-kCA(L(m)). The
set T'(M) is also accepted by the X SV4-T M (log L(m)
) which divides the storage tape into k tracks and
makes each track play a role of the corresponding
counter of M.

(2) + From (1), Ujcpeoe £ [XSVA-ECA(mM)] C
L[XSV4-TM (logm)]. It is well known that any logm
tape-bounded one-dimensional off-line Turing machine
can be simulated by a one-dimensional two-way mul-
tihead finite automaton [4]. By using the same argu-
ment as in the proof of this fact, we can easily show
that any XSV4-TM (logm) can be simulated by an
XSVA4-ECA(m) for some k > 1. Thus L[XSV4-TM(
logm)] € Uj<peoo LIXSVA-ECA(m)]. O

2 Seven-Way versus Eight-Way

In this section, we investigate the difference be-
tween the accepting powers of counter-bounded eight-
way and seven-way four-dimensional multicounter au-
tomata.

We need the following two lemmas.

[Lemma 2.1] LetT) = {z € {0,1} | Im > 2 [ 1 (=)
=ly(z) =l13(x) =ly(x) =m] & Cube, (1) =Cube,(2)},
and let Liy(m) : N — N be a function such that
W}iinoo[(log Li(m))/m3 = 0. Then,

(1) Ty € L[D4-FA], and
() Ti ¢ Uy cpens EINSVARCA(LL (m))].

(proof) The proof of (1) is omitted here, since it is
obvious. We now prove (2). Suppose that there is an
NSV4-TM(Ly(m)) M accepting T1, where L (m) :
N — N is a function such that mlgnoo[L’l (m)/m?] = 0.

For each m > 3, let

V(im)={zeT | li(z)=la(z)=I3(x)=!
& 2[(1,1,1,3), (m,m,m,m)
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Clearly, each tape in V(m) is accepted by M. For
any (seven-way) four-dimensional Turing machine M,
we define the configuration of M to be a combination
of the (1) state of the finite control, (2) position of
the input head within the input tape, (3) position of
the storage-tape head within the nonblank portion of
the storage tape, and (4) contents of the storage tape.
For each z € V(m), let conf(x) be the set of config-
urations of M just after the point, in the accepting
computations on x, where the input head left the first
cube of . Then the following proposition must hold.

[Proposition 2.1] For any two different tapes x,y €
V(m),
conf(xz)Nconf(y) = ¢ (empty set).

(Proof) Suppose that conf(z) N conf(y) # ¢ and
o € conf(x) Nconf(y). It is obvious that if, starting
with this configuration o, the input head proceeds to
read the [(1,1,1,2), (m, m, m, m)]-segment of z, then
M could enter an accepting state. Therefore, by as-
sumption, it follows that the tape z[ l;1(z) = l3(z) =

I3(2) = l4(2) = m)] satistying the following two condi-
tions must be also accepted by M: (i) z[(1,1,1,1),(

m,m,m,1)]=y[(1,1,1,1), (m,m,m, 1)]; (i) z[(1,1,1,
2), (m,m,m,m)] = z[(1,1,1,2), (m,m,m,m)]. This
contradicts the fact that z is not in 7. O

(Proof of Lemma 2.1 (continued)) Clearly, |V (m)]
— 2" where for any set S, |S| denotes the number
of elements of S. Let ¢(m) be the number of possible
configurations of M just after the input head left the
first cube of tapes in V(m). Then

c(m) < s(m + 2)3L} (m)tF(m),

(The factor s is the number of possible states of finite
control, (m + 2)3 is the number of possible positions
of the input head, L{(m) is the number of possible
positions of the storage-tape head, ¢ is the number
of storage-tape symbols, and t£1(m) is the number of
possible contents of the nonblank portion of storage
tape.) Since 77}gnoo[Lll (m)/m?] = 0, we have

[V (m)| > c(m) for large m.

Therefore, it follows that for large m there must be
different tapes z,y € V(m) such that conf(xz) N
conf(y) # ¢. This contradicts Proposition 2.1,
and thus Ty is not in L[NSV4-TM(L}(m))], where
Li(m) : N+ N is a function such that mlgnC>O [Ly(m)/
m?] = 0. From this result and from the condition that
mliinoo[(log Li(m))/m3] = 0, it follows that T; is not

in LINSV4-TM(log L1(m))]. Part (2) of the lemma
follows from this fact and Theorem 1.1 (1). O

[Lemma 2.2] Let To={x € {0,1}*) | 3m > 1 [1;(x)
=l(x)=l3(x)=l4(z)=2m & z[(1,1,1,1),(2m,2m,
2m,m)] = z[(1,1,1,m + 1), (2m, 2m, 2m, 2m)] (that
is, the top and bottom halves of x are identical)]},
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and let Lo(m) : N — N be a function such that
lim [(log La(m))/m?*] = 0. Then,

(1) T; € LID4-1CA(m)], and
(2) T» ¢ U1gk<oo LINSV4-kCA(L2(m))].
(Proof) The proof of Part (1) is omitted here, since it

is obvious. Part (2) is given by using the same tech-
nique as in the proof of Lemma 2.1 (2). O

From Lemmas 2.1 and 2.2, we can get the following
theorem.

[Theorem 2.1] (1) Let L(m) : N — N be a function
such that Ai_r)noo[(log L(m))/m?®) = 0. Then, L[D4-F A]
“Ui<kcoo LINSVA-ECA(L(m))] # ¢. (2) Let L'(m)
N — N be a function such that lim [(log L' (m))/m*]
= 0. then, LID4A-1CA(M)] U, <pc oo LINSVA-ECA(
L'(m))] # ¢.

3 Nondeterminism versus Determin-
ism

In this section, we investigate the difference
between the accepting powers of counter-bounded
deterministic and nondeterministic seven-way four-
dimensional multicounter automata.

We need the following two lemmas. The proof of
the following lemmas is omitted here since it is similar
to that of Lemma 2.1.

[Lemma 3.1] LetTs = {z € {0,1}* | 3Im > 2 [11(x)
=ly(x)=l3(x)=l4(x) =m] & Cube,(1)# Cube,(2)},
and Li(m) : N +— N be a function such that
liln [(log L1 (m))/m® = 0. Then,

(1) T3 € LINSV4-F A], and

(2) Tz ¢ U1§k<oo LIDSVA-kCA(L1(m))].

[Lemma 3.2] Let Ty = {x € {0,1} | Im > 21 (x)
=ls(x) =l3(x) =ls(x) =2m & z[(1,1,1,1), (2m, 2m,
2m,m)] # z[(1,1,1,m + 1), (2m, 2m, 2m, 2m)]]}, and
let Lo(m) : N — N be a function such that lim [(log
Ly(m))/m*] = 0. Then,

(1) Ty € LINSV4-1CA(m)], and
(2) Th & Uy<hcoo LIDSVA-RCA(La(m))].

From Lemmas 3.1 and 3.2, we can get the following
theorem.

[Theorem 3.1] (1) Let L(m) : N — N be a func-
tion such that lim [(log L(m))/m® = 0. Then,
LINSVA-FA] — U, 4o, LIDSVA-ECA(L(m))] # ¢.
(2) Let L'(m) : N — N be a function such that
lim [(log ' (m))/m*] = 0. Then, LINSV4-1CA(m)]
— Uichcoo LIDSVA-RCA(L (m))] # ¢.
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4 Conclusion

In this paper, we introduced four-dimensional mul-
ticounter automata, and we investigated the accepting
powers of counter-bounded seven-way and eight-way
four-dimensional multicounter automata. Then, we
investigated a relationship between determinism and
nondeterminism. In these subjects, we stated only for
four-dimensional input tape which each sidelength is
equivalent.

It will be also interesting to investigate the ac-
cepting powers of ‘alternating’ four-dimensional mul-
ticounter automata (see [2] for the concept of ‘alter-
nation’).
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Abstract

In this paper, we propose wheelchair navigation
system with infrared sensors and ultrasonic sensors
to aid senior people and the handicapped to drive a
wheelchair. We consider neural network to connect in-
put sensor signals and output wheel speed. To get nice
wheelchair controller, we constructed wheelchair sim-
ulator and applied G.A. for synaptic couplings in the
neural networks. We investigated that a wheelchair
controlled by this system ran safely and comfortably.

1 Introduction

Recently, many people have been researching au-
tonomous mobile robots extensively. The purpose of
these researches is to build the robots that are able to
run safely in unknown or dynamically changing envi-
ronments. In order to perceive the surrounding envi-
ronments, robots mount many kinds of sensors, e.g.,
infrared sensors, ultrasonic range sensors and CCD
cameras.

There is a growing demand for more safe and com-
fortable wheelchairs as mobile aids, as the population
of senior people has been increasing. There are two
research issues with these wheelchairs. One is au-
tonomous (or semi-autonomous) and safe navigation,
such as avoiding obstacles, wall following, going to a
goal using various sensors [1,2]. The other is to develop
human interfaces for easy operation [3,4].

In this paper, we aim to build an autonomous
wheelchair robot so as to reduce navigation efforts
of a handicapped person as far as possible. We use
wide ranged ultrasonic sensors in front of wheelchair
to detect obstacles and sharp ranged infrared sensors
mounted on both sides of wheelchair to measure a dis-
tance to a wall.

The most major problem to construct the best
robot is to make a realistic simulation of a robot. We
use Webots by Cyberbotics[3] which is an excellent soft-
ware to take account of noises in real world and to
enable us to build any shape of mobile robot easily.
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We focus the task in the present paper to the naviga-
tion going along a right side wall by using front and
right side sensors. If we are successful to get a task of
going along a right side wall, then we can easily ex-
tend it to the task of going along a left side wall. If a
robot can move along any side of a wall or can proceed
straight, it will be possible to build a robot to go from
one place to a destination, following an ordinary cor-
ridor in a building. We connected input sensors and
output wheels by neural networks and developed G.A
for the wheelchair simulator in a rather complicated
test course to obtain the best robot. The simulation
result was applied to the real wheelchair navigation in
a corridor inside our building and eventually we had a
smoothly moving nice wheelchair robot.

2 Outline of Wheelchair system

Fig. 1: Wheelchair system

The wheelchair system in our research is com-
posed of a commercial electric wheelchair (Matsunaga
MD-100), a desktop PC (CPU:PentiumIV 2.66GHz,
OS:Linux), infrared sensors (GP2D12) and ultrasonic
sensors (BTE054) as shown in Fig.1 The wheelchair
has the maximum speed of 4.5 [km/h]. The infrared
sensors are mounted on the side of the wheelchair and
the ultrasonic sensors are mounted on the front. The
PC processes infrared and ultrasonic sensor input val-
ues and controls wheel motors of the robot.
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Fig. 3: Distance-Voltage graph of an ultrasonic sensor

The infrared and ultrasonic sensors output a dis-
tance to an object in voltage. Fig.2 shows distance
- voltage graph for several kinds of objects. We find
that the maximum detection ranges of the infrared
and ultrasonic sensors are about 80 cm and 300cm,
respectively. They have almost simulator response to
the different objects as shown in Fig.2 and Fig.3.

3 Control methods

We consider control methods of a wheelchair so
that a wheelchair runs along a right-hand side wall.
We mount infrared and ultrasonic sensors on the
wheelchair as shown in Fig.4. Since the ultrasonic
sensors cover wide range of angle, three ultrasonic
sensors(X 01, X02, X03) are installed on the front to
detect front obstacles. Since the infrared sensors
have narrow range sensing angle, four infrared sensors
X1, X2, X3, X4 are installed on left and right sides to
measure the distance to a wall. Since we do not use left
side sensors X 3, X4 for our present task of going along
a right side wall, we can easily extend our task to go
along a left side wall by using X3, X4. The ultrasonic
sensors (X 01, X 02, X03) which detect an obstacle or a
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wall in the front direction are normalized in the range
0~1.0 by defining

Fig. 4: Sensor configurations for wheelchair robot

X01 = aultra_s/V017 (1)
X03 = ctuttras/V03

Quitra.s = 75.0

X02 = Qitra.s/V02

(2)

where V01 is the output voltage of the sensor and
Quitras 1S a normalization constant. To reduce vari-
ables, we take the mean value of X01, X02 as

X0 = (X014 X02)/2.0
X1 X03

(3)

Side infrared sensor values are denoted by
X2 = (Vi + %)/Zanra_s
X3 = (VE} + V4)/2Vvinfra_s

(4)

To normalize X1 to take 0~1.0, we choose

‘/infra_s = 2.78 (5)

The control system of the wheelchair consists of
neural networks shown in Fig.5. To train the synap-
tic couplings by means of genetic algorithms, we in-
vestigated robot movement in a computer simulation
model. A difficult problem in computer simulations is
how to simulate the real world with respect to noises.
Webots ver.4.0.24 by Cyberbotics[b], is an excellent
software tool that takes account of uncertainties as-
sumed to exist in the real world. Noises of £10% and
+10% are randomly added to the amplitude of the
sensor value, and the amplitude of the motor speed,
respectively.

Another difficulty in computer simulation is how to
build a simulator to imitate the real object as far as
possible. The webots software package is composed of
VRML coding and any parts of an object are easily
replaced or modified. As a typical example, we take a
rectangular area with concave spaces surrounded by a
wall as shown in Fig.6, in which wheelchair webots is
required to follow the wall counterclockwise. It must
keep a safe and short distance from the wall on the
right, and enters wide spaces and narrow spaces.
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Fig. 5: Neural Network to control left and right wheel
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Fig. 6: Test course for simulator wheelchair robot

4 Evolutionary Adaptation

To train robot control systems, we perform adapta-
tion under a computer simulation model of a robot
and its environment. As shown in Fig.5, the data
X0,X1, X2 output from the sensors are fed to the
neural networks with self-training ability. The synap-
tic couplings are then revised by genetic algorithms.
The control signals to the right wheel and left wheel,
L and R are given by

L :F(w0X0+w1X1+w2X2—|—w3) (6)
R = FwiX0+wsX1+wsX2+wy) (7)
F(z) = tanh(z) (8)

where L and R are normalized as —1.0 < L, R <
1.0. We define mean voltage V,,, and differnce voltage
V4 supplied to the wheel motors so as to control wheel
speeds as

Vin = Vinaz - (L+ R)/2.0 (9)

Vd = Vr/na:n ' (L - R)/ZO (10)

where Viyae = 1.12v00t, V.. = 1.0volt. A given

voltage V,,,, V4 determine left and right wheel speeds

vy, vg. The functional relations between these vari-

ables are decided by moving our actual wheelchair.

We obtained the best fit functions experimentally and
denote them as

vr = fR(Vm, Va) (11)
vy = fr(Vin, Va) (12)
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wo ~ wr are synaptic couplings, as shown in Fig.5,
connecting data from sensors with the control of the
right or left motors. We determine w; by using the
genetic algorithms. The algorithms for obtaining the
best genes are as follows:

1) Make Np robots with randomly generated synap-
tic couplings and left them run in the area shown
in Fig.6 for certain period.

2) Make new N robots from the old N; robots by us-
ing genetic algorithms in which the synaptic cou-
plings of new robots are generated by real-coded
genetic algorithms, in which o of BLX — «[5] is
set to 0.5. Then let them run for the same period
as in step 1.

3) Make new N3 robots from the old Ny robots by
using mutation.

4) Measure all the robots N + Ny + N3 by using a
given evaluation function, and choose Nj robots
with the highest scores. If the total score of the
N; robots exceeds a given threshold, stop the
loop; otherwise go to step 2.

5 Experimental results and conclusion

We performed simulation in the fairly complicated
test course shown in Fig.6. The evaluation function in
genetic algorithms is given as

STEP STEP
Z speed Z X2
| sTtEP | | STEP

STEP -1 STEP -1
<1+ Z X3> -<1+ Z collision) (13)

Each term in Eq.(13) evaluates the robot perfor-
mance from different points of view, (Dmeasuring
wheelchair robot’s speed, @going along a right side
wall, @movements without obstacles on the left side,
and @avoiding collision against a wall. The eval-
uation function g has a high value if a robot fal-
lows a wall without colliding with anything and if
it moves forward as far as possible. We take N; =
10, Ny = 4, N3 = 11, speed = (vg + v1)/2Vmaz, and
Umaz = 0.88[m/s], STEP = 400.

As a result of evolutionary adaptation after 400 gen-
erations, the coupling values of the best 10 robots be-
came to have almost the same value which are shown in
Table.1 together with the fitness value. Table.2 shows
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the behaviors of the best robot at the typical places

shown in Fig.7. The trace of the robot in the test
course is also shown in Fig.7.

Table 1: The coupling values of the best robot after 400
generations.

wo w1 w2 w3 w4 w5 we wr fitness
-5.24 -4.09 -0.23 1.59 1.77 1.05 0.73 0.05 9011.29

Table 2: Typical behaviors of the best robot in Table.1

X0 X1 X2 L R v VR

A0.04 0.04 0.25 0.82 0.34 2.80 1.83 Turn right
B|0.24 0.21 0.25 -0.52 0.71 -0.13 1.18 Turn left
C|0.04 0.19 0.29 0.49 0.49 1.90 1.93 Go straight

Fig. 7: Result of test course simulation
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Fig. 8: Evaluation function in GA

The evaluation function for the best robot and their
average value among robots are given in Fig.8 against
generation development.

We made simulation experiments of wheelchair nav-
igation on the second floor in the north building of
the faculty of engineering, University of Miyazaki as
shown in Fig.9. The robot moved smoothly as the
trace is shown by a solid line in Fig.9. We conclude
that our two step strategies, test course simulation and
its application to real mapped course led to a success-
ful result.
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Fig. 9: Course of the corridor inside our building and
trace of the best robot
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Abstract

In this research, we propose a control system by using
the self-organizing map, a neural network and the genetic
algorithm. The control system autonomously extracts visual
information and decides behaviors. We investigate that a
mobile robot controlled by this system performs a given task
very well.
Key words: object recognition, Self-organizing map, neural
network, mobile robot

1 Introduction

Recently, many people have been researching autonomous
robots extensively. One purpose of this research is to build
the robots that are able to behave in unknown or dynamically
changing environments. In the case of a robot with visual
sensors, most of methods are that useful information is
extracted using image processing and robot behaviors are
decided based on this information. However, appropriate
image processing methods are generally constructed by a
designer who has a good knowledge of tasks, so that
autonomy and flexibility of a robot may be reduced [1].
Therefore we propose a control system in which a robot
autonomously extracts visual information and decides
behaviors.

In this system, we use a CCD camera as a visual sensor.
Images obtained from the camera inputs Kohonen's
self-organizing map [2], which classifies images, and a robot
recognizes objects in the environment. A behavior decision
part consists of a neural network and parameters of the
neural network are chosen so that the robot accomplishes a
given task by using a genetic algorithm [3]. We examine this
system using a miniature robot Khepera with a CCD camera.
A task is that the robot moves in a field, finds a coloring
block and carries it to a same coloring area. We investigate
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that Kohonen's self-organizing map classifies a floor, a wall,
coloring blocks and coloring areas and that the robot
accomplishes the task very well.

2 Outline of the System

2.1 A mobile Robot

We use a miniature mobile robot Khepera II in our
experiments as shown in Figure 1. This robot is 70mm in
diameter and has two independent wheels and eight infrared
proximity sensors (six in front and two in rear). We attach a
gripper to this robot so that it grips a small block.
Furthermore, we place a small CCD camera (KEYENCE
CK-200) on the gripper to capture images.

Figure 1: A mobile robot Khepera II

2.2 Control System

The control system consists of Kohonen's self-organizing
map (SOM) and a two-layer neural network (NN).
Kohonen's self-organizing map classifies images and the
neural network control each wheel and a gripper. A CCD
camera mounted on Khepera captures front images. These
images are inputted into SOM. The output data from SOM
are fed to a two-layer neural network. Weights of the neural
network are determined using the genetic algorithms so that
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Khepera performs appropriate behaviors. The outline of
control system is shown in Figure 2.

| Sensor |—>| SOM |—> nré(::)lvroarlk

f

Figure 2.: The outline of control system

23SOM

The self-organizing map (SOM) is a neural network of
unsupervised learning proposed by T. Kohonen in the early
1980s. The goal is to discover some underlying structure of
the data. SOM consists of two layer structures. One is an
input layer and the other is an output layer, which is usually
represented by 2 dimensional grid. The network is fully
connected, i.e., all nodes in input layer are connected to all
nodes in output layer, as shown in Figure 3.

OOO0O0
O0OO0O0
OO ®O

<X?Q//O/g S

layer
Xy X3 Xy X,

output
layer

Figure 3: SOM

The learning algorithm for # dimensional input vectors
is as follows:
(1) Properly choose a reference vector of i-th output node
m, =(m,,m,,..m,), i=12,..M,

connected with » input nodes, where M is the number of
output nodes.

(2) An input vector X =(x,,X,,...,X,) is compared

with all the reference vectors 71, . The best-matching

output node where the reference vector is most similar to
the input vector in some metric (e.g. Euclidean) is
identified. This best matching node is called the winner.
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The winner node c is determined by
c=argmin, || X—m, |.

(3) The reference vectors of the winner and its neighboring
nodes on the grid are changed towards the input vector
according to the following equation:

m(t +1) = m (1) + b, (O[X() = i, ()],
17 -7

h,(t) = o(t) - exp(— ’;6‘—2(t)> ,

where +=0,1,2,... is a discrete learning time, /() isa

neighborhood function, (¢) is a leaming rate,

0 (1) is a decreasing function which defines a radius of

neighborhood and 7, and 7 are coordinate vectors of

the winner node ¢ and the neighborhood node 7 on the grid,
respectively.
(4) Repeat processes (2) and (3).

According to this algorithm, the network organizes
itself and a self-organizing map for input vectors is built.
This map classifies input vectors. In Figure 5 we show a
self-organizing map obtained in our experiments. Light and
shade of the map represent similarity of reference vectors.
Light color means that reference vectors of both sizes are
similar. Thus we guess that a robot with our control system
recognizes objects without appropriate image processing
methods constructed by a designer.

2.4 Neural network and genetic algorithm

A two-layer neural network controls left and right wheels
and a gripper according to output data of SOM as input data.
We think that a neural network is good controller because it
outputs continuous signals for various input data. Usually,
leamning methods of the neural network are supervised
learning. In supervised learning, we must have knowledge of
correct outputs of the neural network for any input data.
However, in dynamical changing environments, we suppose
that it is impossible to teach correct outputs in any cases.
Therefore, We use the genetic algorithm to find appropriate
weights of the network to perform a given task.



3 Experiments

3.1 Experimental Environment

Figure 3 shows the environment in our experiments. The
color of a floor and a wall is white and we set red, blue and
green blocks and the same coloring areas on the floor. A task
is that Khepera carries a block to the same coloring area.

. —09m —

H T N

0.6 m
& *

Figure 3: Experimental environment

3.2 Learning methods

First we capture total 190 sample images of a block, a
coloring area, a wall and a floor using a CCD camera
mounted on Khepera. Each image is 320x 240 pixels, but to
reduce the dimension of input data and to obtain a image of
the nearest object, we use only the lower half of the image
after dividing into tiles (tile size : 20x 20) and averaging in
each tile. A capture image and its lower half average image
are shown in Figure 4. Then 16X 6 =96 dimensional images
are the input data of SOM. SOM consists of 96 nodes in
input layer and 6% 8 nodes in output layer, and SOM
classifies input data using the learning algorithm. Figure 5
shows a self-organizing map for 190 sample images. Images
of a coloring block, a floor or a wall and a red area are
classified in the left upper side, in the center and in the lower
side of this map, respectively. The number on the map

represents a sample image number.

Figure 4: A example of a capture image and its lower half
average image
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Figure 5: SOM of our experiments

Next we determine weights of the neural network to
perform a given task using the genetic algorithm in computer
simulation. The neural network consists of two layers, as
shown in Figure 6. Input data are 48 dimensional data from
SOM and 3 internal states of Khepera. Internal states denote
that Khepera is gripping a block, i.e.,

(0,0,0) for gripping no block

. (1,0,0) for gripping a red block

internal state = o
(0,1,0) for gripping a green block

(0,0,1) for gripping a blue block

SOM

O—> right motor

gripper

internal
state

Figure 6: The neural network

In this research, we investigate object recognition by
using SOM. Therefore, we consider that learning behaviors
of Khepera are finding a block, approaching a block,
carrying a block to a same coloring area and outputting
signals of gripping and placing a block to the gripper. The
behaviors of gripping and placing a block are constructed by
hand so that if the signal to the gripper indicates gripping a
block and infrared sensors detect a object in front, Khepera
grips a block and that if the signal indicates placing a block,
Khepera places a block.



In the genetic algorithm we set that the population has

50 individuals, it runs for 2000 generations and individuals
run 200 steps for each generation. Each individual has a
chromosome, which represents weight of the neural network
in a real number. At each generation, individuals with high
fitness are selected and produce descendants using
crossovers and mutations of their chromosomes. The fitness
function is given by
1000 for gripping a block
1000 for placing a block

on the same coloring area
fitness =4-500 for going back or rotating

in a free space
10

-100 for missing a block

for capturing a block

After 2000 generations, we select an individual with
highest fitness, decide weights of the neural network and
investigate Khepera’s behaviors with the control system.

3.3 Result

The mobile robot Khepera moves around in the field and
finds a coloring block. Then the robot approaches the block,
and grips and carries it and places it on a same coloring area.
Thus we find that Kohonen's self-organizing map classifies a
floor, a wall, coloring blocks and coloring areas and that the
robot accomplishes the task very well. Figure 7 and 8 show
scenes of gripping and placing a block, respectively.

Figure 7: Griping a block
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Figure 8: Placement of a block on the same color area

4 Conclusion

We have presented the control system for an autonomous
mobile robot using a combination of Kohonen's
self-organizing map and neural network. In this system, the
robot autonomously extracts visual information and
recognizes objects in the environment. Thus the robot finds a
colored block, grips and carries it and places it on a same
colored area.

In our experiments, we use a map of 6 8 in SOM. If
the size of a map is larger, SOM may classify visual images
more precisely. However, for a larger size of a map it
requires more time to find proper weights of neural network,
so that we will find a proper size of a map.

As the future works, we will consider a control system
in which a robot recognizes a shape of objects and construct
a robust system in dynamically changing environments.
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Abstract

We propose an image compression method using Self-
Organizing feature Map (SOM) for various kinds of
bill money images which have been obtained by receiv-
ing the light reflected from the bill through a specific
frequency band filter for the specific frequency inci-
dent light. The reason why such an image is required
is to detect the false bill. Incident light for every 15
angstrom has been emitted toward the bill and the re-
flected light has been measured by using the filter with
15 angstrom wave length. The image size is 1,024x1,
024pixls. Therefore, huge numbers of images are ob-
tained. In this paper we will extract images with spe-
cific important features among those images by using
the SOM clustering.

Keywords: SOM, Feature extraction,
Money data, Clustering Algorithm

Bill

1 Introduction

Recently, the rapid progress of electronic copying tech-
nology, there have many color printing machines which
can print out almost the same quality of the original
pictures. Although the technology has offered many
advantages for users in printing field, there have ap-
peared some disadvantages such as printing the false
bills.

In order to recognize the bills correctly, we need
more additional information about the bills. One of
them is to check the spectral property of the bill. In
this case, there are many images corresponding to the
various frequency bands of the filter of the sensing de-
vices as well as those of the emitted light frequencies.

In this paper, we consider the data compression
methods of those various images of the bills which have
been obtained by sensing the reflected images by us-
ing specific frequency band-pass filters to the specific
emitted light for the various frequencies. The tech-
nique used here is Self-Organizing Feature Map tech-
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nique which has been developed by Kohonen [1] and
the bill is 10,000 Bolivar in Venezuela. We use 145 im-
ages with 1,024x1,024 pixels and 256 resolution levels.
Five patterns of the emitted lights and twenty nine
patterns for the sensing filter bands have been used
in this experiment. The aim is to find the specific im-
ages among 5x29 images which keep the representative
features to detect the false bills.

2 Image Data for Data Compression

The date used here are images with 1,024x1,024 pixels
of 10,000 Bolivar bill in Venezuela which are obteined
as the reflected light image through specific spectral
band-pass filters for preassigned lights with several fre-
quency bands. The data used here are shown in Table
1.

From now on we denote the image data as X-
number such as A-01 to show the image with emit-
ted light A and receiving filter frequency band num-
ber 01. The original image data of 10,000 Bolivar
bill which has whole spectral data without no spec-
tral band-pass filter is shown in Fig.1. Here, the fram
in the picture is the study area and in this part there
are marny secret symbols which will appear if we emit a
special light with specific spectral bannd and observe
the refrected light through a filter with specific spec-
tral band. Therefore, we can obtain various types of
images which have been observed throughband-pass
filters for various emitted lights. Some of them are
shown in Fig.2. In oder to keep the secret, we cannot
show the real values and we use the symbols, A b,...Fi

Table 1: The image data used here.
Iimage size 1,024x1,024 pixels

Intensity 256

Emitted light frequency | 5 patterns(A-E)

Received filter band 29 patterns(01-29)
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for different emitted lights and use numbers 01 to 29.
In this paper, we will propose a data compression
method among those image data using the SOM of
competitive neural networks which can cluster the im-
age data such that the similar images can be clustered
autonomously.

Hi44585630

Figure 1: An example of images for data compression.

Fluorescence 1 Fluorescence 2

X-07

X-05 X-06

Figure 2: Examples of an fluorescence images.

3 The Data Processing Method

In this section, we will explain the proposed method
by using the SOM. The observed images are low
power reflected lights and sensitive to the tempera-
ture and humidity in the sensing environment. Thus,
they includevaruious noises, especially, pepper and
solt noises. Therefore, we apply median filter to orig-
inal data to delete the noise. An example of noisy
image and the noise removed data is shown in Fig.4.
Comparing these images, we can see how much noise
is included in the present image and the effect of the
median filtering operation.

To make the comparison data, we will subtract the
pixel values of the one image from the corresponding
pixel values of the neighbouring next image.
these values we can see how much difference occurred

From

©ISAROB 2005

55

by changing the filter band. If the difference values
attain the maximum and the decrease, the image cor-
responding the maximum value difference is the typi-
cal image to be stored. But the maximum values are
not reflect the precise measure for the image change.
Thus, we store some neighbouring images and from
those images we find the suitable representative im-
age by using the SOM. The Som structure is shown in
Fig.5.

‘ Image Data ‘

o

| Preprocessing |

=

‘ Difference of Images ‘

G

| Selection of Candidate Images |

=

‘ Representative Images

| Input Data tor Classification

&

Frequency Band of
Selected Images

Figure 3: Flow of the proposed method.

Noisy Image

Noise Removed Image

Figure 4: Noisy image and noise removed image.

The compressed input data for the SOM are given
by projection to vertical and holizontal axes as hown
in Fig.6. Using this technique we can rduce the image
data size from 1,024x1,024 to 2,048 as shown in Ta-
ble 1. Thus, for emitted light A we have obtained 29
images recived 29 filter bands. Some of the images is
illustrated in Figs.7 and 8. Therefore, the object is to
find the typical image data among those many data
and store the specific features for the representative
image.
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Figure 5: SOM structure for classification.
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Figure 6: Data compression by projection to vertical
and horizontalaxes.

3.1 Classification Results by SOM

3.2 Classification Results by SOM

Using the proposed method we can get the representa-
tive images which has been extracted by deleting the
similar images from the observed images. By taking
the difference of grey levels by pixel to pixel between
the successive two images, we could reduce the num-
ber of images from 145 to 22 among which there are
four different patterns as shown in Fig.9. Those four
patterns include A-01,14(for Pattern 1), B-01,02,26,
C-01,05,28(for Pattern 2), D-01,04,19,28(for Pattern

Table 2: Parameters of SOM.

Parameters Values
Number of nodes 9x5
Total learning time 1,000
Learning rate 0.8
Initial distance of neighorhood | 3
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Figure 7: An example of rceived images from 01-15 for
emitted light A.
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Figure 8: An example of rceived images from 16-29 for
emitted light A.
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3), and E-01,05,08,26(for Pattern 4). Pattern 1 shows
the background image, Patterns 2 and 3 show the cen-
tral part without and with slanting lines, and Pattern
4 shows the dashed symbols near 10,000. These images
correspond to the images selected by our inspection.

Figure 10 shows the classification results among the
classified patterns stated above by using the SOM. The
number of input data for the SOM is 2,048 and the
number of the competitive layer is 5x5. The initial
value of the neighborhood distance is 3, the learn-
ing rate is 0.8, and the total learning time is 1,000
as shown in Table 2.
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A-21

Figure 9: Representative images.

4 Conclusion

In this paper, we have proposed a new method to se-
lect representative images among huge image data by
using the SOM. To reduce the number of images we
have used the difference method in the first and then
applied the SOM to four pattern classes to find the
specific features. The results obtained here show the
effectiveness for image data compression.
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classify the bills since it can treat high dimensional

ABATRACT input and has simple learning structure [3]. The LVQ

network adopted here has 64x15 units in the input layer

For the pattern classification problems the and many units at the output layer. The bills are Italian
neuro-pattern recognition which is the pattern Liras of 8 kinds, 1,000, 2,000, 5,000, 10,000, 50,000

recognition based on the neural network approach has
been paid an attention since it can classify various
patterns like human beings. In this paper, we adopt the
learning vector quantization (LVQ) method to classify
the various money. The reasons to use the LVQ are
that it can process the unsupervised classification and
treat many input data with small computational
burdens. We will construct the LVQ network to
classify the Italian Liras. Compared with a
conventional pattern matching technique, which has
been adopted as a classification method, the proposed
method has shown excellent classification results.

1. INTRODUCTION

Bill money classification by transaction machines has
been important to make progress the office automation
[1]. Since sizes of bills are different according to kinds
of bills, the measurement data of bills include various
variations. Human being can classify the bills correctly
even if they are suffered from those variations such as
rotation and shift. But usual pattern recognition using a
conventional transaction machine cannot give us the
correct classification result under such cases since the
basic method is a pattern matching principle.
Furthermore, the conventional pattern matching
method requires many template patterns for many
kinds of bills, which takes much time and needs much
experience [1].

Recently, neural networks which are based on the
biological mechanism of human brain have been
focussed since they have intelligent pattern recognition
ability [2]. In this paper, we will apply the neural
network approach to classify the bill money under
various conditions by using transaction machines. The
learning vector quatization (LVQ) has been used to
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(new), 50,000 (old), 100,000 (new), 100,000 (old)
Liras with four directions A,B,C, and D where A and B
mean the normal direction and the upside down
direction and C and D mean the reverse version of A
and B. The simulation results show that the proposed
method can produce the excellent classification results.

2. COMPETITIVE NEURAL NETWORKS

We will explain the competitive neural networks that
are used to classify the bill money. The structure of a
LVQ competitive network is shown in Fig. 1. The
input for the LVQ is bill money data where an original
image consists of 128x64 pixels and the input data to
the network is compressed as 64x15 pixels to decrease
the computational load. The output of the network
consists of the Italian Liras of 8 kinds, 1,000, 2,000,
5,000, 10,000, 50,000 (new), 50,000 (old), 100,000
(new), 100,000 (old) Liras with four directions A,B,C,
and D where A and B mean the normal direction and
the upside down direction and C and D mean the
reverse version of A and B.

In the input layer the original bill money data are
applied and all the units at the input layer are
connected to all the neurons at the output layer with
connection weight W ;. W, denotes the connection

weight from the unit j in the input layer to unit i in the
output layer. The output layer will output only one
neuron which is called winner neuron. The winner
neuron is selected as the neuron with the minimum
distance between an input vector and its connection
weight vector. The connection weights W are set by

the random number at the beginning. Here, we set the
mean vector of the cluster plus small random number.
Then the following learning algorithm of the


mailto:omatu@cs.osakafu-u.ac.jp

Output Layer

Category Category

Category

Input  Layer

Fig. 1. Structure of the LVQ networks.

connection weight vector is used.

LVQ algorithm

Step 1. Find the unit c at the output layer which has the
minimum distance from the input data X (t)

Ix) - W, | = i) W

where || || denotes the Euclidean norm and t
denotes the iteration time.

Step 2. If the input X (t) belongs to Category c, then
W (1 +1) =W (1) + a()(X(1) - W, (1))
w;t+)=w,(?), i#c

and if the input X (t) belongs to the other Category j

(j #c¢), then

W (1 +1) =W (1) —a()(X(1) —w,.(1))
w;t+)=w,;(#), i#c

where a(¢) 1is a positive function and denotes learning

rate.

In the usual LVQ «(¢) is given by
t
a(r) = a1 —;)
where (0<a(<1) is a positive and T is a total number

of learning iterations.

The above algorithm for selection of new weight
vector W (t+1) can be explained graphically as

shown in Fig. 2 .
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If c belongsto
the same category asx(t)
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Wedtedory  with W(t)
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We(t+l)  X()

«— | —

Fig.2. Principle of the LVQ algorithm where the right
hand side shows the same category case of X(t) and
Category ¢ and the left hand side denotes the different
category case.

In the above LVQ algorithm, the learning rate (¢)
plays an important role for convergence. To adjust the
parameter, Kohonen has proposed an optimization
method without proof as follows:
(1 =1)

I+s(t-De.(t-1)

where s(t) =1 if X(t) belongs to the same Category c
and s(t)=-1 if X(t) does not belong to the same
Category c. Here, a.(f) denotes the learning rate for

the pattern of Category C. In what follows, we will
prove the above relation. From the learning rule of the
LVQ, we have

W, 1+ 1) = W, (0) + (D), () (X(1) ~ W, (1))
= (1= 5, (W, () + 5O (DX(0)

a.(t) =

and
w () =w. (=D +st-Dea. (-1
(X(t=1) =W, (t-1)
= (1=s(t = D)a (1= HW, (1~ 1)
+s(t—Dea (t—Dx(@-1)

Substituting the latter equation the former one, we have
w.(t+D)=1-s@ea. ()(1-st-Da.(t-1)w_.(t-1)
+8()aOX(1) +s(t—1)a(t=1)(1-s@)at)X(t-1).

We assume that the optimal rate adjusts the effect of

x(t) and x(t-1) equally within the absolute value, that
is,

(1) = (1= s()at () (1 ~1).
Then we have

o (t-1)

1+s(t=e,(t—1)
From the above equation, we can see that the value of
a,(t) become larger than 1 when s(t-1)= - 1, which

a.(t) =



may make the learning algorithm unstable. Thus, we
must fix the a.(f) to a boundary value ¢,when it

becomes larger than 1.

a.(t+)=a, if a.(t+1)>1.
Using the above OLVQI1 algorithm, we will classify
the Italian bills in the following section.

3. PREPROCESSING ALGORITHM

The images obtained by transaction machine, there are
variations such as rotation or shift. Therefore, we must
adjust the images such that the variations may be
reduced as much as possible by using the
preprocessing. The flow char of the preprocessing
procedure is illustrated in Figure 3. In this figure, the
original image with 128x64 pixels are observed at the
transaction machine in which rotation and shit are
included. After correction of these effects, we select a
suitable aria which show the bill image and

compressed as the image with 64x15 pixels to the
neural networks. Although the neural network of the
LVQ type could process any order of the dimension of
the input data, the small size is better to achieve the
fast convergence result. Thus, we have selected the
above size of the image.

original image

(64x128 pixels)

l

S | CO00
() X X
rotation and shift
correction
! N\ > l
%) extraction of
, ! the
| | processing
1 1
Q T OO l
[
input to NN
(15x64 pixels)

. 3. Preprocessing algorithm.

4. ITALIANLIRA CLASSIFICATION

The bills used here are Italian liras, which have 8 kinds
such as 1,000 Liras, 2,000 Liras, 5,000 Liras, 10,000
Liras, new 50,000 Liras, old 50,000 Liras, new
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100,000 Liras, and old 100,000 liras. Those Lira bills
are used at the input of the transaction machine where

O | 0000

0

A direction

[
O

direction

| rrve

LoD

P

000 |

direction

direction

Transfer direction

Fig. 4. Four directions of bill money.

(a) A direction of 1,000Lira

(d) D direction of 1,000 Lira

Fig.5. Image of four directions of 1,000 Lira.
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four directions such as A, B, C, and D appear since
normal direction, reverse direction, and their upside
down directions occur at the input as shown in Fig.4.
The typical images of 1,000 Lira for four directions
are shown in Fig.5. Thus, thirty-two bill images are
one set of the classification pattern of the experiment.
Total number of data sets is 30 and 10 data sets are
used for training of the network and the remaining 20
data sets are used to test the network. In order to
reduce the misclassification, we have set the threshold
value d, such that if d. >dy, unit ¢ is not fired. This
means that if the minimum distance is not less than d,
the input data is not classified. The parameters of the
neural network used here are as follows:
Number of units in the input layer=960
Number of units in the output layer in the initial
state=32 where every 50 iterations the number
has been adjusted.
Total learning timeT=150
a,(0)=05, i=1,-M
Initial values of the weight vectors=mean vectors
for training patterns
dg = min(mc +4.506)
C

After training the neural network, 20 data sets are
tested how well the LVQ network could work. Table 1
denotes the recognition rate in the beginning (t=0),
which means the result by the conventional pattern
matching method. Table 2 shows the number of not
fired numbers at t=0. Tables 3 and 4 show those values
at t=160. We can see the improvement by learning.
Table 5 shows the number of the neuron units at t=160
which are determined by increasing them.

Table 1. Recognition rate (%) at t=0.

Directions
; 100 | 100 | 100 | 100
5,000 100 100 100 100
10,000 100 100 100 100
30,000mew) | 456 | 100 | 100 | 100
50,000(old) 85 | 100 | 80 | 95
100,000(new) 100 | 100 90 100
100,000(old) 100 | 100 | 95 | 90
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Table 2. Not fired rate (%) at t=0.

Directions
e R
, 5 | 10 | 25 | 25
5,000 15 | 20 5 0
10,000 10 | 10 | 10 5
50,000(new) 5 0 20 5
50,000(old) 0 0 0 0
100,000(new) | 0 0 0
100,000(old) 0 5 0 0
Table 3. Recognition rate (%) at t=160.
Directions
, 100 | 100 | 100 | 100
5,000 100 | 100 | 100 | 100
10,000 100 | 100 | 100 | 100
50,000(new) 100 | 100 | 100 | 100
50,000(old) 100 | 100 | 95 | 95
100,000(new) | 465 | 100 | 90 | 100
100,000(old) 100 | 100 | 95 | 90
Table 4. Not fired rate (%) at t=160.
Directions
e B B
, 0 | 10 | 25 | 25
5,000 15 20 5 0
10,000 10 0 0 5
50,000(new) 5 0 0 0
50,000(old) 0 5 0 0
100,000(new) 0 0 0 0
100,00001d) | o | & | 5 |
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(a) 50,000 Lira(new) (b) 50,000 Lira(old)
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(c) 50,000 Lira(new) (d) 50,000 Lira(old)
D direction D direction

Fig. 6. New and old 50,000 Liras.
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()100,000 Lira(old)
A direction

(e) 100,000 Lira(new)
A direction

(9) 100,000 Lira(new) (h) 100,000 Lira(old)
D direction D direction

Fig.7. New and old 100,000 Liras.

From the original image data we can see that
the difference between 50,000 Lira old and new
is slight and the difference between old and
new100, 000 Liras as shown in Figs. 6 and 7.
Therefore, it is rather difficult to recognize them so
perfectly. But in this case the misclassification like old
and new bills within the same values is not serious.
Thus, we have regarded this misclassification as the
correct one. Furthermore, we have introduced the
threshold value to prevent from making the
misclassification. Thus, even if the minimum distance
criterion results in the correct classification, we have
decided these bells are unknown. Without threshold
constraints, we could obtain 100% classification rate.
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Table 5.  Number of units after learning.
Directions
Etil_iim 1,000 ) ) ) )
2,000 2 1 1 1
5,000 1 1 1 1
10,000 | ) ) 1
50,000(new) ) 1 1 ]
50,000(old) 5 1 3 |
100,000(new) 1 1 1 1
100,000(old) | | | |

6. CONCLUSIONS

We have proposed a new classification method of
Italian Liras by using the OLVQI algorithm. The
experimental results show the effectiveness of the
proposed algorithm compared with the conventional
pattern matching method.
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Abstract

An image segmentation is an important subject for
an image recognition. In this paper, we propose a new
image segmentation method for scene images. The
proposed segmentation method classifies images into
several segments without using the Euclidian distance.
We calculate the histograms of the image for each com-
ponent of HSI color space, and obtain three results of
the image segmentation from each histogram. We con-
sider the achromatic colors to decrease the number of
regions. We compare the results of the proposed and
the k-means methods for the effectiveness of the pro-
posed method.

Keywords: Scene image, Image segmentation,
HSI color space, Achromatic color

1 Introduction

An image recognition is one of the most impor-
tant techniques in robotics and image retrieval. How-
ever, the image recognition technique is not complete
and is in study phase. An image segmentation is
a very important subject for the image recognition.
O The k-means method[l] is one of the most well-
known clustering methods. 0 However, the number
of clusters and the initial values must be decided in
the method. O The k-means application[2],[3] and the
ISODATA[4],[5] have been proposed in order to over-
come the problems. 0 The Euclidian distance have
been applied by the traditional methods in order to
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represent a difference between colors. The Euclidean
distance does not always correspond to the difference
between colors in human eyes. In the [7], HSI color
space is divided into 9 regions by thresholds previously.
Images are segmented by the 9 regions. However the
thresholds differ from image to image.

We propose a new image segmentation method for
scene images. The proposed method segments images
without using the Euclidian distance.

2 The problems of the conventional
methods

The problems of the conventional methods[1]-[6] are
shown in the follows.

1. The parameters optimization

2. The Euclidian distance

At first, we discuss the parameters. In the case of
the k-means method, the most important parameter
is the number of clusters. It is difficult to decide the
number of clusters in our study. Setting of the initial
value is also one of the papameter problems. Though,
[5] has overcome the parameter problems, the number
of parameters has increased.

Next, we discuss the Euclidian distance. The Eu-
clidian distance is very useful, since we can translate
multi-dimensional points into one-dimension. There-
fore, it is also used as the indicator of a differ-
ence between colors in the image processing. The
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Fig. 1: An example of the Euclidian distance problem

Euclidean distance does not always correspond to
a difference between colors by human eyes. For
example, we give three colors whose RGB values
are (92,172,203), (143,196,217) and (100,148,153) as
Fig.1. The Euclidian distances between (92,172,203)
and (143,196,217) and between (92,172,203) and
(100,148,153) are 58.1 and 56.0, respectively. In the
human visual sence, however, the distance between
(92,172,203) and (143,196,217) is shoter than the dis-
tance between (92,172,203) and (100,148,153). There-
fore, it is not effective that the Euclidian distance is
applied to the difference of colors.

3 The proposed method

We propose the new image segmentation method
to overcome the problem. The proposed method seg-
ments images without using the Euclidian distance.
The process of the proposed method is as follows. At
first, we transform image information from RGB to
HSI (hue, saturation and intensity), since HSI color
space is close to a human visual sense and the com-
ponents of HSI are the high independent components.
Human pays attention to not only a pixel but also pix-
els around it, when he sees an image. To reflect the
human characteristics, the moving average method is
used. We calculate the histograms of the image for
each component, and obtain three results of the im-
age segmentation from each histogram. The cluster-
ing is to decide the boundaries among the classes on
the histograms. The boundary is decided by maximiz-
ing between-class variance. In the proposed method,
the boundaries are decided at a valley between peaks
in a waveform of a histogram. One or more bound-
aries are obtained by iterating the same process un-
til a maximum value of between-class variance is less
than a threshold. The final segmentation result is ob-
tained by the AND operation from three clustering re-
sults. However, the simple AND operation may result
in many regions, since the simple AND operation does
not consider the achromatic colors. In our research, we
obtain the final segmentation results by AND opera-
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Fig. 2: An original image

tion with the consideration of the achromatic colors,
which have low intensity or low saturation values. In
the former, only the result of the intensity is reflected
to the final result. In the later, the results of the in-
tensity and saturation are reflected to the final result.
We describe the details of the processes in follows.
3.1 The moving average method

Human pays attention to not only a pixel but also
pixels around it, when he sees an image. For example,
when a target pixel color differs from colors of pixels
around it, human understands it as a noise. To reflect
the human characteristics, the moving average method
is used. The moving average is the method that a
value of a pixel (i,j) is converted into an average value
of pixels around it. In this paper, the filter size of the
method is defined as 5 x 5. The value of target pixel
using the method is defined as g¢(i, j), which is given
by

o)=Y 3 e St kit ()

k=—21=—2

where, f(i,j) is the value of target pixel in the original
image. In this paper, although the method is used for
the intensity and the saturation values, the method is
not used for the hue. Figure 3 shows the histograms of
Fig.2, and Fig.4 shows the histograms using the mov-
ing average method. From the figures, it is found that
noises are removed by the moving average method.

3.2 The clustering processing
The clustering method in this paper is to decide

the boundaries among the classes on the histograms.
A boundary is decided by maximizing between-class
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Fig. 4: Histograms using the moving average method

variance. In the proposed method, the boundaries are
decided at a valley between peaks in a waveform of
a histogram. One or more boundaries are obtained
by iterating the same process until a maximum value
of between-class variance becomes less than a thresh-
old. The between-class variance when a histogram is
devided into two classes at a boundary i is given by

op(i) = wi (Dwz (i) (M1 (i) — Ma(i))? (2)

where, w; and ws mean the number of pixels in class
1 or 2 respectively, and M; and M> mean averages in
class 1 or 2 respectively. Therefore, the boundary is
given as

t = argmax op(i) (3)
The process is iterated until o (i) becomes a smaller
value than a threshold.

3.3 The AND operetion

The final segmentation result is obtained by the
AND operation from three clustering results. Figure
5 shows an example of the AND operation. However,
the simple AND operation may result in many regions
obtained, since the simple AND operation does not
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Fig. 5: An example of the AND operation

consider the achromatic colors. In this paper, we ob-
tain the final segmentation results by AND operation
with considering the achromatic colors. The regions
of the achromatic colors are defined as the follows.

1. The region including low saturation pixels
2. The region including low intensity pixels

The reason of the (1) which is mentioned above is that
the achromatic color is not vivid simply. However,
the (1) does not cover all the achromatic colors. For
example, the color whose RGB value is (0,0,1) does
not satisfy the (1) despite being an achromatic color
clearly. The calculating formula of the saturation in
this paper is given by

g max(r, g,b) — min(r, g, b)

max(r, g, b) )
Therefore, the saturation of the color is 1. The achro-
matic color condition is not only (1) but also (2).

The process of the AND operation with considering
the achromatic colors is discribed in the follows. First,
we check if a region satisfies (2). If so, the results of
the saturation and the hue are not reflected to the
final region. If not, we check if a region satisfies (1).
If so, the results of the intensity and the saturation
are reflected to the final region. If not, we use the
all results to the final region. In this paper, the (1)’s
condition is the region including even one pixel whose
saturation is less than 25, and the (2)’s condition is
the region including even one pixel whose intensity is
less than 50.

4 Computer simulation

In order to effectiveness of the proposed method,
we simulate the proposed and the k-means (Method
1, Method 2) methods by several scene images. The
parameters at end conditions and the number of clus-
ters in the simulation of Fig.2 are shown in Table 1.

In the Method 1, the Euclidian distance between

a center of a cluster (H,S,I) and a point (H,S,I) is
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Table 1: The end conditions of the clustering and the
number of clusters

H S I
Threshold 1000 490 450
The number of clusters 2 2 4

(b) k-meanstd Method 10 (c) k-meansd Method 20

Fig. 6: The image segmentation results of Fig.2

given as

D= {(—I_COS(QH_H)> +(S—S)2+(I—I)2}2
(5)

In the Method 2, we compare the clustering method
of this paper with the k-means method. The distances
are given as

Dy = |H—H| (lf Dy > w,then DHZQW—DH)
Ds =55
Dy =|I -1 (6)

The image segmentation results using each method are
shown in Fig.6.

We compare the results of the proposed method and
Method 1. The result of the proposed method is bet-
ter than the result of Method 1 clearly. For example,
in Method 1 the sea and the sky are the same region,
and in the proposed method the sea and the sky are
different regions. As the results of comparing the pro-
posed method with Method 2, the proposed is similar
to Method 2. However, the proposed method is more
convenient than Method 2, since we must set the num-
ber of clusters in Method 2.
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5 Conclusion

We have proposed the new image segmentation
method. We have solve the problems of the param-
eters and the Fuclidian distance using the proposed
method, and have been reflected the characters of hu-
man visual sense. In order to show the effectiveness of
the proposed method, we have segmented the several
scene images. As the result of the simulation, We can
show the proposed method.

In future work we will propose a image recognition
method using the image segmentation method.
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Abstract

We have analyzed the regions of scene images for
the image recognition. At first, the segmentation
method which we have proposed classifies images into
several segments without using the Euclidian distance.
We need several features to recognize regions, but they
are different between chromatic and achromatic col-
ors. Regions are divided into three categories (black,
achromatic, chromatic). In this paper, we focus on the
achromatic category, the several features of the regions
in the achromatic category are calcurated and plotted.
Keywords: Scene image, Image recognition,
Image segmentation, Chromatic color, Achro-
matic color

1 Introduction

Recently, enormous image data exist on the world
wide web by the rapid development of the Inter-
net. Therefore, it is difficult to obtain only re-
quested images on the web. There have been sev-
eral methods for the image search. They are classi-
fied into three kinds; keyword search, similarity-based
image retrieval, and browsing search. In the key-
word search method, requested images are retrieved
by using a database such as Google searching sys-
tem which is constructed by images and keywords.
Using the searching method, only requested images
are not always obtained, since they are based on the
file name searching. In the similarity-based image re-
trieval method, requested images are drawn by selec-
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tion of sample images [1],[2],[5],[6]. However, users
have taken many tasks for selecting or drawing a re-
quested image. The browsing search method is an in-
teractive method. The method takes much time to
search images. Therefore, we focus on searching the
keyword from an image. Once the database is con-
structed, the system enables us to search images by
keywords which are desired by users. Some extrac-
tion methods [3],[4] by using location information have
been proposed. Since they depend on specific images,
it is difficult to construct a database.

In this paper, we propose a method to extract key-
words from images automatically. The method enables
us to add the keywords to the database. The object
images in this paper are only scene images. The im-
ages are segmented into some regions in order to spec-
ify a keyword for the region of the image by the method
which we have proposed. In this paper, we propose the
region recognition method by using the image segmen-
tation method which we proposed. In the proposed
method of image segmentation, an achromatic color is
considered. Since, features of colors are different be-
tween chromatic and achromatic colors. Therefore, we
classify roughly regions into the chromatic and achro-
matic colors.

2 The image segmentation method
We segment the images for the region recognition.

The conventional methods[7]-[11] have been proposed,
but they have used the Euclidian distance. We have
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(b) The image

An original i .
(a) An original image segmentation result

Fig. 1: An image segmentation result by the proposed
method

proposed the new image segmentation method. The
proposed method segments images without using the
Euclidian distance, since the Euclidean distance does
not always correspond to the difference between colors
in human eyes. The process of the proposed method
is as follows.

At first, we transform image information from RGB
to HSI (hue, saturation and intensity), since HSI color
space is close to a human visual sense and the com-
ponents of HSI are the high independent components.
Human pays attention to not only a pixel but also pix-
els around it, when he sees an image. To reflect the
human characteristics, the moving average method is
used. We calculate the histograms of the image for
each component, and obtain three results of the im-
age segmentation from each histogram. The clustering
is to decide the boundaries among the classes on the
histograms. The boundary is decided by maximizing
between-class variance. The method is that a bound-
ary is decided at a valley between peaks in a waveform
of a histogram. One or more boundaries are obtained
by iterating the same process until a maximum value of
between-class variance is less than a threshold. The fi-
nal segmentation result is obtained by the AND opera-
tion from three clustering results. However, the simple
AND operation may result in many regions obtained,
since the simple AND operation does not consider the
achromatic colors. In our research, we obtain the final
segmentation results by AND operation with the con-
sideration of the achromatic colors. The achromatic
colors have low intensity or low saturation values. In
the former, only the result of the intensity is reflected
to the final result. In the later, the results of the in-
tensity and saturation are reflected to the final result.
A result of the image segmentaiton method is shown
in Fig.1
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3 Features distribution of the regions

The regions which are obtained by using the image
segmentation method are recognized. We need several
features to recognize regions, but these are different
between chromatic and achromatic colors. As regions
are divided into the black, achromatic and chromatic
categories in the image segmentation phase, we divide
regions into three categories in the recognition phase.

In this paper, we recognize the regions in chro-
matic category. The main regions in the category are
”Cloud”, ”Sky” and ”Snow”. In the category, the ef-
fective color feature is only intensity. The average and
the standard deviation of the regions are calculated,
and distributions of the features are checked. The en-
ergy and the homogeneity which are obtained from
gray-level co-occurrence matrix are also calculated and
checked. P(i, j|d, @) denotes the (i,j)th element of a co-
occurence matrix, where d is a distance,  is an angle.
The energy E(d,#) and the homogeneity H(d,#) are
given as follows.

B(d,9) = \/Z S P2 i1d.0)

(1)

zy|d9

Z:z:1+ (i—j)?

The results are shown in Fig.3.

From Fig.3, The average is effective for recognizing
the regions. However the standard deviation and the
features from the gray level co-occurrence matrix are
not effective. From Fig.2(b), it is found that the value
of intensity is different among the regions. Therefore,
the average is effective. However, the reason why the
standard deviation is not different among the regions is
that the differences between the average of the region
and the value of intensity are not large. The reason
why the texture features are not different among the
region is the same as above.

(2)

4 Conclusion

In this paper, we have analyzed the features of the
regions for the image recognition. At first, regions
have been obtained by using the image segmentation
method which we had proposed. The regions have
been divided into three categories. The features of re-
gions in the achromatic category have been calculated
and plotted. From the results, we must obtain new
features.
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(a)Regions of the black category

(c)Regions of the chromatic category

Fig. 2: Regions examples of the three categories
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Abstract

We propose an information filtering system based
on a probablistic model. We have an assumption that
a document is generated according to a probability dis-
tribution and regard a document as a sample drawn
according to the distribution. In this paper, we adopt
multinomial distribution and represent a document as
probabilitiy which has random values as words in the
document. When an information filtering system se-
lects information, it uses a similarity between a user
profile and a document. Since our proposed sytem
is constructed under the probalistic model, the simi-
larity is defined using Kullback-Leibler divergence. To
create the user profile, we must optimize the Kullback-
Leibler divergence. Since Kullback-Leibler divergence
is non-linear function, we use a genetic algorithm to
optimize it. We carry out experiments and confirm
effectiveness of the propsed method.

Keyword: Information Filtering, Genetic Algo-
rithm, Kullback Leibler Divergence

1 Introduction

Users can have access to vast store of information
through the Internet recently, as the Internet becomes
widespread. When they search information they de-
sire with search engines, they get a lot of search re-
sults and hardly find ones they desire truly. To cope
with this situation, many researchers have paid atten-
tion to developing information filtering systems. The
information filtering systems automatically select in-
formation depending on user’s interests (user profile).
To select information correctly, the systems must cre-
ate the user profile which represents user’s interests
exactly.

Many researchers pay attention to studying a prob-
ablistic model of documents. This model is different
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from vector space model (VSM) which is used in many
information retirieval systems. In the VSM, docu-
ments are described as vectors using term frequency
and document frequency. On the other hand, douc-
ments are described as a probability distribution in
the probabilistic model. This causes improving infor-
mation filtering systems.

In this paper, we propose an information filtering
system based on a probablistic model. A similarity
between a user profile and a document is defined us-
ing Kullback-Leibler divergence (KL divergence). The
KL divergence is a measure which represents a simi-
larity between two probability distributions. Since the
KL divergence is non-linear, a GA explores the user
profile. Since our aim is to improve an information
filtering system, we discuss effectiveness of a proposed
mnethod in the viewpoint of selection ability.

2 Previous work

An information filtering system selects information
depending on user’s interests. Hence, it is important
for the system to keep user’s interests (user profile)
exactly. To make the user profile, information retrieval
techniques, pattern recognition and machine learning
are used.

To deal with documents on computers, VSM and
relevance feedback are reported by Salton et al[l]. In
the VSM all documents are represented as vectors and
a distance between documents is defined using an inner
produce between the documents. To clear up user’s
interest in the VSM, relevance feedback is used.

A probabilistic approache is reported to enrich a
document vector[3]. In this approache, we assume doc-
uments are generated from an unknow distribution.
Hence, our aim is to identify the unknown disribution.
In the probabilistic model, the distribution is regarded
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as a binomial distribution or a multinomial distribu-
tion.

A GA is an algorithm which simulates biological
evolution and is proposed by Holland[2]. The GA is
often applied to combinational optimization problems
and can optimize a non-linear function.

3 Methodology

In this section we explain key concepts of a pro-
posed mnethod. They are a probablistic model, a sim-
ilarity using Kullback-Leibler divergence and a GA.

3.1 Probabilistic Model

In a probabilistic model it is assumed that that a
document is generated from an unknown probability
distribution. Hence, a main aim is to identify the un-
known distribution from sample documents. In proba-
bilistic information retrieval, the unknow distribution
is restrictive. For example, we assume that the dis-
tribution is a binomial distribution or a multinomial
distribution. In this paper, we adopt the assumption
that the distirbution is a multinomial distribution.

The multinomial distribution is represented below.

P
1_.[1 lnl }_11:

where X; is a random variable, p; is a probability of
the ith random variable X;, n; is a frequency of X;
and n is a sum of n;. Since a document is generated
from the multinomial distribution in this paper, we es-
timate p; in Equation(1) using a maximum likelihood
estimate method. THe maximum likelihood estimate
is calculated below.

P?"(Xlz’/ll, sznk

Uz
Pi = —
n

(2)

We estimate one multinomial distribution from one
document and consider the distribution represents the
document. We define a user profile as a probability
distribution, too . However, we do not assume that
the user profile is any probability distribution.

3.2 Similarity using Kullback-Leibler di-
vergence

As noted above, we express a probabilistic model
and represented a document as a multinomial distri-
bution. To use the probabilistic model in information
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filtering, we must define a distance between a user pro-
file and a document. Since the distance denote a sim-
ilarity between the user profile and the document, we
propose Kullback- Leibler divergence (KL divegence)
to calculate the distance. The KL divergence is a di-
vergence to compare two probability distributions and
is defined as below.

ZQk 109—

where ¢ and py are probabilities of kth word in proba-
bility distributions of ¢ and p. The KL divergence does
not become negative. If two distributions is same, KL
divergence is 0.

As the user profile represents user’s interest, it is
close to the document vector of an interesting docu-
ment and far from the one of an uninteresting docu-
ment. Recommending documents according to user’s
interest, our proposed mnethod selects documents de-
pending on the similarity calculated between a user
profile and a document.

3)

Div(pr|lqr) =

3.3 Genetic Algorithm

We make a user profile using a GA since to make the
user profile is to find the vector which maximizes the
similarity between a gene and an interesting document
vector and minimizes the similarity between a gene
and an uninteresting document vector. In the GA, a
gene represents the user profile and is a real valued
vector.

To carry out a GA, a fitness function must be de-
fined. The fitness function is

F, = Z Div(geney||doc;) —
D;erl

Z Div(geney||doc;)
D;eU
(4)

where Div(geney||doc;) is the KL divergence between
a document vector for D; and the kth gene, I is a set of
interesting documents and U is a set of uninteresting
documents.

Our crossover is unimodal normal distribution
crossover (UNDX) proposed by Ono et al [4]. The
UNDX is one of crossover techniques implemented for
a real-coded GA and explores a search space depend-
ing on a distribution of genes. Pseudocode for the GA
is shown in Figuer 1.

4 Experiment

In this section, we describe a test collection, simu-
lation setting and results.
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-Select two genes as survivors from all child genes.

Figure 1: The GA algorithm.

4.1 Data

To evaluate a proposed method, we use NTCIR2
test collection which consists of many evaluated doc-
uments. In the NTCIR2, many tasks, for example
queries on information retrieval, homesickness syn-
droand and singular point, are prepared. In each task,
a document has a label which denotes whether it is
relevant or not.

In this experiment, we regard relevant documents
as interesting documents and make a user profile. We
pick up 14 tasks which have more than 20 relevant
documents and use them as experiment tasks. Since a
GA is a probabilistic optimizing method, we carry out
10 trials per one task. Traning documents consist of
100 documents drawn at random from all documents
and test data consist of the other documents. Each
trial uses different training data and test data. In
Table 1, we show the number of all documents, all
relevant documents and average relevant documents
in one trial.

4.2 Simulation and Result

To discuss our proposed mnethod, we compare it
with relevance feedback. The relevance feedback is
used in the VSM and uses an innar product as a sim-
ilarity between a user profile and a document. The
similarity calculated with an inner product is defined
below.

(5)

where sim; is a similarity between a user profile and
the ith document, doc; is a document vector of the ith
document Doc; and - denotes an inner product. The
document vector is calculated using tf-idf in the rele-
vance feedback. In a comparative experiment, traning
data is the same data as in our proposed mnethod.

sim; = profile - doc;
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Table 1: The tasks used in the experiment.

Task No. | all | relevant | relevant/trial
108 371 64 19.0
109 453 21 3.9
110 624 34 5.0
111 540 40 7.2
114 616 20 3.1
115 931 94 9.6
119 387 20 4.6
121 501 63 11.4
126 279 22 6.8
132 210 22 11.2
138 253 24 10.6
139 386 142 39.0
140 309 23 7.7
147 591 80 13.1

Table 2: The Parameters of GA.
population | Generations | Crossover | « Jé]

5000 50000 20 0.5 ] 0.35

The relevance feedback is defined below.

profile = a Z doc; — b Z doc;

D;er D;eU

(6)

where both a and b are arbitrary positive numbers.
We decide both a and b using leave-one-out.

Since our proposed mnethod uses a GA, the param-
eters of the GA for two methods are shown in Table
2. The GA needs more population and generationsto
explore wide search space.

In Table 3, 11-point average precision is shown. The
11-point average precision is calculated with 11 preci-
sion on 11 recall levels.

4.3 Discussion

In Table 3, we realize that our proposed mnethod is
superior to relevance feedback in 9 tasks. However, in
the other 5 tasks, relevance feedback is superior to the
proposed mnethod. We discuss this 5 tasks in detail
especially.

Since a genetic algorithm is probabilistic method,
the proposed mnethod depends on various conditions
(initial genes, generation of child genes and selection).
Hence, we discuss a difference of 11-point average pre-
cision using t-test. The t-test is a statistical method
to consider whether this difference is significant. In
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Table 3: The 11-point average precision.

Task No. | KL divergence(fixr) | cosine(ficos)
108 0.342 0.282
109 0.189 0.100
110 0.170 0.076
111 0.164 0.188
114 0.152 0.085
115 0.261 0.169
119 0.174 0.087
121 0.390 0.281
126 0.112 0.287
132 0.206 0.208
138 0.609 0.641
139 0.807 0.772
140 0.207 0.192
147 0.357 0.376

this case a null hypothesis Hy is pxr = pcos where
[x 1 18 an expectation of 11-point average precision for
the proposing method and pcog is an expectation of
11-point average precision for the relevance feedback.
First, the difference of the 11-point average precisions
is transformed with next formula in each task.

fxL — ficos

1 1

NKL ncos

t=

(7)

S

where s is standard deviation of 11-point average pre-
cigions for all trials, ngy, is the number of 11-point av-
erage precision for the proposing method (ngr = 10)
and ncogs is the number of 11-point average precision
for the relevance feedback (ncos = 10). Since we
adopt the level of significance of 5% in this t-test, ¢
becomes 2.101. When ¢ is more than 2.101, the null
hypothesis Hy is rejected. In table 4, we show the re-
sult of t-test. When a value of relevance feedback is
bigger, the t is underlined.

In Table 4, we find that in 6 tasks the proposed
mnethod is superior to the relevance feedback in the
view of t-test and in one task inferior.

5 Conclusion

In this paper, we proposed information filtering us-
ing a probabilistic model. We introduced a multino-
mial distribution to express documents and KL diver-
gence to calculate a similarity between a user profile
and a document. We confirmed that the proposed
mnethod is superior to relevance feedback in some
tasks with significance test.
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Table 4: The result of ¢-test.

Task No. t

108 2.937
109 2.329
110 3.599
111 1.198
114 1.942
115 3.809
119 2.667
121 2.765
126 3.547
132 0.064
138 0.664
139 2.020
140 0.430
147 0.530

We will apply this proposed mnethod to other sit-
uations and evaluate the proposed mnethod in detail.
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Abstract

We propose a method which modifies a user pro-
file (user’s interests) using a genetic algorithm (GA).
In information filtering, a method which constructs
linear function using cosine distance, for example rel-
evance feedback is often used. This discriminant lin-
ear function represents a hyperplain in vector space
model (VSM). We focus on the classification hyper-
plane in the VSM and discuss a selection method of
the most optimal hyperplane. Our aim is to make a
selection criterion based on the above discussion. To
decide the hyperplain which satisfies the criterion, we
explore search space using a GA. Finally we describe
experiments to evaluate a proposed method and dis-
cuss effectiveness of it.

Information filtering, Genetic Algorithm

1 Introduction

Users can have access to vast store of information
through the Internet recently, as the Internet becomes
widespread. When they search information they de-
sire with search engines, they get a lot of search results
and hardly find ones they desire. To cope with this sit-
uation, many researchers have paid attention to devel-
oping information filtering systems. The information
filtering systems automatically select information de-
pending on user’s interests (user profile). To select
information correctly, the systems must keep appro-
priate user’s interests.

In this paper, we propose a method which modi-
fies a user profile using a genetic algorithm (GA). To
make the user profile is to decide a hyperplain in vec-
tor space model (SVM). There are many hyperplains
which can separate training data according to their la-
bels. Hence, we introduce a new criterion which can
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select many documents correctly and maximize a dis-
tance between the hyperplain and each training data.
We use the GA to make the user profile which satisfies
the criterion.

To evaluate our proposed method, we carry out an
expriment and discuss effectiveness of the criterion in
the view of selection ability.

2 Previous work

The proposing system counsists of an information
filtering and a GA to create user profile. We describe
related works in detail.

An information filtering system is a system which
selects information depending on user’s interests. A
content-based filtering system[1] chooses information
analyzing a content of information. The content-based
filtering system generally selects texts. A social fil-
tering system|[2] is a system which selects information
using the relationship between a user and an informa-
tion creator. Since social information is used without
analyzing a content of information, the systems can
be expanded to a systems which deal with non-text
data. A collaborative filtering system[3] is a system
which selects information depending on ratings voted
by many other users. The system calculates a similar-
ity among users and recommends information which
other users who have the same interests are interested
in. The system is applied to texts, graphical data,
music and so on.

A GA is an algorithm which simulates biological
evolution and is proposed by Holland[4]. The GA is
often applied to combinational optimization problems.
NewT|[5] is an information filtering system using a GA.



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

3 Methodology

In this section, we explain key concepts of a pro-
posed method. They are a problem setting, VSM and
a GA.

3.1 Problem setting

We consider a linear discriminant function without
a threshold and training data without noise in a classi-
fication problem. Then the discriminant function rep-
resents a hyperplain and weights of the discriminant
function represents a normal vector. The normal vec-
tors form a hypersphere in VSM. The normal vectors
which can select training data are correctly included
in a part of the hypersphere. Hence, to decide the
optimal discriminant function, we must select one of
the normal vectors included in the part of hypersphere
using a criterion.

We introduce a criterion to select one of discrim-
inant functions which select training data correctly.
Using the criterion, we focus on the nearest trainig
data from the hyperplain and select the hyperplain
maximizing a distance between the hyperplain and the
training data. To make discriminant function (user
profile), this criterion is applied to a fitness function
of a GA.

3.2 Vector Space Model

In VSM, documents written with natural language
is represented as vectors to deal with them on com-
puters. The vector is called a document vector below.
An element of the document vector denotes a word
included in a document and is calculated by TF-IDF.

- - N
wt =tf: log— 1
5 =tf; log i 1)
where w? is a weight of the jth term T} in ith docu-
ment Doc;, t f} is a term frequency of T; in Doc;, df; is
a document frequency of T and N is the total number
of documents.

In the VSM, a similarity between two documents
can be defined by a distance between them. The dis-
tance is generally calculated by an inner product.

sim; = profile - doc;

(2)

where sim; is a similarity between a user profile and
a document, doc; is a document vector of the 7th doc-
ument Doc; and - denotes an inner product.

In this paper, a user profile, which represents user’s
interest, is the same vector as a document vector. As
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Given initial genes at random. For ¢t =0,---,T":
-Select two genes as parents.
-Forn=40,---,N

-Produce two child genes using UNDX.
Ci=m+z1e1+ ) ,_o2k€k
Co=m-—zie1 — ) ,_, €k

m = (PlJQer)
21 ~ N(0,0%), zr ~ N(0,03)

o1 =ady, o9 = 2
_ (P1—=P3)

€1 = 15, —p.p € L (i #J)
-Select two genes as survivors from all child genes.

Figure 1: The GA algorithm.

the user profile represents user’s interest, it is close
to document vectors of interesting documents and far
from ones of an uninteresting documents. Recom-
mending documents according to user’s interest, our
proposed method selects a document depending on the
similarity between the user profile and the document.

3.3 Genetic Algorithm

We make a user profile using a GA since to make
the user profile is to find a vector which maximizes a
similarity between a gene and an interesting document
vector and minimizes a similarity between a gene and
an uninteresting document vector. In the GA, a gene
represents the user profile and is a real valued vector.

To carry out a GA, a fitness function must be de-
fined. The fitness function is

3)

Fy. = |D¢| + min sim; — min sim;
D;el D;e

where |- | is the number of elements in a set, D, is a set
of documents selected correctly, I is a set of interesting
documents and U is a set of uninteresting documents.
The first term in Equation 3 denotes ability to select
documents correctly, the other terms denote distances
between a hyperplain and a document. This fitness
function denotes that the fitness value becomes a max-
imum value when a gene selects documents according
to their ratings.

Our crossover is unimodal normal distribution
crossover (UNDX) proposed by Ono et al [6]. The
UNDX is one of crossover techniques implemented for
a real-coded GA and explores a search space depend-
ing on a distribution of genes. Pseudocode for the GA
is shown in Figure 1.
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Table 1: The tasks used in the experiment.

Task No. | all | relevant | relevant/trial
108 371 64 16.1
109 453 21 3.8
110 624 34 6.3
111 540 40 7.5
114 616 20 3.1
115 931 94 9.3
119 387 20 4.9
121 501 63 11.9
126 279 22 7.7
132 210 22 10.5
138 253 24 9.0
139 386 142 36.7
140 309 23 6.6
147 591 80 14.6

4 Experiment
4.1 Data

To evaluate a proposed method, we use NTCIR2
test collection which consists of many evaluated doc-
uments. In the NTCIR2, many tasks, for example
queries on information retrieval, homesickness syn-
droand and singular point, are prepared. In each task,
a document has a label which denotes whether it is
relevant or not.

In this experiment, we regard relevant documents
as interesting documents and make a user profile. We
pick up 14 tasks which have more than 20 relevant
documents and use them as experiment tasks. Since a
GA is probabilistic optimizing method, we carry out
10 trials per one task. Traning documents consist of
100 documents drawn at random from all documents
and test data consist of the other documents. Each
trial uses different training data and test data. In
Table 1, we show the number of all documents, all
relevant documents and average relevant documents
in one trial.

4.2 Simulation and Result

To discuss our proposed method, we compare it
with relevance feedback. The relevance feedback is
used in the VSM and uses an innar product as a sim-
ilarity between a user profile and a document. The
relevance feedback is defined below.

profile = a Z doc; — b Z doc;

D;erl DjEU

(4)
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Table 2: The Parameters of GA.
population | Generations | Crossover | « Jé]

5000 50000 20 0.5 | 0.35

Table 3: The 11-point average precision.

Task No. | GA(iga) | cosine(ficos)
108 0.283 0.287
109 0.235 0.126
110 0.121 0.065
111 0.166 0.188
114 0.157 0.120
115 0.225 0.174
119 0.254 0.084
121 0.300 0.313
126 0.257 0.290
132 0.240 0.176
138 0.737 0.592
139 0.618 0.760
140 0.309 0.246
147 0.336 0.339

where both a and b are arbitrary positive numbers.
We decide both a and b using leave-one-out.

Since our proposed method uses a GA, the param-
eters of theGA for two methods are shown in Table 2.
The GA needs more population and generations than
usual to explore wide search space.

In Table 3, 11-point average precision is shown. The
11-point average precision is calculated with 11 preci-
sion on 11 recall levels.

4.3 Discussion

In Table 3, we realize that our proposed method is
superior to relevance feedback in 8 tasks. However, in
the other 6 tasks, relevance feedback is superior to the
proposed method. We discuss this 6 tasks in detail
especially.

Since a genetic algorithm is probabilistic method,
the proposed method depends on various conditions
(initial genes, generation of child genes and selection).
Hence, we discuss a difference of 11-point average pre-
cision using t-test. The t-test is a statistical method to
consider whether this difference is significant or not.
In this case a null hypothesis Hy is uga = ptcos where
[hG A 18 an expectation of 11-point average precision for
the proposing method and pcog is an expectation of
11-point average precision for the relevance feedback.
First, the difference of the 11-point average precisions
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Table 4: The result of ¢t-test.

Task No. t

108 0.208
109 2.627
110 2.545
111 1.008
114 1.088
115 2.443
119 3.176
121 0.684
126 0.883
132 1.724
138 2.703
139 3.463
140 1.418
147 0.096

is transformed with next formula in each task.

ftaa — flcos
1 4 1
naGa ncoes

t =

(5)

where s is standard deviation of all 11-point aver-
age precisions for all trials, nga is the number of
11-point average precision for the proposing method
(nga = 10) and neog is the number of 11-point aver-
age precision for the relevance feedback (ncos = 10).
Since we adopt the level of significance of 5% in this ¢-
test, t becomes 2.101. When ¢ is more than 2.101, the
null hypothesis Hy is rejected. In table 4 we show the
result of t-test. When a value of relevance feedback is
bigger, the t is underlined.

In Table 4, we find that in 5 tasks the proposed
method is superior to the relevance feedback in the
view of t-test and in one task inferior.

5 Conclusion

In this paper, we proposed information filtering us-
ing a GA. We introduced a new criterion which re-
gards a distance between a discriminant hyperplain
and training data. We confirmed that the proposed
method was superior to relevance feedback in some
tasks with significance test.

We will apply this proposed method to other situ-
ations and evaluate the proposed method in detail.
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Abstract

We propose an information filtering system using
Singular Value Decomposition(SVD) and Independent
Component Analysis (ICA). The number of the inde-
pendent components to estimate increases as the num-
ber of documents increases. Therefore, ICA requires
much calculation amount according to it. When ICA
is applied to documents, it is considerd that topics in-
cluded in the documents are obtaied. However, it is
difficult to clearly recognize the meaning of topics ob-
tained by ICA. To solve these problem, before apply-
ing ICA, we transform the documents with SVD. Us-
ing SVD, we expects accuracy of the topic extraction
becomes better and effects a user profile well. Then,
in our proposed method, we map the document vec-
tors into topic space. We create the user profile from
transformed documents with Genetic Algorithm. Fi-
nally, we recommend documents by the user profile
and evaluate accuracy by 11-point average precision.
We carry out an experiment to confirm advantage of
the poposed method.

Keywords: Independent Component Analy-
sis, Singular Value Decomposition, Information
Filtering System, User Profile

1 Introduction

As information technologies have been advanced, a
plenty of information are served in the Internet. It
has been difficult to find what we demand from large
amount of information by existing retrieval systems
since we cannot express our query exactly. A lot of re-
searchers pay attention to developing information re-
trieval systems which automatically select the infor-
mation depending on our interests.

The information retrieval systems with user’s in-
terests have been studied. For example, there are
ranking methods that sort information depending on
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the user’s interests and filtering systems which se-
lect the information depending on the user’s inter-
ests. It is reported the method such as Latent Se-
mantic Analysis(LSA)[1]. LSA is the method which
chooses axes to focuse on the variance and cuts off
noise. In LSA, Singular Value Decompositon(SVD) is
often used to search the axes.

We search the axes from the viewpoint of indepen-
dence instead of variance. Independent Component
Analysis(ICA) is the method to find the axes depend-
ing on the independene. ICA is recently used for signal
processing, image processing and so on. It has been
already reported that we can obtain topics included
in the documents on applying ICA to documents[2][3].
We use the topics for transformation of document vec-
tors and improve recommendation accuracy of docu-
ments.

However, it is difficult to clearly understand mean-
ing of some topics obtained by ICA. This is why input
documents includes some noise. Hence, we use SVD
to cut off the noise. It is reported to use SVD before
applying ICA, for the accuracy of topic extraction to
become better[4].

In this paper, we combine denoising by SVD and
topic extraction by ICA to improve the user profile.
Then we map the document vectors into the space
which consists of the topics and construct the user
profile with the transformed document vectors by GA.
Finally, to confirm the proposed method, we carry out
an experiment on test collection (NTCIR2[5]). In ad-
dition, we discuss about the topics obtaind by this
algorithm.

2 Our proposed method

In this chapter, we explain a user profile, ICA and
SVD.
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2.1 TUser Profile

A document vector is a row vector whose elements
are weights of words in a document. When the number
of words is n and the weight for the ith word is wj,
the document vector z is denoted as

W2

where [-]7 means transportation.

A user profile is also denoted by a row vector whose
elements are weights of words like a document vec-
tor. In the user profile, interesting words need to
have large weights and uninteresting ones need to have
small weights. We construct the user profile using Ge-
netic Algorithm(GA). In order to create a user profile
which fulfills the conditions mentioned above, the fit-
ness function of GA is defined as

f = ZO&Z‘GTDi (2)

where G means a gene, D; means a document and «;
is a coefficient for each document.

2.2 Abstract of SVD

SVD is a method to look for an axis of large vari-
ance. It is reported that when SVD is applied to doc-
uments, we can analysis the word cooccurrence[l].

Now, we assume that m document vectors denoted
as r1,To, -, T, and a document vector matrix X is
denoted by equation(3).

X = [Xl X9
Then SVD decomposes X into the equation(4), us-
ing two orthogonal matrices U, V and one diagonal

matrix X.
(4)

The row vectors of U are called singular vectors and
orthogonal bases of X. In this paper, we select k sin-
gular vectors with a large singular value to remove
noise. In addition, k is determined by the rate of con-
tribution. Uy represents these k singular vectors. The
input matrix X is changed into X} as follows using

Up.
(5)

X =Uuxv?

X, =Ul'X
2.3 Extraction of Topics Using ICA
In signal processing, ICA extracts independent sig-

nals from some mixed signals. When ICA is applied
to speech processing, observed variables are time series
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data recorded by microphones and independent vari-
ables are source signals. On the other hand, when ICA
is applied to documents, the inputs of microphones
correspond to document vectors.

Now m independent components are denoted as
S1,82, *+, 8y, and independent component matrix S
are denoted by equation(6).

S = [ s o s]T (6)

At that time, X}, which is mensioned previous sec-
tion, is assumed to follow a formula(7).

X, = AS. (7)
Here, A is an m k full rank mixing matrix. In addition,
we assume m > k. If A is known, we can obtain the
generalized inverse matrix AT of A easily. However, Af
cannot be generally found because the mixing matrix
A is unknown.

The purpose of ICA is to estimate a topic matrix S
with only observed variables Xj under the condition
where under the condition where mixing matrix A is
unknown. In the other word, ICA finds a restored sig-
nal matrix Y which is statistically independent using
the restored matrix W in the following equation.

Y = WX (8)
In addition, by the property of evaluation criteria, a
magnitude and an order of the restored signals have
not been determined uniquely.

Fast ICA[6] is one of ICA solution algorithms. This
paper uses Fast ICA to find the independent compo-
nents. The update criteria by hyperbolic tangent to
find the independent components is equation(9).

wt = EBYg(w"Y)] - Elg'(w"Y)]w
_ (9)
g(u) = tanh(u)

In this paper, A which is inverse matrix of W is used
as a feature axis showing a topic included in the doc-
uments. In fact, the topic is denoted by equation(10)
since space conversion by Uy is performed before ap-
plying ICA.

Topic = Ui A (10)

A Document vectors x; is mapped to the space con-
structed by topics and represented with the topics.
Here, we construct a user profile with X represented
by topics in equation(11).

X = Topicx XT.

(11)
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3 Experiment and result

3.1 Experiment environment and proce-
dure

The data for an experiment are the 625 documents
concerning with information retrieval from test collec-
tion NTCIR2. These documents have already been
evaluated whether each document is relevant or not.
In the documents, there are 34 relevant documents.

Each document is represented as a vector with vec-
tor space model[7]. As a methodology to represent a
document with a vector, at first, we apply morpholog-
ical analysis tool ChaSen|[8] to documents and extract
nouns. After that, we remove stop words and high
frequency words thorough all documents. We set the
threshold of frequency with 20 documents. With the
above process, we get 5,948 words and the dimension
of document vector is 5,948. Using tf-idf, these words
are weighted.

We apply SVD to 625 document vectors and pick
up axes until these contribution ratio is 0.8. Then we
obtain 409 unique vectors. The input document vec-
tors are changed with these vectors and we apply ICA
to them. After that, we converted input documents
with topics obtained by ICA.

We use GA for construction of a user profile in cross
validation. We provide 625 documents into 5 subsets
which include 125 documents. The number of relevant
documents and non-relevance ones included in each
subset is showed in Table 1. We put 3 subsets together
as training data for the construction of the user profile
and set the others with evaluate data. Hence, we carry
out experiments on 10 patterns of training data.

In GA, each element of individual is expressed with
5 bit. To make the ratio of relevant documents and
non-relevance ones set to 1:1, the coefficient «; in the
equation(2) is defined as

o

where N; means the number of relevant documents
and N; means the number of non-relevance docu-
ments. Other parameters of GA are shown in Table 2
and we use two point crossover. In addition we con-
struct the user profile at 5 times and the average of 5
times results since the GA is a probabilistic approach.

Di : Relevant
Di: Non — relevance

+1
—N;/Ny

Table 1: The Input Data.

Q@@ all | setl | set2 | set3 | setd | seth
relevant 34 7 13 5 3 6
non-relevance | 591 | 118 | 112 | 120 | 122 | 119
©ISAROB 2005 81

Table 2: The Parameter of GA

@aa@a@ Generation | Cross Over | Mutation
Only GA 10000 1 0.005
ICA+GA 10000 1 0.05

SVD+ICA+GA 10000 1 0.05

Finally, we recommend evaluation documents de-
pending on the user profile and evaluate accuracy of
recommendation with 11-point average precision ratio.
The recommended documents are determined depend-
ing on the similarity S; between the user profile and
the ith document vector D;. Similarity .S; is defined
as

S, = UTD; (12)
where U means user profile.

We summarize the experiment in the following
steps.

Stepl Make document vectors with vector space

model.

Step2 Apply SVD to document vectors and convert
the space of input documents with unique vec-

tors.

Step3 Apply ICA to converted documents.

Step4 Return the space of A with unique vectors and

it is defined topics.

Stepd Transform the input documents with topics.

Step6 Construct the user profile with Genetic Algo-

rithm.

Recommend documents and evaluate the user
profile with 11-point average precision ratio.

Step7

Moreover, we construct the user profile with other
2 methods to confirm the advantage of the proposed
method, which are construction of the user profile us-
ing only GA with original documents and ICA and
GA without SVD. The parameters of GA used in these
comparable experiments are shown in Table 2.

3.2 Results

In this section, we show the result of the evaluation
experiment. Figure 1 shows recall precision curves and
Table 3 shows 11-point average precision ratios. In ad-
dition, Table 4 shows the feature axes. Table 4 shows
the some words sorted by absolute of word weights.
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Table 4: Example of Feature Axes

Axisl Axis2
Language crossing Array
Information access Processor array
Use field Processor

List stage Mapping
Document selection Physical array
Translation display Routing

Real use Size

Technical know-how
International exchange
Gate

Failure processor
Logic array
Mapping algorithm

topic. Then, we confirmed the advantage of informa-
tion filtering accuracy. Consequently, it checked that
a user profile became good by improvement of topic

Figure 1: Imputation Precision with GA.
Table 3: 11-points Average Precision Ratio

Original ICA ICA+SVD detection.

0 0.160 0.322 0.331
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4 Discussion

From the Figure 1, the precision ratio of ICA ver-
sion becomes better than original version. This is the
reason why the concretization of topics contributes the
improvement of precision ratio. The proposed method
which uses SVD also left much better result than only
ICA at low recall ratio especially. In addition, com-
paring the result from the viewpoints of 11-points av-
erage ratio in Table 3, the proposed method left good
average precison. According to this, it can be said
the proposed method has realized the totally improve-
ment. This is because the accuracy of the topic used
for conversion went up, which is shown in Table 4.
Seeing Table 4, we can estimate the topics clealy. It
is considered that Axisl means “Cross Language Re-
trieval” and Axis2 means “Processor Array”.

5 Conclusion

In this paper, we proposed the method of improving
the accuracy of the user profile by detection of correct
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Abstract

We propose an information filtering system us-
ing Independent Component Analysis (ICA). A
document-word matrix is generally sparse and has am-
biguity of synonyms. To solve this problem, we pro-
pose a method to use document vectors represented
by independent components generated by ICA. The
independent component is considered as a topic. Con-
cretely speaking, we map the document vectors into
topic space. Since some independent components are
useless for recommendation, we select necessary com-
ponents from all independent components by Maxi-
mum Distance Algorithm. We create a user profile
from transformed documents with Relevance Feed-
back. Finally, we recommend documents by the user
profile and evaluate accuracy of the user profile by 11-
point average precision. We carry out an experiment
to confirm the advantage of the poposed method.
Keywords: Independent Component Analy-
sis, Information Filtering System, User Profile,
Maximum Distance Algorithm

1 Introduction

As information technologies have been advanced, a
plenty of information are served in the Internet. It
has been difficult to find what we demand from large
amount of information by existing retrieval systems
since we cannot express our guery correctly. A lot
of researchers pay attention to developing information
retrieval systems which automatically select the infor-
mation depending on our interests.

The information retrieval systems with user’s inter-
ests have been studied. For example, there are rank-
ing methods that sort information depending on the
user’s interests and filtering systems which select the
information depending on the user’s interests. Since
documents usually have noise which worsens accuracy
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of information filtering, it is a promising method to
cut off the noise from documents. It is reported that
the method such as LSA[1], which transforms docu-
ment space, is effective in denoising. The LSA focuses
on variance of documents and cuts off the components
of low variance for denoising.

We take account of independence of topics included
in documents and introduce Independent Component
Analysis (ICA) to obtain the topics. ICA is recently
used for signal processing, image processing and so
on. It has been already reported that the independent
components mean topics included in the documents in
applying ICA to documents[2][3]. We use the inde-
pendent components for transformation of document
vectors and improve recommendation accuracy of doc-
uments.

However, some components obtained by ICA are
unnecessary components(noise) for the object of in-
formation filtering. Though it is important to remove
the noise, there is no criterion to select the indepen-
dent components. Hence, to focus on the similar-
ity of topics, we use Maximum Distance Algorithm
(MDA)[4] which is often used in the field of pattern
recognition. This algorithm is applied to classifying
the independent components and extracting the useful
components for document recommendation. Then we
map the document vectors into the space which con-
sists of the selected topics and construct a user profile
with the transformed document vectors by relevance
feedback(RFB)[5]. Finally, to confirm the proposed
method, we carry out an experiment on test collection
(NTCIR2[6]).

2  Owur proposed method

In this chapter, we explain a user profile, ICA and
MDA.
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2.1 TUser Profile

A document vector is a row vector whose elements
are weights of words in a document. When the number
of words is n and the weight for the ith word is wj,
the document vector d is denoted as

d = |w Wo w,|T (1)

where [-]7 means transportation.

A user profile is also denoted by a row vector whose
elements are weights of words like a document vector.
Interesting words have large weights and uninteresting
ones have small weights. We construct the user profile
using RFB. The update fomula of RFB is denoted as

aZDi—bZDj (2)

where U means a user profile, D; means an interest-
ing document, D; means an uninteresting document.
Both a and b are arbitary positive numbers. When we
construct the user profile with documents, the weight
of the word included in the interesting document in-
creases.

U =

2.2 Abstract of ICA and Space Transfor-
mation

In signal processing, ICA extracts independent sig-
nals from some mixed signals. When ICA is applied
to speech processing, observed variables are time series
data recorded by microphones and independent vari-
ables are source signals. On the other hand, when ICA
is applied to documents, the inputs of microphones
correspond to document vectors and the independent
components are equivalent to independent topics in-
cluded in the documents.

Now, we assume that m document vectors denoted
as ri,Ts, -, T, are described with the combination
of n unknown topics denoted as si,$2,---,5,. Each
topic vector is statistically independent and its mean
is 0.

A document vector matrix X and a topic vector
matrix S are denoted by equation(3).

X = [Xl X9 ]T
S = [Sl S92

Xm
sn]”

(3)

At that time, we assume X is linear combination of
topic vectors.

X = AS (4)

Here, A is an m n full rank mixing matrix. In addi-
tion, if the number of document is larger than that of
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topic, the solutions are unspecified. Thus, we assume
m > n. If A is known, we can obtain the generalized
inverse matrix Af of A easily. However, AT cannot be
generally found because the mixing matrix A is un-
known.

The purpose of ICA is to estimate a topic matrix
S with only observed variables X under the condition
where each topic is independent. In other words, ICA
finds a restored signal matrix Y which is statistically
independent using the restored matrix W in the fol-
lowing equation.

Y = WX (5)

In addition, by the property of evaluation criteria, a
magnitude and an order of the restored signals have
not been determined uniquely.

Fast ICA[7] is one of ICA solution algorithms. This
paper uses Fast ICA to find the independent compo-
nents. The update criteria by hyperbolic tangent to
find the independent components is equation(6).

E[Yg(w'Y)] - Elg'(wY)]w
tanh(u)

wt =
glu) =

The independent components Y obtained by ICA
mean topics included in the documents. In this pa-
per, document vectors x; is mapped to the space con-
structed by the topics and represented with the topics.
Here, we construct a user profile with X represented
by topics in equation(7).

(6)

X = vx7T (7)

2.3 Abstract of MDA

Some topics obtained by ICA are unnecessary top-
ics for information filtering which worsen accuracy of
information filtering. For instance, a document about
GIS system includes topics such as city plan and in-
formation retrieval. Considering with land-use plan,
the topic of information retrieval is regarded as noise.
In this paper, to remove those topics, we apply MDA,
which does not have to decide the number of classes,
to categorize similar topics and select topics.

MDA is stated in the follow steps.

Stepl Set the threshold ratio  which denotes the dis-
tance between the farthest clusters.

Step2 Set topic y; as cluster center Z;.
Step3 Calculate D; = min(y;, Z;) for y2,y3, -, Yn.
J
D(y;, Z;) is defined as equation(8).
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Step4 Calculate [ = max D; and set the element of [
7
with yg.

Stepb If I/MAX > r, where MAX = max(Z;, Z;)
means the distance between the farthest classes,
make new class whose center Z;,, is y, and
return Step3. Otherwise, go to Step6.

Step6 Output all classes.

After classification, we extract all components of a
class which has the most components. The compo-
nents in the class are considered as specific topics on
a theme. In other words, this selection method means
to extract the detail components for a main topic.

3 Experiment and result

3.1 Experiment environment and proce-
dure

The data for an experiment are the 625 documents
concerning with information retrieval from test collec-
tion NTCIR2. These documents have already been
evaluated whether each document is relevant or not.
In the documents, there are 34 relevant documents.

Each document is represented as a vector with vec-
tor space model[8]. As a methodology to represent a
document with a vector, at first, we apply morpholog-
ical analysis tool ChaSen[9] to documents and extract
nouns. After that, we remove stop words and high
frequency words thorough all documents. We set the
threshold of frequency with 20 documents. With the
above process, we get 5,948 words and the dimension
of document vector is 5,948. Using tf-idf, these words
are weighted.

We apply ICA to 625 document vectors and obtain
623 independent components. The number of topics is
less than the numbers of documents since some doc-
uments are dependent. Next we normalize the 623
independent components and remove the unnecessary
components with MDA. It has been already mentioned
in Section2.3 how to select the useful components. In
consequence, we select 324 topics. After that, we con-
verted input documents with the components selected
by MDA.

We use RFB for construction of a user profile in
cross validation. We provide 625 documents into 5
subsets which include 125 documents. The number of
relevant documents and non-relevant ones included in
each subset is showed in Table 1. We put 3 subsets to-
gether as training data for the construction of the user
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profile and set the others with evaluate data. Hence,
we carry out experiments on 10 patterns of training
data.

In RFB, to make the ratio of relevant documents
and non-relevant ones set to 1:1, the coefficients, a
and b, in the equation(2) are defined as

+1
—Ni/N;

a

; (9)

where N; means the number of relevant documents
and N; means the number of non-relevant documents.
Finally, we recommend documents depending on
the user profile and evaluate accuracy of recommen-
dation with 11-point average precision ratio. The rec-
ommended documents are determined depending on
the similarity S; between the user profile and the ith
document vector D;. Similarity S; is defined as
S; = U'D,. (10)
We summarize the experiment in the following
steps.

Stepl Make document vectors with vector space
model.

Step2 Apply ICA to document vectors

Step3 Classify the independent components with
MDA and remove unnecessary components.

Step4 Transform the input documents.

Step5 Construct the user profile with RFB.

Step6 Recommend documents and evaluate the user

profile with 11-point average precision ratio.

Moreover, we construct the user profile with other
two methods to confirm the advantage of the proposed
method, which are construction of the user profile us-
ing only RFB with original documents and ICA and
RFB without topic selection.

3.2 Results

In this secti@blevs dhbsTpRatddate-of the e peri-

men® G Are 1 sty réetl prstidiometdviesaliid maie
2 sH&MYatpoint 3detagd precikion| rafios| 3 6

non-relevant | 591 | 118 | 112 | 120 | 122 | 119
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Figure 1: Imputation Precision with RFB.

Table 2: 11-points Average Precision Ratio.

Original ICA  Euclid

0 0.458 0.463 0.638
0.1 0.420 0.432  0.535
0.2 0.325 0.368  0.525
0.3 0.301 0.346  0.459
0.4 0.270 0.320 0.381
0.5 0.257  0.288 0.325
0.6 0.238 0.237  0.250
0.7 0.152 0.198 0.165
0.8 0.095 0.160 0.122
0.9 0.080 0.103  0.106
1 0.248 0.085 0.092
Average 0.248 0.273  0.327

4 Discussion

From the Figure 1, the precision ratio of ICA ver-
sion becomes better than one of original version. This
is the reason why the concretization of topics con-
tributes the improvement of precision ratio. The pro-
posed method which selects topics with MDA also left
much better result than only ICA. Especially, the im-
provement is clear at low recall ratio points. We can-
not clearly recognize some precision ratios at high re-
call ratio points to become better in Figure 1. There-
fore, comparing the result from the viewpoints of 11-
points average ratio in Table 2, it is clearly found that
the proposed method can improve the precision ra-
tio. This is because the unnecessary components for
information filtering are removed with selecting com-
ponents.
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5 Conclusion

In this paper, we proposed a new method to se-
lect necessary topics for information filtering using the
MDA and confirmed the advantage of the proposed
method. This gives that the accuracy of information
filtering can be improved with removing unncecessary
topics.

Since we deal with the one topic data in this ex-
periment, we will have to extend the data including
multiple topic in future.
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Abstract

This paper proposes a class 1* neuron circuit coupled by
gap junctions (GJs) consisting of enhancement-type MOS-
FETs. Some neurons that belong to a subclass of class
I, when coupled by GJs, exhibit extensive spatio-temporal
chaos in some parameter regions. This subclass is called
class I* and characterized by a phase plane structure called
a narrow channel. In the proposed circuit, one can meta-
morphose the model continuously - class 1*, class | with-
out a narrow channel, and even to class Il - by chang-
ing the value of the resistance. The circuitry is compati-
ble with standard CMOS semiconductor processes. Hence
it can be implemented in an analog very-large-scale inte-
grated circuit (aVLSI) and the construction of a relatively
large network is possible. We show PSPICE simulation re-
sults for a circuit implementeted with discrete elements. A
GJ-coupled network consisting of twenty such neurons is
shown to reveal itinerant dynamics similar to class I* GJ-
couple systems.

1 Introduction

Neuromorphic hardware has been studied extensively,
and various circuitries have been proposed to emulate bio-
logical neurons [1]. Some studies implement conductance-
based models [3] such as the Hodgkin-Huxley (HH) model
and others implement phenomenological models [4] such
as the integrate-and-fire (I&F) model. The I&F neuron
is very simple and more popular for studies of large net-
work dynamics, but biological neurons have more complex
electrical dynamics. On the other hand, the HH model
describes in detail the electrical dynamics of biological
neurons. It is difficult to analyze mathematically because
this model includes four-dimensional nonlinear differential
equations.

As Hodgkin pointed out, there are two classes of neu-
rons: class | and class Il [5]. When a strong enough sus-
tained current is applied, neurons fire repetitively. The fir-
ing frequency of class I neurons at the onset is asymptoti-
cally zero, whereas that of class Il neurons is nonzero. It is
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well known that saddle-node bifurcation produces class |
excitability, and the subcritical Hopf bifurcation class I1.
These bifurcations can be generated in two-dimensional
systems. Thus, we adopt two-dimensional reduction mod-
els of neurons so that the temporal evolution of the vari-
ables can be visualized in the phase plane.

Recent physiological data indicate the massive presence
of gap junctions (GJs) among the interneurons in the neo-
cortex [6] [7]. They raise a serious question about the role
of interneurons for neural coding and the dynamics of sys-
tem levels for inhibitory neurons electronically coupled by
GJs. Fujii et al. claimed that some neurons that belong to a
subclass of class I, when coupled by GJs, can exhibit exten-
sive spatio-temporal chaos in some parameter regions [8].
This subclass is characterized by a phase plane structure
called a narrow channel. They named these neurons class
I*. They show perfectly regular firings when isolated, so
this chaotic behavior is an emergent property of coupled
systems.

In this paper, we propose a class I* silicon neuron cir-
cuit, that has a simple phase plane structure. In the fol-
lowing section we briefly summarize the class I* neuron
models. In Section 3 we describe the characteristics of the
silicon neuron circuitry and PSPICE simulation results for
a circuitry implemented with discrete elements. Finally in
Section 4 we make concluding remarks.

2 Class|* Neuron Models

The two-dimensional reduction models of a single cell
are written as [10]

v _FVR 41
G(V,R )
TRE: ( ) )

where V represents the membrane potential, R is the
conductance parameter of the ion channels, and | is the
stimulus current. In two-dimensional reduction models,
dynamic behavior can be characterized in the two null-
clines corresponding to the two variables. In many case,
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the class | neurons have U-shaped R-nullclines, while the
class Il neurons have inclined I-shaped R-nullclines. Most
neurons have inverted-N-shaped V-nullclines.

The essential nonlinearity of class I* is characterized
by (1) the presense of a narrow channel, (2) the presence
of an unstable spiral, and (3) the presence of orbits (with
positive measure) reentering into the channel. It is not dif-
ficult to construct class 1* models. The neuron models with
inverted-N-shaped V-nullclines and U-shaped R-nullclines
can be turned into class I* by adjusting the parameters.

3 The Silicon Neuron

In this section, we describe the characteristics of the
proposed circuits and present PSPICE simulation results
with discrete elements (NEC (PA602 and L PA603). These
two devices are a complementary pair. The supply voltages
areVpp =5.0VandVes= —-5.0 V.

3.1 Circuit Operation and Characteristics
Tne neuron circuit mainly consists of three blocks (see

Fig. 1): inverted-N-shaped nonlinear resistance, U-shaped
nonlinear resistance, and V-1 converter.

Figure 1: Block diagram of class I* neuron circuits.

The circuit equations of this silicon neuron are

ot v)—ku

gt , 0)
Cud—l,j =g(V) - R%

where Cy is the membrane capacitance, V represents the
membrane potential, K is the ratio of V-l converter, u is
the channel conductance variables, C, represents the time
constant of 1, Ry is the constant resistance, f(V) is the
inverted-N-shaped-nonlinear resistance, and g(V) is the U-
shaped nonlinear resistance.

Fig. 2 shows a schematic of the V-I converter. The
source-follower M31-M32 produces V{ ~ Vin + Vbp —
Veonvi, Where Vi is the input voltage and Veonyy is a con-
stant bias voltage. The feedback M33-M34 has the effect of
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suppressing the nonlinearity of the input/output (10) char-
acteristics. Hence the output current of this circuit may be
expressed as leonvi =~ —KV/\ + Al, where K is the ratio of
the V-1 converter. This ratio can be altered by Reonvi -

1 VI‘N E
VoM

M,

Figure 2: Schematic of the V-I converter.

Fig. 3 shows the 10 characteristics of the V-1 converter.
This circuit is very simple and has good linearity.

40

Icun[UA]
(=]

-40

-0.4 -0.2 0 0.2 0.4
Vin[V]

Figure 3: 10 Characteristics of V-I converter. Veory) =2.8
V, Roonvi =10 KQ, lof fsetvi =0.24 mA.

The inverted-N-shaped nonlinear resistance is schemat-
ically shown in Fig. 4. This circuit consists of a differential
pair M1-M2 and a V-I converter M5-M9. The output cur-
rent of this circuit may be expressed as In = lgiffn + lconNs
where lgis¢n IS the output current of the differential pair
and leonn is the output current of the V-I converter respec-
tively.

VDB
M M VE M, M,E:ﬁm u
Y e M, 1 comi
e L
1 Mg le— o
fi} Mo] [ ot )
. ®lon Reon
Ve

Figure 4: Schematic of inverted-N-shaped circuit.
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Fig. 5 shows the I-V characteristics of this circuit.
These characteristics represent the V-nullcline of the sili-
con neuron.

-200

laiftn —

In[uA]
S

2200 TonN —

-0.1 0.1

0
VinlV]

Figure 5: 1-V characteristics of inverted-N-shaped nonlin-
ear resistance. lpy =0.25 MA, Veonn =2.8 V, Reonn =1 KQ,
lof fstN =2.54 MA.

A schematic of the U-shaped nonlinear resistance is
shown in Fig. 6. This circuit consists of an improved
anti-bump circuit M12-M19 and the V-I converter M22-
M26. The differential pair M12-M15 is used to shift the
input voltage Vin by a constant voltage Vpymp. The origi-
nal anti-bump circuit [2] takes two input voltages, V; and
V5, and generates three output currents. The two outside
currents, I, and I, are a measure of the dissimilarity be-
tweeen the two inputs; the center current ljq is the mea-
sure of the similarity. Hence this circuit has Gaussian-like
I-V characteristics. In the proposed circuit, V> is connected
to GND, and the amplitude of V; can be altered by the
resistance Rymp to adjust the left slope of the Gaussian
curve. The output current of this circuit may be expressed
as ly = lpump — lconu, Where lpmp is the output current of
the improved anti-bump circuit and I cony is the output cur-
rent of the V-I converter. The I-V characteristics of this
circuit represent the p-nullcline of the silicon neuron.

VDB

bu2 &M Mz’j Mo
il M-
i
. %L;»V—‘ i T —" Y L
" ImmT Mo J—f T onU
2 F R Mwﬁ Mo
T T Vg

Figure 6: Schematic of U-shaped nonlinear resistance.

3.2 Behavior of The Single Neuron

The phase plane structure of the silicon neuron is shown
in Fig. 7. By changing the value of Ryymp, We can meta-
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morpose the model continuously: class I*, class | without
a narrow channel, and class Il.

40 \
\ Roum =208
_ 20 R.,}mfism
< »
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R =165
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Figure 7: Nullcline of the proposed silicon neuron. The
dashed line is u-nullcline and the solid line is V-nullcline.
Ion =0.25 MA, Veorn =2.8 V, Reonn =1 KQ, 1o fsany =2.54
mA, lpu1 =0.9mA, Vbump =5mV, lpy2 =4 MA, Veonu =2.8
V, Reonu =4 kQ and lgf sy =1.35 MA.

Fig. 8 shows the membrane potential V of the silicon
neuron for the phase plane structure in Fig. 7. The single
silicon neuron shows perfectly regular firings.

0.1

membrane potential [V]
o

0.1 0.2
time [sec]

Figure 8: Time course of the membrane potential of the
proposed silicon neuron. Cy =10 nF, C;; =100 nF, R, =10
kQ, k~0.1 mS and Ryymp =205 Q

3.3 ltinerant Dynamicsin Class I* GJ-Coupled
Systems

The currents induced by GJs are [9]

1

J= Ry r%(ani -Vi)

=0as %(ani — V), (nbj € coupledneigborcell),
nbj

©)

where gg;j is a coupling constant, which is assumed to
be identical for all connections in this simulation. The neu-
rons at the boundaries connect only to the inner neurons.
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Fig. 9 shows the time series of the GJ-coupled network
that consists of twenty of the proposed circuits.

0.1

membrane potential [V]
)
= =

0.1 0.2 0.3
time [sec]

Figure 9: Time series of the GJ-coupled network consisting
of twenty of the silicon neurons. Rgy =10 kQ.

At time t=0, there is a slight variation in the charges of
the capacitors (Cy, C,) of the neurons. This system has
been shown to exhibit chaotic dynamics as time elapses.
Note that each neuron shows perfectly regular firings when
isolated. Hence this chaotic behavior is an emergent prop-
erty of coupled systems.

4 Concluding Remarks

We have proposed a class I* silicon neuron circuitry
with a simple phase plane structure. We combined
inverted-N-shaped and U-shaped nulliclines to reproduce
the narrow channel structure. Differential pair circuitries,
bump circuitries, and linear resistances were employed to
implement these nullclines. Their 1-V characteristics can
be easily altered by external voltages and resistances. The
varieties of 1-V characteristics allow the proposed circuit
to behave as a class 1*, class I, or class Il neuron. We
have also shown PSPICE simulation results for a circuit im-
plemented with discrete elements. A GJ-coupled network
consisting of twenty neurons was shown to generate itin-
erant dynamics similar to class I* GJ-coupled systems in
the work of Fujii et al. Moreover, this circuitry is compati-
ble with standard CMOS semiconductor processes. Hence
it can be implemented in an analog very-large-scale inte-
grated circuit (aVLSI) and the construction of relatively
large networks is possible as well.
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Abstract

Two major principles for silicon neuron im-
plementations are the phenomenological and the
conductance-based ones. The former reproduces some
properties perceived by the designers and does not
claim mechanism consistency. The latter reproduces
the dynamics of the ion channels on the nerve mem-
branes. It makes the silicon neurons more similar to
biological ones, but the implementations tend to be
complicated because it attempts to replicate the de-
tailed dynamics of the biological components. In the
previous work [1], we proposed a new principle based
upon phase plane analyses. It reproduces the mathe-
matical structures of biological neurons, which makes
the silicon neurons simple and faithful. In this paper,
we show how Class 1 and Class 2 nerve membranes are
realized by parameter tuning based on simple phase
plane analyses with an illustrative MOSFET-based
nerve membrane.

1 Introduction

Neural systems process massive and various incom-
ing information flexibly, appropriately, and in real
time. One of the purposes of studies on silicon neu-
rons is to implement artificial systems that inherit
these exquisite properties, and another is to produce
some devices to interface between electrical circuits
and living nerve systems [2]. There are two ma-
jor types of silicon neuron design principles. One
is the phenomenological implementation, which aims
to reproduces some phenomena of biological neurons.
Integrate-and-fire silicon neurons are good examples
[3], which reproduce the integration property of spatio-
temporal inputs and the threshold property of gen-
erating action potentials. Circuitries can be simple
in these implementations but some properties that
are not regarded may be lost. The other is the
conductance-based implementation, which aims to re-
produce some or all mechanisms in biological neurons
faithfully. Most phenomena of biological neurons can
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be inherited in these implementations but circuitries
tend to be complex. It is impossible to reproduce those
mechanisms completely.

In the previous work [1][4], we proposed a design
methodology that allows us to implement simple and
biologically realistic silicon nerve membranes. It is
based upon phase plane analyses that have been uti-
lized to reveal the mathematical structures behind the
properties of biological neurons. These properties can
be given to simple silicon neurons by constructing the
mathematical structures similar to that of biological
neurons with silicon-friendly functions.

One of the well-known properties of biological neu-
rons is oscillation against sustained input currents.
Hodgkin [5] found in his biophysical experiments of
stimulating various nerve membranes with sustained
currents that some membranes start oscillating with
an arbitrary low frequency when the currents exceed
thresholds and others with non-zero frequency. He
named the former Class 1 and the latter Class 2. Ma-
suda and Aihara [6] indicated that these differences in
excitation mechanisms may play a key role in neural
coding. Bifurcation analysis studies on biological neu-
ron models have revealed the mathematical structure
behind the Class 1 and 2 excitabilities [7][8]. Typi-
cal bifurcations that lead to Class 1 excitability are
a saddle-node on an invariant circle bifurcation and
a saddle loop homoclinic orbit bifurcation. It is well
known that Class 2 excitability can be produced by a
Hopf bifurcation.

In this paper, we show how to tune the mathemati-
cal structure of silicon nerve membranes to make them
reveal Class 1 or Class 2 excitabilities, utilizing a sim-
ple MOSFET-based nerve membrane as an example.

2 MOSFET-based nerve membrane

The design principle we proposed in the previous
work [1] replicates the mathematical structures lying
behind the properties of biological neurons with some
"MOSFET-friendly’ functions. One of the simplest sil-
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icon nerve membrane models based upon the gener-
alized Hodgkin-Huxley equations can be described as
follows:

dy Y Bm 2 Bn 2 ‘
Cy— i R, + 5 m 5 n” 4+ a+ Istim, (1)
dm fm(y) m
2
o Tm ; (2)
dn ( ) —

where y represents membrane potential, m is a faster
conductance variable, n is a slower conductance vari-
able, Cy is membrane capacity, R, is a constant resis-
tance, a is a constant, Is, is a stimulus current in-
put, B, and (3, are the transconductance coefficients
of the MOSFETSs for the ion channel current corre-
sponding to m and n, respectively, and T}, and T},
are the time constants for m and n, respectively. Or-
dinarily we make T;, an order of magnitude smaller
than T;, because the faster conductance corresponds to
the sodium channel activation variable in the Hodgkin-
Huxley equations and the slower one to the potassium
channel activation variable. If we use the V-I charac-
teristic curves of differential pairs (see appendix B for
x = m and n) as the sigmoidal functions f,,(y) and
fn(y), this system can be implemented with a very
simple MOSFET circuitry [4].

Because the time scale for m is sufficiently smaller
than that for n, we can reduce the faster conductance
m by assuming it relaxes to f,,(y) instantaneously.
This reduction gives the slower subsystem that allows
us to trace the system’s behavior on the time scale of
a whole generation of an action potential on a phase
plane. The system equations are as follows:

dy Yy ﬂm ﬂn 2
ydt - R_y 7 m(y) +a+Istzm7 (4)
dn _ faly) —

n

Thus the y-nullcline and the n-nullcline are:

2 Bm Yy _
\/ﬁ"( f ( ) R_y+a+lstzm)7 (6)
n:fn(y)a (7)

respectively. A typical relation between the two null-
clines is shown in Fig. 1. The conditions that they
have to satisfy for the system to inherit the fundamen-
tal properties of the biological neurons are discussed
in [1].
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Figure 1: Typical phase planes of the slower subsys-
tem. (S) is a stable equilibrium (the rest state). (T)
is a saddle and (U) is an unstable equilibrium. a) The
system is near a saddle-node on an invariant circle
bifurcation. The parameters are shown in appendix
A. Db) The system is near a saddle loop homoclinic
orbit bifurcation. The right segment of the unsta-
ble manifold of (T) wraps around a stable limit cy-
cle around (U). The parameters are as in a) except
Cy =0.0140(mF).

3 Parameter tuning for Class 1 and
Class 2 excitabilities

3.1 Bifurcations of the rest state

The increase in the stimulus current transforms the
phase space structure and destabilizes the rest state
in our illustrative silicon nerve membrane like in most
biological ones, which induces the repetitive firing. As
described in the introduction, it is well known that
Class 1 excitability is observed if the rest state loses
stability via a saddle-node bifurcation or a saddle loop
homoclinic orbit bifurcation, and the Class 2 excitabil-
ity via a Hopf bifurcation [7][8]. These are the most
major scenarios of repetitive firings. The phase plane
structure near a saddle-node on an invariant circle bi-
furcation is shown in Fig. 1a). In this case, the stable
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equilibrium point (S) and the saddle point (T) ap-
proach each other as the y-nullcline (eq. (6)) moves
up in response to the increase in stimulus current
Istim. The smaller segment of the unstable manifold
of (T) vanishes when (S) merges with (T), and the
other segment of the unstable manifold turns to a sta-
ble limit cycle when they disappear. This limit cycle
passes near the narrow channel between the y- and n-
nullclines around the vanished saddle point, where the
velocity is very slow. By narrowing this channel, we
can delay the period of the limit cycle arbitrarily up to
infinity when the channel width becomes zero. Figure
1b) shows the phase plane structure near a saddle loop
homoclinic orbit bifurcation. In this case the right un-
stable manifold of (T) gets closer to the upper stable
manifold as the y-nullcline moves up, until it merges
with the upper segment of the stable manifold and be-
comes a closed homoclinic orbit. Then a stable limit
cycle is born around (U), which passes near the saddle
point where the velocity is very slow. In contrast to
above two scenarios, the saddle point (T) has no role
in the Hopf bifurcation. The rest state loses stability
singularly, and the system moves to a stable limit cy-
cle around it if one exists. Because the system jumps
to a limit cycle, the repetitive firing begins abruptly
with a certain non-zero frequency.
3.2 Tuning the bifurcations

As described in the above subsection, the stability
of the rest state plays a key role in neural excitabil-
ities. The local linearization method tells how it de-
pends on the parameters. The necessary and sufficient
conditions for an equilibrium point to be stable are:

C

/ Y
A1+A2<0<:>n(yo)<—noﬁnT , (8)
A A > 041 (yo) < f(yo), 9)

where A\; and Ay are the eigenvalues of the Jacobian
matrix in equations (4)-(5), (ng, yo) denotes an equi-
librium point, ' denotes d%, and 7(y) is the right side
of eq. (6). These conditions indicate that at a sta-
ble equilibrium point the y-nullcline should cross the
n-nullcline from over to under and the gradient of the
y-nullcline should keep smaller than a certain value.
Thus the stabilities of the equilibrium points can be
configured as in Fig. 1 if we place the leftmost cross-
point of the y-nullcline and the n-nullcline where the
gradient of the y-nullcline is sufficiently small and the
rightmost one where it is sufficiently large. Of course
we must tune Cy and T;, properly so that ST

1o BnTh
between these two gradients. In this situation, (S)
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Figure 2: The bifurcation diagrams for a) a saddle-
node on invariant circle bifurcation and b) a saddle
loop homoclinic orbit bifurcation. (N) represents the
point where the stable and saddle points merge and
(H) the point where the stable limit cycle emerges. a)
The limit cycle vanishes at I, =-0.00829(A) where (N)
exists. The parameters are as in Fig. 1 a) except I, is
swept. b) The limit cycle vanishes at I, =-0.00839(A).
The parameters are as in Fig. 1 b) except I, is swept.

and (T) get closer as the y-nullcline moves up and (S)
loses stability when they merge because condition (9)
is no longer satisfied. This is the common scenario for
Class 1 excitability. If the rightmost side of condition
(8) is smaller than f](y) at the point where (S) and
(T) merge, (S) loses stability singularly via the Hopf
bifurcation before merging with (T). This is the basic
scenario for Class 2 excitability. To obtain a Class 2
nerve membrane that generates action potentials of a
reasonable size and keeps firing repetitively for a rea-
sonably wide range of stimulus current, the y-nullcline
should be shifted right to make (T) and (U) disap-
pear or, at least, to make (S) and (T) further aprat
than in Fig. 1. Class 2 excitability in our silicon nerve
membrane is discussed in [1].

The local stability analysis does not tell which of
the two scenarios appears. The bifurcation diagrams
for these scenarios are shown in Fig. 2. Let us trace
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| Cy=0.01283
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Figure 3: The bifurcation diagram of the limit cycle
along Cy. Parameters are as in appendix A except
I, = —0.00829(A) and C} is swept. The vertical axis
represents the upper and lower limits of the limit cycle.
The white circles at C, =0.01283(mF) represent the
limit cycle is unstable around it.

them from right to left. In both cases, the limit cy-
cle that emerges via the Hopf bifurcation continues
with its amplitude increasing. If the amplitude is suf-
ficiently large at the point where the pair of stable
and saddle points emerges ((N) in Fig. 2, where I, =
-0.00829(A)), the orbit of the limit cycle gets ‘trapped’
and vanishes; otherwise it persists until it merges with
the unstable manifold of the saddle point.

The amplitude of the limit cycle can be controlled
by Cy, which works as a time scale factor. It gets
smaller as C, becomes larger because the velocity of
the system in the y direction decreases. In Fig. 3, we
show the bifurcation diagram of the limit cycle for an
I, value just near the point (N) in Fig. 2. The limit
cycle is stable except when the limit cycle passes at
the point (N) (C, ~ 0.01283(mF) in Fig. 3). Thus, we
obtain the saddle-node on invariant circle bifurcation
if Cy is below 0.01283 (mF) and the other one if it is
above.

4 Conclusions

We have shown how Class 1 and Class 2 excitabili-
ties are obtained with a MOSFET-based nerve mem-
brane. Once the phase plane structure is configured
properly by tuning the parameters that affect the
forms of the nullclines, we can easily realize the de-
sired neural excitability by tuning C, and T;,. We
have shown that the two types of Class 1 excitabilities
can be selected only by tuning C,. Because the ratio of
the time scales of y and n affects the amplitude of the
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limit cycle, T, can also be tuned. This paper indicates
that our illustrative MOSFET-based nerve membrane
can function as a Class 1 or Class 2 nerve membrane
according to the proposed parameter tuning.
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Appendix
A Parameters:

Para- Para-

Value Value
meter meter
Bm 0.0406 (A/V?) Bn 0.0799 (A/V?)
Om -0.5200 (V) On 0.8000 (V)
€m 2.000 (V) €n 2.600 (V)
m 1.300 (V) n 1.400 (V)
Tm 0.1300 (ms) Tn 1.500 (ms)
Cy 0.0100 (mF) R, 200 ()
a 0 (A) Ia -0.00834 (A)

B Characteristics of differential pairs:

when Y > 0 + €,
{14 2 (y—8:)/28 — (y — 62)%)
when 6, — € <y < 0x + €a,
0 when Yy < Og — €qg,

wig 81

f=(y) =
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Abstract

We show analytically and numerically that Way-
land test can exceed one when a time series is con-
taminated with observational noise. Therefore, the
test is not suitable for detecting the determinism from
noisy experimental data. We also report a weird phe-
nomenon: When the Wayland test is applied to ran-
dom shuffle surrogates, they could show more “deter-
minism” than the original data.

1 Introduction

Nonlinear time series analysis has been intensively
investigated for the last two decades. One of the main
aims is to give evidence that a given time series is gen-
erated from deterministic chaos. There are some key
features of deterministic chaos. One of them is deter-
minism. For detecting the determinism from time se-
ries, there are several methods proposed [1, 2]. Among
them, a simple and easy-to-use one is Wayland test [2].
In the original paper, it was shown using examples that
the statistic becomes close to 0 when a time series is
deterministic, and it becomes about 1 when it is not.

In this paper, we report that the statistic of the
Wayland test can be greater than 1 if a time series,
generated by a deterministic system, is contaminated
with observational noise. In Section 2, we introduce
the Wayland test [2]. In Section 3, we argue analyti-
cally that the statistic of the Wayland test increases if
the level of observational noise increases. In Section 4,
we demonstrate the above analysis using some numer-
ical examples. When the Wayland statistic is used in
surrogate tests, a weird thing happens; randomly shuf-
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fled surrogates could exhibit more determinism than
the original data. We report an example of this phe-
nomenon in Section 5. We conclude the paper in Sec-
tion 6.

2 Wayland test

In this section, we summarize a method proposed
by Wayland et al. [2] for detecting the determinism in a
time series. Suppose that a scalar time series {s;}~ ,
is given. Let 7 be the time lag, and m, the embed-
ding dimension. Then we form delay coordinates z;
by (St,8t—ry -+, St—(m—l)T)T' We call {xt}i\;(m_l)TH
the experimental attractor.

Choose the number [ of integers between (m—1)7+1
and N — 1. Call this set of integers T'. For x; of
t € T, find the number k of nearest neighbors from
the experimental attractor. We label the i-th nearest
neighbor for z; as z,, ;). For notational convenience,
we define ng(t) = t. For each z,,), we look at its
image x,,(;)+1 and take the translation vector,

Vi(t) = T ()41 — Tni(t)- (1)
To quantify this notion, let
L
0 = g w0 @

This v(t) shows the average of the translation vectors
v;(t). Using it, we define the translation error e(t) as

1 &) — e
D=1 or

3)
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Figure 1: The result of the Wayland test, applied to a
scalar time series of the Lorenz model.

The translation error e(t) shows the fractional spread
in the displacements of z,,) relative to the average
displacement v(t).

We find the median of e(t) over T, and declare it
as the test statistic for the determinism. Wayland et
al. showed using examples that the test statistic is
close to 0 if a time series is deterministic and the test
statistic is about 1 if a time series is random.

We applied the Wayland test to a time series gen-
erated by the Lorenz model [3]. The Lorenz model is
defined as

= —ar+ay
d—'Z = —zz+br—y (4)
G = Ty —cz,

where (a, b, c) = (10, 28,8/3). We integrated the equa-
tion using ode45 of MATLAB. During integrating, we
observed z-coordinate every 0.01 unit time and ob-
tained a scalar time series of length 1000. Then we
added to the data observational noise, which follows
the Gaussian distribution N (0, (0.050,)?) of the mean
0 and standard deviation 0.050,, where o, is the stan-
dard deviation of the original clean data.

The result is shown in Fig. 1. We used the param-
eters 7 = 16, £k = 4, and [ = 100. As the statistic
exceeds 1 for all the tested dimensions, the time series
should be interpreted as not deterministic. Although
the Lorenz model itself is deterministic, the Wayland
test did not detect its determinism from the noisy time
series.

We remark that Wayland et al. [2] defined {s;}¥,
deterministic if x; can be accurately modeled as the
iteration of some continuous function. Therefore, ac-
cording to this definition, the noisy time series tested
here is not deterministic.
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3 Analytical reasoning that Wayland
statistic can be bigger than one

Why does the statistic of the Wayland test exceed
1?7 We argue in this section that there is a scaling law
between the Wayland statistic and the level of obser-
vation noise.

Suppose that {y;}¥; is a clean deterministic scalar
time series and that {y;}Y ; is contaminated by obser-
vational noise {n;}¥,. Therefore, now the observed
time series {s;}}¥, has the relation s; = y; + n; for
each t. We assume that for each ¢, the noise 7; fol-
lows the Gaussian distribution N (0, 0?) of mean 0 and
standard deviation o.

Let

Yn;()+1 — Yni(t)
Yn;(t)+1—1 — Yni(t)—7

Yni(t)+1—(m=1)7 — Yn;(t)—(m—1)7

Then

i (6)+1 — Nn; (t)
M (t)+1—1 = Tn; (t)—1

M () +1—(m—=1)1 — Mn; (t)—(m—1)7
(7)

Hence, the average translation v(t) is written as

k
Zi=0(nni(t)+l_77ni(t))
k+1

PO -
i—o\Tni () +1—7 nni(i)—‘r)
k+1

k
Zizo(nni(t)+1—(m—l)-r 777ni(t)—(m—1)‘r)
k+1

Assume that each n;(t) is far from the others in
time. Then, for each j, the sum Zfzo(nni(t)+1_jT —
Nn;(t)—jr) follows Gaussian distribution N(0,2(k +

1)o?). Therefore ﬁl Zf:o(nm ()41 —jr — s (t)—jr) fOl-

lows N (0, %) Because 20%/(k + 1) is small if k is

big, we approximate it as

1 k

] Z(nni(t)+1—jr - nni(t)—j‘r) ~ 0.

=0

9)

As a result, we have v(t) = 0(t).
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Next we calculate e(t). From its definition, we have
e(t)

_ [lvi (£) —

- k+ 1 Z llo(?) ||2

s

k. m-—1
- TEIREE X X el )
P21~ Mosr—ir) (0~ PO

(s (61— g7 — Thns(0)—57)°] -
Taking the mean of e(t) over all 7;’s, we have

S8 o (6:(8) = v(®)|? + 2mo?)

Ele(t)] = (k + 1)|Jv(t)]]?
Letting
1 |3 (t) — a(t)||>
k+12 poE 0
we obtain 2o
Ble(t)] ~ é(t) + ”J(nﬁ ()

The quantity é(t) can be different from the statis-
tic we obtain from a clean time series as the selected
nearest neighbors can be different because of the obser-
vation noise. However, if the noise level is moderate,
the selected points are still the neighbors of z;, and
the value of é(t) is close to the one we obtain from a
clean time series. Hence, we regard that é(t) is approx-
imately equal to the statistic we obtain from a clean
time series as far as the noise level is moderate.

As W > 0, the average of e(t) will increase if
the variation of the noise increases.

4 Numerical examples

To verify the formula in Eq. (11) numerically, we
used a time series generated from the Hénon map [5].
The Hénon map is defined as (us 11, vi41) = (1—aus?+
bug, ug) where (a,b) = (1.4,0.3). We observed u; and
obtained a scalar time series of length 1000.

We tested the formula with several noise levels: o =
0,0.010,,0.020,, - --,0.250, where o, is the standard
deviation of the original time series. For each noise
level, we generated 100 realizations of noisy data and
found the Wayland statistic for each of them. For
calculating the Wayland statistic, we used m = 2, 7 =
1,k =4 and! = 100. The result is shown in Fig. 2. We
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Figure 2: The relation between the Wayland statistic
and the noise level ¢ in the example of the Hénon
map. The solid line is the mean, the broken lines are
the mean + the standard deviation of 100 realizations.

observed the linear relationship between the Wayland
statistic and o2, which was expected from Eq. (11).

We also tested this relation using the data of the
Lorenz model. We observed the x-coordinate of the
Lorenz model every 0.01 unit time and obtained a time
series of length 1000. The tested noise levels o are
0,0.010,,0.020,, - -, log where g, is the standard de-
viation of the original clean time series. For finding
the Wayland statistic, we used m =3, 7 =16, k = 4
and [ = 100. The lag 7 was chosen such that 7 gives
the first minimum of the mutual information [4]. The
result is shown in Fig. 3. In this example, we also
observed the linear relationship between the Wayland
statistic and o2 when o2 is small. When the noise level
is high, the average of the Wayland statistic is greater
than one.

5 Wayland statistic and surrogates

When the Wayland statistic is used for a time series
contaminated by observation noise with surrogate data
analysis, we might observe a strange phenomenon:
randomly shuffled surrogates show more “determin-
ism” than the original time series.

We applied surrogate data analysis to the time se-
ries of the Lorenz model which is contaminated with
5% observation noise. The result is shown in Fig. 4.
We observed that in most embedding dimensions, the
Wayland statistic for the original time series is greater
than the maximum of 39 randomly shuffled surrogates.

The following two reasons explain the phenomenon:
When applied to a surrogate, or a dataset without any
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Wayland statistic

0.08

Figure 3: The relation between the Wayland statistic
and the noise level ¢ of the observation noise, in the
example of the Lorenz model. The solid line is the
mean, the broken lines are the mean £ the standard
deviation of 100 realizations.

temporal correlation, the Wayland statistic tends to
be close to 1 [2]. However, because of the scaling law
between the Wayland statistic and the noise level, the
original data, or a dataset contaminated by observa-
tional noise, can yield a value greater than 1.

6 Conclusion

We showed that Wayland test is not appropriate
for the test of the determinism in noisy experimental
data because the statistic of the test can be greater
than 1 even if there is a deterministic law behind the
dynamics of a time series. The reason is that there
is a scaling law between the statistic of the Wayland
test and the level of observational noise. Although the
original paper contains the analysis of observational
noise, the result is too optimistic to be applied to noisy
experimental data.

Because of the scaling law, when the statistic of
the Wayland test is used for the test statistic of a
surrogate data test, randomly shuffled surrogates can
demonstrate more determinism than the original time
series.
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Figure 4: The result of surrogate data analysis on the
data of the Lorenz model, contaminated with 5% ob-
servational noise. We generated 39 randomly shuffled
surrogates from the original time series. For each em-
bedding dimension, the sign + shows the value of the
Wayland statistic obtained for the original noisy data,
and the solid lines show the minimum and maximum
of the Wayland statistic obtained from 39 surrogates.

References

[1] D. T. Kaplan and L. Glass, “Direct test for deter-
minism in a time series,” Phys. Rev. Lett., vol.68,
pp.427-430, 1992; D. T. Kaplan and L. Glass,
“Coarse-grained embeddings of time series: ran-
dom walks, Gaussian random processes, and de-
terministic chaos,” Physica D, vol.64 pp.431-454,
1993; J. Bhattacharya and P. P. Kanjilal, “On
the detection of determinism in a time series,”
Physica D, vol.132, pp.100-110, 1999; S. Horai,
T. Yamada, and K. Aihara, “Determinism analy-
sis with iso-directional recurrence plots,” T. IEE
Japan, vol.122, pp.141-147, 2002 (in Japanese).

[2] R. Wayland, D. Bromley, D. Dickett, and A. Pas-
samante, “Recognizing determinism in a time se-
ries,” Phys. Rev. Lett., vol.70, pp.580-582, 1993.

[3] E. N. Lorenz, “Deterministic non-periodic flow,”
J. Atmos. Sci., vol.20, pp.130-141, 1963.

[4] A. M. Fraser and H. L. Swinney, “Independent
coordinates for strange attractors from mutual in-
formation,” Phys. Rev. A, vol.33, pp.1134-1140,
1986.

[5] M. Hénon, “A two-dimensional mapping with a
strange attractor,” Commun. Math. Phys., vol.
50, pp.69-77, 1976.



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

Analysis of bifurcation and optimal response on the evolution of cooperation

Yo-Hey Otake

Graduate School of Frontier Sciences
The University of Tokyo
4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan

yoheyo@sat.t.u-tokyo.ac.jp

Abstract

A variety of strategies are needed to maintain coop-
erative behavior. Such strategy diversity in replication
arises from various circumstances; for example, muta-
tion in replication, noise, mistakes and moods. In this
paper, we deal with the iterated prisoner’s dilemma
game, which has been widely used to study the evolu-
tion of cooperation. We approach the question of how
cooperation evolves from the standpoint of dynami-
cal systems and also analyze the evolution in terms
of optimal response. Through these analyses, we have
confirmed that strategy variation is important for the
evolution of cooperation. In addition, we show that
this approach is more useful than previous approaches
because use of dynamical systems theory allows us to
express a transient process dynamically.

Keywords: evolutionary game dynamics, replicator
equation, cooperative behavior, iterated prisoner’s
dilemma, bifurcation analysis, optimal response.

1 Introduction
1.1 Evolutionary game theory

An aim of sociology and economics is to understand
how cooperative behavior is maintained. It is impor-
tant for research on behavior to look at the sustainabil-
ity of such phenomena as well as their initial causes.

For this purpose, Maynard Smith applied game the-
ory to ecological situations[1], which is known as evo-
lutionary game theory. The main concept of this ap-
proach is that an evolutionarily stable strategy can be
achieved. This concept of stability enables us to dis-
cuss sustainability.
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Evolutionary game theory is now widely applied to
many fields such as behavioral biology, ecology and
economics.

1.2 Need for dynamic analysis

Most evolutionary researches on cooperation have
emphasized an invasion condition of cooperative be-
havior in a population characterized by selfish behav-
ior. To make up for the insufficiency of this approach,
we need mathematical tools for analyzing dynamic
processes as well as static states. Therefore, we have
used nonlinear dynamical systems analysis to analyze
the global behavior of evolutionary dynamics in the
phase space of a strategy set.

1.3 Analysis of mutation in the evolution

Past researches have not accounted for all proper-
ties of evolution. Our goal is thus to consider situ-
ations containing various evolutionary factors, espe-
cially effects of mutation.

Through consideration of mutation, we examine ef-
fects of diversity on the evolution of cooperation. For
this analysis, we emphasize the importance of dynam-
ical systems, especially through bifurcation analysis.

2 Theory and methods

First, we introduce the game used to model the sit-
uations we consider, namely the prisoner’s dilemma
game, and prepare a strategy set for playing the game.
After that, we introduce tools for the analysis. We
describe the replicator equation and the form of mu-
tation.
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2.1 The Iterated Prisoner’s
game

Dilemma

The iterated prisoner’s dilemma (IPD)! is the most
widely used model for the evolution of cooperation.
Axelrod held a competition to study IPD strategy
through a computer simulation [2]. This competition
showed that a “tit-for-tat” (TFT) strategy was the
most advantageous. A player using this strategy co-
operates in the first interaction and then in subsequent
interactions repeats (imitates) what the opponent did
in the immediately preceding interaction.

On the other hand, the evolutionarily stable strat-
egy (ESS) [1] in a finite IPD is the “always defect”
(AlID) strategy. A violation of AllD, which is equiva-
lent to destabilization of the ESS, is necessary for the
evolution of cooperation. The evolution of coopera-
tion in such cases can arise from various conditions
(for example, groupings or spatial structures).

2.2 Strategy set

We must consider a class of various types of strategy
ranging from selfish behavior to cooperative behavior.
Thus, we prepared a strategy set (Table 1) like those
used elsewhere [3, 4, 5].

strategy | explanation
TFT Tit for tat
E1 Tit for tat and defect in the last interaction
E2 Tit for tat and defect in last two interactions
Ek AlID (The number of interactions is k)

Table 1: Strategy set

TFT represents cooperative behavior (not being the
first to defect) and AlID represents selfish behavior.
This strategy set is filled from cooperation to defec-
tion.

LA payoff matrix for the prisoner’s dilemma game (PD) is
shown below.

Opponent
Cooperation Defection
Cooperation R S
Self
Defection T P

S<P<R<Tand T+ S < 2R. This situation leads to the
self’s conflict and dilemma: if each of two players chooses the
behavior maximizing self payoff, it brings about the situation
minimizing the sum of the payoffs. Through iteration of the
PD, the tendency towards cooperation increases.
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2.3 Evolutionary game dynamics: the

replicator equation

The fundamental law of evolutionary game theory
is described by the replicator equation [6], and the
evolutionary path can be understood as the dynamics
on the phase space spanned by the frequency of each
strategy.

We consider a replicator map of the following form:

@i ()wi(F(t))
S (tw; (£(1))

where the variable x; denotes the frequency of strategy
i, which fitness, w;(Z), is a function of the distribution
of the population given by the vector ¥ = (1, -, ).
The denominator, Zjvzl xj(t)w;(Z(t)), ensures that
Zj.vzl zj(t) = 1. This map describes frequency-
dependent selection. The evolutionary game theory
assumes that Darwinian fitness is determined by the
payoff matrix of a game (e.g., the IPD).

zi(t +1) = Fi(Z(t)) = ()

If the number of iterations of an IPD is finite and
fixed?, this map is deterministic and has no stochas-
ticity.

We carried out numerical simulations based on this
map. Similar analyses of population dynamics based
on game theory have been done in [7].

2.4 Mutation

The elements of the evolution are as follows:

e Heredity

e Selection

e Mutation.
The replicator system mentioned above does not allow
mutation, then we introduce the effect of mutation.

In this work, we discuss the replicator-mutator map
of the following form [8, 9, 10]:

xzi(t+ 1) = Fi(£(t)) =

where each setting is the same as for the replicator
map (1). The probability that replication of strategy j
gives rise to strategy i is given by ¢;;. These quantities
define the mutation matrix (a Markov matrix). This
map describes both frequency-dependent selection and

2As in previous studies [3, 4, 5].
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mutation.

Here, we consider a mutation matrix (Markov ma-
trix) with uniform mutation® of the following form:

wo={ 1T Y

(J #1)
We consider the population dynamics of this model
and analyze the stability and bifurcations of this sys-
tem.

(3)

3 Results

In this section, we analyze the effects of mutation.
First, we show time series obtained by numerical sim-
ulation with several mutation rates. After that, we
show a bifurcation diagram and discuss its bifurcation
structure. The number of strategies is N and the num-
ber of iterations of the IPD is k (N=k+1).

3.1 No mutation: the replicator equation

Previous studies [3, 4, 5] considered the case of no
mutation. No mutation is equivalent to the muta-
tion matrix being an identity matrix, namely ¢ = 0
in Equation (3).

A numerical simulation result of the equation is
shown in Figure 1.

The orbit in the simulation resembles a heteroclinic
cycle, and approaches each of the corners on the k-
dimensional simplex.

The sojourn time in each strategy exponentially in-
creases. Various researchers have discussed the pos-
sibility that because the evolution of non-cooperative
strategies cause the waste of much time, cooperation
can evolve.

3We can also consider other types of formalization of the
mutation matrix. A simple model is

(3=1)
G=i—1,i4+1)

@o={ .

A strategy easily mutates into a similar strategy on the pheno-
type, but cannot mutate into a radically different strategy. The
distance on the phenotype is strictly determined by the distance
on the genotype. In this model, mutation will similarly affect
the evolution of cooperation, but various dynamics would not
be able to arise.

(1—e€eif j=1or N)
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3.2 Slight mutation
Next, we investigated effects of mutation.

While the orbit property is the same as in the case of
no mutation, the population dynamics are drastically
changed even by a slight mutation.

A numerical simulation result of evolutionary dy-
namics with a slight mutation is shown in Figure 2.

If there is a slight mutation, the sojourn time in
each strategy except the final one (AlID) is constant.
Therefore, the evolution time of non-cooperative be-
havior is linear and selfish behavior evolves in actual
time. Since the models used in previous studies cannot
tolerate even a small amount of mutation, we consider
them insufficient for interpreting the evolution of co-
operation.

3.3 Greater mutation

Since there are reasons other than those considered
in previous studies that can account for the evolution
of cooperation, we look at the conditions affecting the
evolution.

One factor that helps explain the evolution of co-
operation is effective mutation.

We make the variation of strategy wider. In addi-
tion, the population dynamics change drastically de-
pending on the mutation rate. In this instance, more-
over, the orbit property differs from those in the cases
of no mutation and a slight mutation.

A numerical simulation result of the evolutionary
dynamics with a fairly weak mutation is shown in Fig-
ure 3.

For any initial condition, the dynamics fall into this
quasi-periodic orbit. Thus, non-cooperative behav-
ior cannot evolve. The result of evolution is periodic
change of behavior.

3.4 Bifurcation analysis

We measure the level of cooperation in the popula-
tion as a function of the mutation parameter e. This is
the level of cooperation after sufficient time has passed
and the influence of the initial conditions is negligible.
The bifurcation diagram is shown in Figure 4.
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A mutation threshold exists and the dynamics of
this system drastically change with changing the value
of €. The period of the limit cycle also continuously
changes.

This system contains a saddle-node bifurcation on
an invariant circle and a Neimark-Sacker bifurcation

[11].

4 Discussion

We assert that mutation may play an important
role in the evolution of cooperation, because popula-
tion dynamics are drastically changed by mutation in
replication. Here, we discuss the bifurcation at this
change.

4.1 Comparison with recent research

Recent research based on dynamic programming
suggested similar outcomes [12]. Therefore, we com-
pare a dynamical systems technique to an analysis of
optimal response and discuss the similarities and dif-
ferences between the former research and our own.

The earlier research on the evolution of cooperation
through analysis of optimal response has two limita-
tions. First, a limited situation was assumed where
most of the population adopted one strategy and other
strategies were distributed among the population ac-
cording to a distribution of a given variance. If a state
is a mixture of strategies, it is difficult to analyze. Sec-
ond, the response could only be examined for certain
static situations, and dynamic processes could not be
accommodated. McNamara et al. [12] demonstrated
the importance of mutation (variation) from this view-
point.

To determine whether cooperative behavior is sus-
tainable, we need to describe the time evolution of
behavior. An approach based on a dynamical system
allows the expression of various states like mixtures
of strategies and transient processes. The resulting
abundance of information makes this a more fruitful
approach. This is important for studying the evolu-
tion of cooperation [13].

The advantage of the approach with a dynamical
system is that it allows us to examine not only the
direction of evolution but also the time evolution of the
frequencies of the strategies and transient processes.
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This is what makes the dynamical system approach so
effective.

4.2 Consideration as game theory

In this paper, we have dealt with a finitely iterated
prisoner ’ s dilemma game; that is, we have discussed
the situation where the period of interaction is fixed
and known. This is a difficult problem in the sense
that it is difficult for cooperative behavior to evolve.

In biological and economic situations, the period of
interaction may be known to everyone. In this case,
cooperative behavior is maintained. Nevertheless, it is
difficult for cooperation to evolve theoretically because
of backward induction reasoning, and few theoretical
approaches have allowed the evolution of cooperation.

When the period of interaction is fixed and known,
previous studies have shown that it is difficult for co-
operation to evolve because of backward induction
reasoning [3, 4, 5]. Backward induction is powerful
premise, leading some to consider theoretical research
on the evolution of cooperation to be impossible. The
few studies that supported the evolution of coopera-
tion [3, 4, 5, 14] used models that did not contain all
properties of evolution. Therefore, we wanted to con-
sider situations involving various evolutionary factors,
especially the effect of mutation.

Our goal is to bridge the gap between the theo-
retical and empirical researches. In this paper, we
sought to do this by incorporating the role of muta-
tion. By considering mutation, we found a remarkable
phenomenon: mutation can promote the evolution of
cooperation. This phenomenon arises from a bifurca-
tion of the equation solution.

5 Conclusion

We have examined the factors affecting the evolu-
tion of cooperation in a finitely IPD. Players cooper-
ate in a situation where the interaction term is finite
and known. This evolution is supported by mutation.
Our research indicates that mutation plays an impor-
tant role in the evolution of cooperation. Moreover,
through a comparison with another approach, we have
confirmed the effectiveness of applying dynamical sys-
tems theory to the evolution of behavior.
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Figure 1: Population dynamics without mutation (k
= 10, ¢ = 0). The horizontal axis is time (generation)
and the vertical axis is the population frequency of
each strategy.
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Figure 2: Population dynamics with a slight mutation
(k = 10, € = 1.0 x 107°). The horizontal axis is time
(generation) and the vertical axis is the population
frequency of each strategy.
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Figure 3: Population dynamics with a weak mutation
(k = 10, € = 3.5 x 10~*). The horizontal axis is time
(generation) and the vertical axis is the population
frequency of each strategy.
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Figure 4: Bifurcation diagram: The horizontal axis is
the mutation rate (the bifurcation parameter) and the
vertical axis is the frequency of cooperative behavior
after sufficient time has passed.
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Abstract

This paper discusses the design of wire drive cap-
turing robots based on dynamic preshaping. As the
speed of a robot hand increases, dynamic effects be-
come dominant. In order to successfully catch an ob-
ject by a high speed capturing robot, it is important
to consider mass distribution, wiring, and joint spring
when designing the robot. After explaining the design
procedure by considering those mechanical parameters,
experiments as well as simulations are shown to verify
the basic idea.

1 Introduction

While a number of robots have been developed so
far, we are particularly interested in high speed robots
that can capture a moving object quickly. As the first
trial of such a high speed robot, we have designed and
developed the 100G capturing robot[1] that can catch
a flying object in the air within the motion time of
50[msec]. Fig.1 shows an experimental result where
the 100G capturing robot is capturing a ball by the
gripper. Due to such a high speed, we cannot follow
by our eyes what is really happening during the cap-
turing motion. Therefore, we can not see directly why
the robot fails in catching the object while it looks like
that the gripper successfully reaches the target object
position. After precise analysis utilizing a high speed
camera with the frame rate of 1[msec], we found that
the preshape of the gripper is not appropriate, espe-
cially for the final stage of catching motion. Consider-
ing the finger link posture during the high speed cap-
turing motion, it is impossible to neglect inertia force
applied to the finger links. Therefore, the preshaping
issue under such a high speed condition results in an
optimum design problem to determine the joint torque
distribution with considering the effects of dynamics.
The goal of this work is to provide a design procedure
on preshaping issue for a high speed capturing robot.

Reducing mass of the robot is really important for
achieving a high acceleration. In such sense, wire drive
robots are good candidates for reducing mass of both
arm and gripper, since we can install all actuators at
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(c) 46]ms]

(d) 48[ms]

Fig.1: A two-fingered robot hand for capturing an
object.

the base. We suppose a robot where all joints are con-
trolled by a single wire. A feature of such robots is
that the torque distribution is determined by both the
size of pulley in each joint and the way of wiring. By
focusing on such a wire drive robot, we define that
the dynamic preshaping problem is to produce a joint
torque set so that all links make contact with an ob-
ject. We explore the geometrical issue where the de-
sign for wiring is precisely discussed. After explaining
the design procedure for achieving the reference pos-
ture under high speed condition by considering me-
chanical parameters of the robot, experiments as well
as simulations are shown to verify the basic idea.

2 Related Works

There have been a couple of works discussing pre-
shaping issues so far[3]-[8]. Bard and Troccaz[3] have
discussed an automatic preshaping for a dexterous
hand from a single description of objects, where the
object model is automatically extracted from a low-
level visual data and a system for preshaping a planar
two-fingered hand with four joints grasping planar ob-
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Fig. 2: Basic mechanism of a high speed capturing
robot driven by a single wire.

Wire

Fig. 3: Various behaviors of object when finger links
make contact with it.

jects is described. Kang and Ikeuchi[4] have proposed
an automatic robot instruction for recognizing a grasp
from observation. Hong and Slotine[5] have proposed
a catching algorithm by which they succeeded in real
time catching free-flying spherical balls being tossed
from random locations. The postures of the robot
hand and arm at the moment of capturing are planned
by the information obtained by vision. Nakamura
et. al. [6] have challenged the reactive grasp of a three-
fingered robot hand by using a learning method, where
the preshaping is planned by integrating 48 kinds of
sensor signals and 29 primitive behaviors. As far as we
know, our paper is the first work discussing dynamic
preshaping.

3 Problem Formulation
3.1 Robot Hand Driven by a Single Wire

Suppose a typical robot hand where each actua-
tor is placed at each joint. In such a case, the whole
weight of the robot increases and the motion of the
robot becomes slow as a result. In order to decrease
the weight, the wire drive method where all actua-
tors are arranged at the base of the robot and the
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torque driving each joint is transmitted through wire,
has been utilized[1][2]. Consider a multi-linked robot
hand where all joints are controlled by a single wire,
as shown in Fig.2. Now we focus on only open-close
motion of fingers. The motions of the arm are ignored.
Since all joints of the robot are driven by the tension
of one control wire[1], the distribution of drive torque
for each joint is determined by the wiring, i.e., pulley
position and radius. In addition, a spring is attached
to each joint to keep the initial link posture when wire
tension is zero. This spring produces a resistant force
for the joint torque coming from wire tension.

3.2 Reference Posture

Suppose a capturing robot trying to capture an ob-
ject, as shown in Fig.3, where (a) and (c) are examples
of failure in catching an object, and (b) is an example
of successful catching, respectively. From the geomet-
rical point of view, it is more likely that the simulta-
neous contact between links and the object leads to a
successful catching. Based on this consideration, we
define the reference posture of finger links as shown in
Fig.3(b), and this is given by following.

Reference Posture: The reference posture is
given by the grasping form where all links make
contact with an object, and is expressed by the
joint angular vector 8, € RE=1Nax1 where U
and Ny denote the number of fingers and the num-
ber of joints (= the number of links) of the s-th
finger, respectively.

3.3 Dynamic Preshaping Problem

In this work, we suppose that capturing motions by
robot hands can be regarded as realizing the given ref-
erence posture 8,.. We define the dynamic preshaping
problem as follwing.

Dynamic Preshaping Problem: By giving
the reference joint angle 6,, determine the me-
chanical parameters (pulley radius, pulley posi-
tion, spring constant, and mass of finger link), so
that the following condition is satisfied.

lg,;.| <€
(s=1,...,U,i=1,...,Ns, j=1,...,N;)

(1)

sir

Aty, = max‘ ty

where ¢y, denotes the time when the i-th joint
of the s-th finger reaches the reference angle and
€ is a small positive value.




The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

N-thlink

Fig.4: A 2D finger model driven by a single wire.

4 Mechanical Analysis
4.1 Wiring

Suppose a 2D finger is driven by a single wire as
shown in Fig.4, where p;, p¢, and p{\fz € R**! are the
position vectors expressing the ¢-th joint position, the
i-th pulley position at inner link, and the wire fixing
point at the N-th link, respectively, and all pulleys can
be freely rotated around their axes. p§ is the position
vector expressing the pulley position at the palm, and
whole link system is fixed with the base at p;. Let
t/ € R¥*1 and t? € R?*! be the tension vectors before
and after the i-th pulley, respetively, as shown Fig.4.
Supposing that there is no friction around each pulley
axis, we have |[t?|| = ||t/|| = T where T is the wire
tension. Also, let 7/ € R?*! and r? € R**! be the
vectors denoting the positions where the wire tensions
are given. Under the above preparation, we have the
following relationship.

b
tl = (2)
ot = et (3)
where ® denotes the operator providing z1y> T2y
for two vectors = [z1,72]T and y = [yl,yg}T. By

letting di™' € R?*! express the vector from the wire
release point of the i-th pulley to that of the i + 1-th
pulley, we get

P, = D} "‘Tzf +di+1 7"?—4—1 (4)

By multiplying ®¢? 1 by right side to each term on
eq.(4) and considering di™" ® t?,; = 0, we obtain the
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following equation:

b b
ri+1) ®t;

()

The torque around the i-th joint is given by the fol-
lowing form:

(Pi1 p?)®t?+1 = ("'{

wire

T = ¢ p)@t+ (P! pig) @t (6)

From egs.(2), (3), (5), and (6), 7;"* can be rewritten
with 72 by the following form.

= TR @
where
R? = (p} pi+r)oel
(Pi1 Pim+7Ti) @€l (8)

Let e?(= t?/T) € R**! be the unit vector expressing
the direction of tension. Eq.(7) means that the torque
produced by a wire can be expressed by the multiply-
ing the wire tension with the radius of virtual pulley.
We would note that the radius of such a virtual pulley
varies depending upon the link posture.

The above discussions provide us with the relation-
ship between the torque and the wire tension in the
following form:

TV = T[A+ Ble (9)
where
Twire _ [,I_i)vire7 ,Tlv\s;ire]T c RN><1 (10)
[@,®]  [q.®] 0
4 .
lan 19] [qn®]
0 [qn®]
E RNXQN (11)
q;, = p{ p, €R¥! (12)
[ri®] (5] 0
B = | b b
[rh 1®] [rhe]
0 [rh®]
6 RN><2N (13)
T
e’ = el{T, ,el]’VT} e RNVx1 (14)

where [x®| means [ z2,71] € R'™? for a vector
x = [z1,72]T. Ae® and Be® express the torque com-
ponents controlled by the position of pulley and by
both the radius of pulley and the way of wiring, re-
spectively.
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Fig. 5: Finger model for determining parameters.

4.2 Joint Compliance

Let us now consider the effect of spring distribution
among joints, where k; is the ¢-th joint spring constant
as shown in Fig.4. Each joint spring plays an impor-
tant role for controlling the finger link posture when
the fingers approach an object. We have the follow-
ing relationship between the joint torque and spring
constant.

TP — - Qk (15)
where
Tspring — [Tlspring7 . y]_]s\fring] T c RNXI (16)
01 01 —0- 0
Q = 91 - 91'71 91 - 0i+1
0 ON — On-1
e RVN O (17)
k= [k, - kn]T e RV (18)

4.3 Equation of Motion

The equation of motion of the finger link system
can be modeled by the following,

M(0)6 + h(6,0) = 7Vre 4 7oPring (19)

where M (8) € RN*N and h(8,0) € RN**1 are the
inertia matrix and velocity related torque vector, re-
spectively. From egs.(9) and (15), eq.(19) can be
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Table 1: Mechanical parameters used for simulation.

I length of the 1st link 60.0[mm
lo length of the 2nd link 45.0lmm
mi mass of the 1st link 55.0[g
mo mass of the 2nd link 30.0[g
I moment of inertia of the 1st link 27.6[kgmm?]
I moment of inertia of the 2nd link 7.1[kgmm?]
w1 width of the 1st link 20.0[mm
wo width of the 2nd link 17.0[mm
Ipalm position of the 1st joint 10.0[mm
larm length of arm 260.0[mm]|
i initial length of main spring 70.0[mm]
kmain spring constant of main spring 0.60[N/mm]
dmain damping coefficient of main spring 0.01[Ns/mm]
Epnin natural length of main spring 180.0[mm)]
Thall radius of object 32.5[mm]|
o initial angle of the 1lst joint 0.0[rad
05" initial angle of the 2nd joint 0.0[rad
k1 spring constant of the 1lst joint 90.0[Nmm /rad]
ko spring constant of the 2nd joint 120.0[Nmm /rad]
Ro radius of base pulley 15.0[mm
Ry radius of pulley on the 1st link 0.01[mm

rewritten in the following form:

M(0)6 + h(6,0) = T[A() + B(0)]e*(8) Q(O)k

5 Dynamic Preshaping
5.1 Parameter Determination

Since the equation of motion given by eq.(20) is
highly nonlinear, it is really difficult to formulate an
algorithm for solving the dynamic preshaping prob-
lem. Through the analysis of wiring, we learnt that
each joint torque is very sensitive to the pulley po-
sition and even negative torque can be generated ac-
cording to the location, while it is hard to achieve such
a characteristic by changing either spring constant or
mass distribution. Based on these considerations, let
us now replace the problem obtaining the mechanical
parameters for realizing 6, by the following optimiza-
tion problem.

Minimize
Z = Aty,
Subject to
ipgminipa ipamax - (j 1 N)

M(0)0 +h(6,0)=T[A(0) + B(0)e"(0) Q(O)k
where ‘p¢™in and ‘p¢max € R2X! are the minimum
and the maximum limitations of the pulley position,
respectively. Now, the evaluation function Z is corre-
sponding to eq.(1).
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Fig. 6: Flow chart for computing the pulley positions.

5.2 Simulations

In order to obtain the pulley position satisfying the
condition expressed by eq.(1), we repeat computation
until it converges. Consider a two-fingered hand and
a sphere object as shown in Fig.5. All parameters
except for 1p§ and 2pg are given by Table.1. We also
suppose that one tip of the wire is fixed at the one side
of the spring implemented in the arm and the other tip
of wire is fixed at the second finger link. We assume
that the wire tension T is generated by the following
equation.

T = kwireAlwire dwireAlwire (21)
where kwire, dwire, and Alyire are virtual stiffness,
damping coefficient, and the amount of stretch, re-
spectively. Now, we give kyire = 1.0 x 10[N/mm] and
dwire = 1.0 x 10 2[Ns/mm]. We also suppose that
the friction between each finger link and the object is
given by p = 0.0. The dynamic simulator ADAMS
(Mechanical Dynamics, Inc.) is utilized for comput-
ing finger motion for a given set of parameters. Fig.6
shows the flow chart for computing the pulley posi-
tions 'p¢ and 2p¢ in Fig.5 for achieving the refer-
ence finger posture at the instance of contact. Fig.7
shows two simulation results where (a) and (b) are
¢ = 13[ms] and ¢ = 0.4[ms], respectively. In case of
¢ = 13|ms], we obtain the optimum pulley positions
Ip¢ = [32.0,2.0]T[mm] and %p§ = [25.0,2.5]T [mm].
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(a) 'pi=(32.0 2.0] fmm], 2p% =[25.0 2.5] [mm]
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(b) lp?z [32.0 2.0] T[mm], Zp; =[25.0 6.5}T[mm]

Fig. 7: Simulation results for two different sets of pul-
ley position.

As shown in Fig.7(a), the first link makes contact
with the object earlier than the second one and the
object is finally pushed away. This result suggests
that ¢ = 13[ms] is not small enough. In case of
e = 0.4[ms], we obtain 'p% = [32.0,2.0]T[mm] and
2pg = [25.0, 6.5] T [mm)] after convergence. In this case,
all links make contact with the object with in 1[ms].
As shown in Fig.7(b), the robot can capture the ob-
ject successfully while it includes a small oscillational
motion.

6 Experiments

We designed and developed an experiment system
for confirming the simulation results, where we can
change the wiring route by changing the pulley posi-
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19 [ms] 30 [ms]
(2) 'p*=[32.0 2.0] fum], %p? = [25.0 2.5 [uum]

19 [ms] 31 [ms]

(b) 'pi=[32.0 2.0] [mm], 2P} = [25.0 6.5] [mum]

Fig. 8: Experimental results for two different sets of
pulley position.

tion and the pulley size, the joint spring constant, and
the mass distribution of the links, respectively. The
tension of the wire is generated by the elastic energy
of the spring mounted in the arm. Mechanical pa-
rameters except for the pulley positions are given by
Table.1 where parameter explanation is given in Fig.5.
We observe the change of the link posture by shifting
the pulley positions along the simulation results. Fig.8
shows a series of photo taken by a high-speed camera
with 1 [ms/frame], where the hand is taking action
for capturing a sphere object. The hand as shown in
Fig.8(a) and (b) are designed under the pulley position
as shown in Fig.7(a) and (b), respectively. While the
first link makes contact with the object earlier than
the second one in Fig.8(a), all links almost make con-
tact with the object simultaneously in Fig.8(b). From
Fig.8, we can see that the behaviors of finger links in
the simulation and experiment nicely coincide. There-
fore, the validity of the optimum parameters obtained
by the simulation are supported by experiments.

©ISAROB 2005

110

7 Concluding Remarks

We discussed the design of capturing robot driven
by a wire from the viewpoint of dynamic preshaping.
The main results are summarized as follows;

(1) Dynamic preshaping is important, especially just
before finger links make contact with the object.
We choose the preshape so that all links make
contact with the object simultaneously.

The mechanical parameters which influences joint
drive torque were considered and the relationship
between the wire tension and the joint torque dis-
tribution was introduced precisely.

The design procedure for achieving the reference
posture under dynamic condition was explained.
A couple of simulations were executed to obtain
the optimum parameter and the validity is con-
firmed experimentally.

This work was supported by CREST of JST (Japan
Science and Technology). We are very thankful for the
support.

(2)

(3)
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Abstract

This paper discusses a leg design for a tracing type jump-
ing robot driven by an actuator with an extremely high
output/weight. We found that there is a close relation-
ship between the jump ratio(= h/l) and the leg length.
Through analysis and simulation, we found that there
exists the optimum design speci cation where the jump
motion becomes maximum. After explaining an design
orientation by considering joint torque and mechanical
parameters, experiments are shown to verify the basic
idea.

Keywords—Jumping Robot, Motor Based Actuation,
Jump Ratio

1 Introduction

There have been many works discussing legged robots.
Legged robots can be classified into two groups; static
based locomotion where the center of gravity is always
ensured within the support polygon constructed by the
supporting legs, and dynamic based locomotion where
the center of gravity is allowed to be away from the sup-
port polygon. Jumping robot can be categorized into
the latter one. While various jumping robots have been
proposed so far, accumulated energy using either spring
or pneumatic actuator is utilized for most of them. This
is because there have been no powerful actuator ensur-
ing an enough jump height. With the increase of actua-
tion technique, it has become possible to see the chance
that a motor based robot can jump since the effect to
gravitational force is reduced. For a given actuator, how
much size is appropriate for achieving a jump? How to
design a robot for achieving the maximum jump height?

To answer these questions, we consider a simple model
where the robot is composed of one actuator and two
legs, as shown in Fig.1. The open-close motion of both
legs is controlled by one actuator. As a result, this robot
realizes the jumping motion by tracing the surface of the
ground by both tips of leg. For such a simple model, we
obtain the analytical result of the jumping height ratio
defined by the height normalized by the leg length. Al-
though the result is available only under a couple of lim-
ited assumptions, it includes really useful information
for determining the specification of a jumping robot.
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Fig. 1: Model for tracing type jumping robot.

Through above analysis, we show an interesting obser-
vation is that there exists the optimum design where the
jump ratio becomes maximum. For a given specification
of actuator, we explain how to determine the robot spec-
ification leading to the optimum design. Along the pro-
posed approach, we design a jumping robot which can
achieve the maximum jump ratio. Finally, We develop
the jumping robot with optimum design and show that
experiments strongly support our design. Nice quali-
tative coincidences are observed between analysis and
experiments.

2 Related Works

While there are many works discussing walking
machine[1][2], most of them supposed that at least one
leg makes contact on the ground. On the other hand,
there exists a phase where all legs are away from the
ground in jumping robots[3]. Raibert et al.[4] have de-
veloped one-legged hopping machine driven by a pneu-
matic actuator. Okubo et al.[5][6] have proposed a
jumping machine with small output actuator where they
utilized self-energizing spring system. The jump ratio
which we utilize as the index of evaluation can be re-
garded as “Jumping height index” proposed in [5] by
replacing the maximum distance that body can move
with the leg length. Tsukagoshi et al.[7] have developed
the jumping & rolling inspector as a rescue robot and
discussed the control of the jumping height and energy



saving by using a pneumatic actuator. Arikawa and
Mita[8] have developed the design of multi-DOF jump-
ing robot. They have discussed planning parameters of
robot motions for achieving jumping and somersault.

3 Design of Jumping Robots
3.1 Model for Analysis

Let us consider the two-legged model as shown in Fig.1,
where h, [, my, 70, Wmax, and g are the maximum height
of jump, the length of leg, mass of body, torque of ac-
tuator, the maximum angular velocity of actuator, and
the gravitational acceleration, respectively. We suppose
that the actuator operates with constant torque 7 with
respect to angular velocity. While a regular DC servo
motor has a decreasing characteristics with respect to
angular velocity, there are a couple of AC servo motors
approximately supporting this characteristics by sup-
plying current depending upon the angular velocity. We
also suppose that the actuator has the limitation of an-
gular velocity with its maximum value of wp,.x and each
leg is controlled by a single motor. We ignore the effect
of the friction between the tip of leg and the ground,
since we regard it as a secondary factor for reducing the
jumping height.

In this work, we utilize jump ratio J. to evaluate the
height of jump as follows;

Jc = (1)

h
l
Physical meaning of J. is that it expresses the maxi-
mum height which the robot can jump in units of its leg
length.

3.2 Optimum Design on Leg Length

We now consider an extremely simple model as shown
in Fig.1, where we assume that two rigid links without
mass are connected to an actuator with the mass of m
and the robot motion is symmetry with respect to the
z-axis. Suppose that the robot is jumping as shown
in Fig.1 where the link angle is 8 with respect to the
horizontal line. Let the joint torque 7y is given until
0 > 0,.

The work where the torque executes during 0 6 6,
is given as follows;

w

260y
/ T()de (2)
0
= 270, (3)

Since W is fully transmitted to the potential energy
when the robot reaches the highest position by jumping
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Fig. 2: Relationship among I, lj;m,, and J..

motion, we can obtain the jump ratio with the function
of 1y as follows;
291,7'0

Je = mygl (4)

Eq.(4) is the closed form solution exhibiting the rela-
tionship between J. and mechanical parameters, where
both legs maintain contact with the ground during
0 0 0,. Now, we would note that the leg can-
not rotate with more than wy.x. The above constraint
for angular velocity leads to the following inequality.

emax Wmax (5)
The maximum angular velocity of joint émax is achieved
at the moment of § = 6, and the energy balance at this
moment is given as follows;

1/. 2
3 (Qmaxl cos Hb) + mygl sin 6, = 2740, (6)
From eq.(6), we can obtain Opmax as follows:

O = é’e:eb @

1 9 27—0917
lcos B, mp

Now, we would focus on the leg length from the view-
point of the design for robots. Substituting eq.(8) into
ineq.(5) yields,

glsin 9b> 8)

l Z llim (9)
where
214 0,2
T q+\q + meTo bP (10)
myp
P = Wmax oSOy (11)
g = mpgsinby (12)



Table 1: Specification of the lightweight high-speed
motor

motor type AC

max torque [Nm] 1.71

max speed [r/min] 300

time response to a step input [msec] 30
weight [g] 59.6

(a)

Fig. 3: The lightweight high-speed motor and the de-
veloped jumping robot.

In the case where | < lj;n, €q.(4) is not guaranteed since
each tip of the leg cannot trace the ground and is away
from it. Fig.2 shows the relationship among I, l};m, and
J.. While we can suppose that jump ratio decrease less
than the that of eq.(4), we would note that I, may
be the optimum leg length when the specification of
actuator is given.

4 Experiments

Table.1 shows the specification of the lightweight pow-
erful motor (Harmonic Drive Systems, Inc.)[9][10]. This
motor has the maximum torque of 1.71[Nm], the max-
imum rotational speed of 300[r/min] and the mass of
59.6[g]. Fig.3(a) and (b) show an overview of the motor
and a photo of the developed robot, respectively. Fig.4
shows an overview of the developed robot where one leg
is connected to the axis of the motor and the other one
is fixed to the outer case of the motor.

Fig.5 shows the map showing experimental results with
respect to [. The circles shown in Fig.5 are points ob-
tained by experiments. For reference, the results ob-
tained by eq.(4) and eq.(10) are also provided in Fig.5,
where 0, = 0.5. A really interesting observation is
that we can find the maximum jump ratio between
[ = 200[mm] and 300[mm] for analysis, which supports
the idea of this work. Fig.6 and Fig.7 show series of
photos during a jump motion of the robot with the leg
length of 100[mm] and 200[mm]|, respectively. The robot
with the length of 200[mm)] achieved a big jump with 550
[mm] with J. = 2.75.
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Fig. 4: An overview of the developed robot.
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Fig. 5: Experimental results.

5 Concluding Remarks

We discussed the design of tracing type jumping robots
by focusing on the leg length. The main results are as
follows:

(1) Jump ratio was chosen as the evaluation index for
designing a jumping robot.

(2) We obtained the relationship between the jump ra-
tio and the leg length by using a simple model.

(3) It was shown experimentally that there exists the
optimum design point leading to the maximum
jump ratio.

One of features for using motors for a jumping robot
is that we can expect the capability of grasping as well
as jumping. Fig.8 shows an example where the robot is
capturing an object suspended in air after jumping up.
We believe that a kind of dexterity can be anticipated
through an AC motor based jumping robot.

This work is supported by CREST of Japan Science
and Technology (JST). We are very thankful for the
support. Also, we would like to express sincere thanks
for Mr. Masahiro Yuya for his experiments.
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Fig. 8: A series of photos during a jumping and grasp-
ing motion.
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Abstract

This paper discusses the direction dependent dex-
terity of surgeons in laparoscopic surgery. In laparo-
scopic surgery, a surgeon can observe the concerned
tissue only through a 2D display and is obliged to con-
vert the image from 2D to 3D in his (or her) brain. In
this report, we examine the effect of 2D or 3D visual
information on the manipulation dexterity by utilizing
the newly developed evaluation system.

1 Introduction

Laparoscopic surgery is a well established method
in modern medicine. In laparoscopic surgery, a sur-
geon inserts forceps and a scope into the abdomen
through small holes, so no large cuts are necessary
as in open surgery. It is a method in minimal inva-
sive surgery. It was well examined scientifically that it
does not affect a life prognosis, and has a similar rate
of cures for malignant diseases[1][2][3].

On the other hand, many reports in operation mis-
takes by laparoscopic surgery are seen in the news in
recent years. In order to prevent such operation mis-
takes, the education to surgery residents is necessary.
In laparoscopic surgery, as shown in Fig.1, surgeons
have to operate forceps, looking at a monitor, without
seeing the affected part directly, and have to convert
the image from 2D to 3D in their brain.

The purpose of this study is quantifying the direc-
tion dependent dexterity of surgeons in laparoscopic
surgery. In this paper, we analyze how a surgeon ob-
tains a distance feeling for the depth direction while
converting the 2D display image to a 3D space. Then,
we show that the image conversion capability to 3D
can be considered as an element to judge a surgeon’s
skill.

2 Related research

There are many reports that evaluate laparoscopic
surgical skills. Although Kopta[4] presented meth-
ods to evaluate surgical skills, they are not widely ac-
cepted. Martin[5] and others made an evaluation sys-
tem called Objective Structured Assessment of Tech-
nical Skill (OSATS), which gained consensus for the
first time based on its excellent objectivity. More-
over, Rosser, et al.[6][7][8][9] claimed what makes la-
paroscopic surgery difficult is the limitation of the
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Fig.2: Overview of the Developed System

spatial information due to the 2D display, and sup-
ported their claim by monitoring the learning effect
by change of performance time. Most of these reports
evaluated the improvements in reaching the training
goal, which had not been necessarily quantitive. How-
ever, recently, the tip position of forceps is measured,
and thus the number of test methods using quantitive
analysis about the operation increases. Cuschieri, et
al. developed the Advanced Dundee Endoscopic Psy-
chomotor Tester (ADEPT) which acquires the forceps
tip position information by using an encoder[10][11].
Darzi, et al. developed the Imperial College Surgi-
cal Assessment Device (ICSAD) which acquires the
forceps tip position information by using an electro-
magnetic field, and utilizes it effectively to improve
laparoscopic skills[12][13][14]. Sokollik, et al. consid-
ered the tip speed profile from the forceps tip position
data by the ultrasonic sensor[15]. Also, there are sim-
ulators that perform the analysis and evaluation of the
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position information by vision sensors[16] and others
that use a virtual reality to simulate an actually un-
dergoing operation[17].

Here, the image conversion capability from 2D to
3D is considered as one of the necessary skills in la-
paroscopic surgery. We focus on the distinction be-
tween the vertical movement and the front-and-back
direction movement, as it is regarded as being very
difficult.

3 Materials
3.1 The feature of the developed device

Fig.2 and Fig.3 show the experiment device and the
system architecture. As can be seen from Fig.2, the
endoscope is installed in front of a table and the 2D im-
age is shown on the monitor. A gimbals mechanism is
used in this system to grasp the forceps. Two encoders
are attached to the two rotational axes. In addition,
we fixed a scale seal (LBP = 0.1[mm]) on the stem part
of forceps, in order to be able to acquire the displace-
ment of the length. Then, we used the heat shrink
tube to secure the seal on the stem. Furthermore, the
opinion of surgeons was taken into account. In order
to reproduce the load felt in an actual operation, we
used a spring mechanism that enables to adjust rota-
tion friction of the gimbals. Furthermore, in order to
prevent the candidate to look at the subject directly,
instead of the monitor during an experiment, we man-
ufactured a cover made of a black plastic plate. Fig.3
shows the information flow of this system by arrows.

3.2 The forceps tip position detection
method

We can measure the two rotation angle parameters
and one distance parameter by using three encoders.
As shown in Fig.4, by measuring the three parameters
[, 8 and ¢, the relative position coordinates = = [-sing,
y =1-cos¢-sinf and z = —[ - sing - cosf of the gimbal
central point can be calculated.

3.3 Position detection accuracy

We acquired the position data for both tips by
putting the tip of the forceps on pre-defined 14 points
on the table that were separated by 50[mm]. Then, we
investigated the deviation from the true value when
acquiring position information for the 14 points of the
two tips 10 times. As shown in Fig.5(a), the maximum
error was 6.20[mm], the average error was 2.54[mm)],
and standard deviation 1.28[mm].
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Then, we considered the error due to alignment,
and corrected it by the method shown in the follow-
ing paragraph. As a result, the maximum error was
3.23[mm)], the average error was 0.92[mm], and stan-
dard deviation 0.62[mm)] after the correction as shown
in Fig.5(b). Thus the position accuracy was greatly
improved. The circles of Fig.5 shows the average error
before and after compensation, respectively.

3.4 Compensation method

In a first step of the compensation method of the
system, the three points v;1, v42 and vz were cho-
sen as calibration points and their true z-y-z values
are known. Next, using vs;; as a reference point, the
position data on the remaining points v and vy3 is
acquired by the parameter from each encoder of the
system and the equations x = [-sing, y = [ - cos¢-sinf,
z = —l -sing - cosf. Then, the deviations Avy, Avs of
the acquired values vy, vg from the true values v, V3
were derived from the equations:

V1 = U1 (1)
Vg = V2 + AUQ (2)
ms = v3+ Avs. (3)

As is commonly known, the arbitrary positions in
the 3D space can be expressed as follows by using the
three position vectors:

Vk (4)

v =

where V = [Ul (%) ’Ug] and k = [k’l k’z kg]T.
That is, if v and V' = [v1 va v3] are known, equation
(4) can be changed into

E = Vi (5)

in order to obtain k = [ky ko k3]T.

Therefore, k = [k1 ko k3]T can be found, if vy, via,
73, U1, Vo and vz are known beforehand. Also, the
true value v; can presume as follows,

ver k1 + veaka + vizks

(6)

using equations (1), (2) and (3), equation (6) can be
changed into

U =

vy = wvikyp+ (’UQ =+ AUQ)kQ + (’Ug =+ A’Ug)k’g. (7)

With equation (4), we finally obtain

v+ A’ngz + Avgkg,. (8)

U =



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

z

Error_ [mm]

(a)Before Compensation

(b)After Compensation
Fig.5: Position Errors before/after Compensation

4 Preliminary Experiment
4.1 Purpose

This chapter shows that the human characteristic
when only on carrying out 3D movements of the for-
ceps relying the information from a 2D display. It is
shown that the difference in skill of an amateur and a
surgeon is appearant in this setup.

4.2 Methods

In the experiment point A and point B on the table
in Fig.3 are 150[mm]| apart. The subject was asked
to move the forceps tip from point A to point B and
back again to point A. The tip position information
was acquired during the whole movement.

4.3 Definition of the target point attain-
ment

The attainment times ¢;(i = 1,2) to the intermedi-
ate point B and the ending point A are taken when
the forceps tip stays with in a distance of dy = 3[mm]
from target point for t; = 0.3[s]. They are defined as
follows:

oy [pi = p(8)|| < dy,
t; = mf{tn‘ by =ty <t <ty | 9)
Here, p(t) is the forceps tip position vector after ¢[s]
from start, and p;(i = 1,2) is a target position vector,
respectively. Also, t; < to.

4.4 Results

The experimental results of an amateur and an ex-
pert are shown in Fig.6 and Fig.7. They show the tip
trajectory in the zy plain (top view) and in the yz
plain (side view) in the experiment done by an ama-
teur (Fig.6) and by an expert (Fig.7). Here, looking at
both top views, deviation from the ideal trajectory in
the side direction is very small. Looking at both side
views respectively, a large difference in the deviation
in the hight direction of the expert’s and amateur’s
forceps tips trajectory can be seen.

4.5 Discussion

That the different deviations discussed the last
paragraph are due to the shortage of the information
by a 2D display. A motion in the actual vertical di-
rection and a motion of the front-and-back direction
cause a both vertical movement on a monitor, while a
motion in the side direction on a monitor corresponds
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Fig.7: Tip Trajectory of an Expert

to the actual side motion. Therefore, a subject con-
siders the correction of the deviation in the vertical di-
rection difficult, while the correction of the deviation
in the side direction is considered comparably easy.

5 Direction dependent dexterity

5.1 Integration according to direction in-
gredient

In case of the experiment shown in the preceding
chapter, it is characteristic deviation of the vertical di-
rection was large, compared to the deviation of the side
direction was very small. Here, the deviation in the
side direction and the deviation in the vertical direc-
tion are integrated over the move distance according
to the ingredient. Then, the result of the amateur’s tip
movement seen from Fig.6, the deviation integration
value A, of the side direction is A4, = 616.27[mm?],
and the deviation integration value A, of the verti-
cal direction is A, = 2934.37[mm?]. The result of
the expert’s tip movement seen from Fig.7 is A, =
954.99[mm?], A, = 1347.27[mm?].

5.2 Direction dependence line

We express the relation m between the deviation
integration value A, of this side direction and the de-
viation integration value A, of the vertical direction
as follows.
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In order to verify the tendency of a direction depen-
dence in two or more experiment results, we consider
the graph which sets the horizontal axis to A, the ver-
tical axis to A, and the inclination to m. Each point in
Fig.8 is the result of one of 5 experiments carried out
by two amateurs and two experts, respectively. The
straight line in the graph marks the direction depen-
dence m obtained by using the least-squares method
in the data for these 20 data points. The inclination
of the straight line is m = 1.95.

Moreover, as can be seen from the graph, it turns
out that each point m > 1. Thus, the correction of the
deviation in the vertical direction is again observed to
be more difficult due to the lack of information from
the 2D display.

6 Conclusion

In this report, we introduced an equipment for eval-
uating a doctor’s skill in laparoscopic surgery, and
described the forceps tip position data acquisition
method, and its accuracy. Also, we found that obtain-
ing the distance feeling of the depth direction is very
difficult, due to the conversion of information from a
2D display to 3D that the surgeon has to perform in
laparoscopic surgery, and conducted the basic experi-
ments. As a result, distinction of the vertical direction
and the front-and-back direction from 2D display is
difficult. Thus, the direction dependence might be one
parameter that shows a surgeon’s skill. Furthermore,
we defined the characteristics of human operation in
endoscopic condition by the direction dependence, and
considered its tendency by the results of a preliminary
experiments.

In the next step, we will consider the know-how of
experts to use one forceps to help to judge the position
of the other forceps in the 3D conversion.

Finally, we would express our sincere thanks to Dr.
Roland Kempf for his valuable comments.
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Abstract

This paper discusses the way for estimating a con-
tact force by high speed vision with a frame rate of
2[kHz]. We particularly focus on the estimation of
a contact force through the deformation of a flexible
beam. We show the basic working principle of the con-
tact force estimation. We developed the experimental
system for confirming the basic idea. By utilizing the
system, we executed several experiments where the dy-
namics effects appear.

1 Introduction

The strain gauge is the most commonly used con-
tact force sensor. The reasons why this sensor is widely
used are that it has a very simple structure and keeps
a high frequency response. However, there are couple
of situations where it is hard to use it. For exam-
ple, under a strong magnetic field, such as the case
of fMRI(functional Magnetic Resonance Imaging). In
such a case, there are alternative force sensors, such
as a hand dynamometer using water pressure [1] or a
force sensor by using an optical fiber where the loss of
the light quantity depends upon how large the bend-
ing angle is [2]. Another case where it is hard to uti-
lize a strain gauge would be a micro hand which can
achieve a simple manipulation of a microscopic ob-
ject, as shown in Fig.1, where two chopsticks like mi-
cro gripper is grasping a target object. For the force
sensing in such a micro hand under the microscope [3],
the displacement of an elastic beam by using a vision
sensor is measured for estimating an equivalent con-
tact force. Up to now, it has been restricted to force
measurement only of a quasi-static condition because
the response of processing speed of camera was as low
as 30[Hz].

In this research, we propose the method which es-
timates the contact force in real time by measuring
the displacement of an elastic deformation under dy-
namic condition using an online high speed vision sys-
tem with a frame rate of 1[kHz] in the standard win-
dow.

Let us consider the case of a micro hand, as shown
in Fig.1. The micro hand consists of a support beam
and an action beam. As a simplified model for the
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force sensing

micro hand, we regard it as a single beam, as shown
in Fig.2. We consider the problem of estimating a
periodic external force which acts at the tip of the
beam. This paper is organized as follows. We refer to
the related works in Chapter 2. A problem setup is
performed in Chapter 3. In Chapter 4, after deriving
a basic formula about the relation between the dis-
placement of beam and contact force, we introduce a
nondimensional parameter R which expresses the ratio
of inertia force and the static bending force. We fur-
ther show a method how to estimate the contact force.
In Chapter 5, we verify the basic working principle of
the introduced method by comparing the conventional
approaches.
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Fig.3: Explanation of searching line

2 Related works

There have been a couple of works where contact
force is estimated by vision. Kaneko and others have
proposed a system [4, 5] consisting an elastic beam
and a vision sensor. They showed that both contact
force and contact point can be estimated by measur-
ing the displacement on two points of the beam. How-
ever, their system was limited to quasi-static condition
where the change of motion is slow enough to ensure
that any dynamic effect can be neglected.

As for vision sensors, Ishii and others developed
the Mm(Mega-pixel and milli-second) Vision[6, 7]. The
MmVision includes an intelligent pixel selection soft-
ware which is able to find the center of gravity of an
object with the frame rate of 1[kHz] in the standard
window. However, within our knowledge, there has
been no work discussing the dynamic based contact
force estimation by utilizing an online high speed vi-
sion.

3 Problem setup

We suppose a beam whose shape in steady state
is a straight line. Also let u, E, I, and L be the
mass per unit length, young’s modulus, area moment
of inertia, and the length of beam, respectively. We
set the coordinate system as shown in Fig.2. The main
assumption in this work are as follows.

Assumption 1: Attenuation of vibration by the vis-
cosity of the beam can be neglected.

Assumption 2: The displacement of the beam is as-
sumed to be so small, such that the movement
of the contact point in the x-direction can be ne-
glected, i.e. y(L,t)/L < 0.1.

Assumption 3: The movement of the beam is limited
to planar motion.

Assumption 4: A periodic external force F'(L,t) ex-
cites the beam.

Assumption 5: Other frequency modes except the
external force frequency can be neglected.
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Under the above assumptionsl] we consider the sim-
plified model shown in Fig.3, where we search for the
center-of-gravity of the beam only along the shown
searching lines. We treat the following problem.

Problem setup:

Suppose that an unknown periodic external force
F(L,t) is applied to the free end of the beam. Under
this condition, answer the following questions:

(1)How many searching lines are necessary and are
sufficient to determine the shape of the beam?

(2)How can we estimate the periodic external force?

4 Principle of estimation
4.1 General solution of bending equation
We consider the bending vibration of a beam for a
given external force, as shown in Fig.3. The equation
of motion of a small part of the beam can be expressed
by the following equation [8].
4 2
EI@ a2y

(1)

0 (0<z< L)
o) = { F(L,t) (¢=L) (

Let us now define fs and f; as follows,

f(CU,t) = fs+fa (3)
84
fs = El@ (4)
62
fa = M@ (5)

where fs and f4 correspond to the forces generated by
static bending and inertia forces, respectively. Sup-
posing that the beam is under harmonic vibration, we
can obtain the general solution by using the method
of separation of variables

y(z,1) = Y(x) - (Acosw, + Bsinw,), (6)
where
Y(z) = Cicos(*~ A ")+ Co sm(ag) (7)
+ Cycosh(T) + Casinh();
= ,uL4w2 /EL (8)

4.2 Introduction of nondimensional pa-
rameter R
When the periodic external force (Fp sinwt) is ap-
plied at the tip of the beam, fs and f; can be approx-
imated as follows:

Ymaz
fS ~ EI L4 9’ (9)
fd ~ Nymawwz- (10)




The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005
Let us now, define the nondimensional parameter R as

follows,

pL*w?
11

where R expresses the ratio of inertia force and static

bending force. As R increasess, the inertia force also
increases. Note that R exactly coincides with a* in

Eq.(8).

R=

4.3 Force estimation under quasi-static
condition

In a quasi-static case, we can neglect the inertia

force. By setting fy = 0 in Eq.(3), the contact force
F(L,t) is given by

3ET

F(Lat) = Fy

(L,1). (12)

4.4 Force estimation under dynamic con-
dition
We suppose that the periodic external force
(Fosinwt) is applied at the end of the beam. At the
fixed end (z = 0), the displacement and the bending
angle are zero, i.e.

Y (0) =0,
Y'(0) = 0.
At the free end (z = L), the bending moment is zero

and the shearing force has the same value as the peri-
odic external force. i.e.

Y (L) =0,

EI-Y"(L)-(Acoswt + Bsinwt) = —Fysinwt.

We can determine all coefficients of eq.(7) under the
above boundary conditions and obtain the contact
force at the time ¢ = ¢t,, is given by

2ETa3(1 + cos acosh )

F(L, 1) = (e ty) ° )
/{(sin a + sinh ) (cos Do cosh 22y

L L

iz,

(cos a + cosh ) (sin v sinh )} (13)
L L

Applying the theorem of L’Hopital to eq.(13), we have

the following relationship

3EI

a—0

(14)

Eq.(14) coincides with eq.(12). Finally, the answers to
the problem setup in Chapter 3 are
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Fig.4: Experimental system

(1)One searching line is necessary and sufficient to
determine the shape of the beam.

(2)We can estimate the periodic external force by
eq.(13).

5 Experiment
5.1

The experimental setup is shown in Fig.4. The
beam used in the experiment has the diameter of
1[mm] and the length of 110[mm]. Fig.5 shows the ge-
ometrical relationship between the beam and the force
sensor stick. An arm is fixed to the axis of the motor.
On the other end of the arm, the force sensor stick to
which the strain gauge is attached, is fixed perpendic-
ular to the arm. This arm is vibrated by

The experiment method

Y = Yo + Y1 sinwt,

where yo > y1. The displacement of the beam is mea-
sured at a particular point by the vision sensor. In
this experiment, we use the MmVision (Photron) as a
vision sensor, which can take frames with a resolution
of 1024x 1280 pixels and with the frame rate of 1[kHz|
in standard window. In order to simplify the measure-
ment, we use a white beam so that we can easily dis-
tinguish from the background. Fig.6 shows the way for
measuring a point on the beam schematically. While
the vision sensor has 1024 x 1280 pixels, we set the win-
dow of 1024x512 pixels as shown in Fig.6. Within
the window, we focus only on one searching line with
1x512 pixels for detecting the displacement of the
beam at one particular point (z = z,). To search
the center-of-gravity of the beam, we binarize the pic-
ture by setting up the threshold value against the 8 bit
gray scale. As the beam moves by an external force,
the center-of-gravity of the beam in the searching line
also changes. In this experiment, z, is fixed to the
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distance 2[cm] from the tip of the beam. By measur-

ing the center-of-gravity of the beam in the searching References
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of 2[kHz]. We confirmed that the approach could suc-

cessfully estimate the contact force.
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Abstract

This paper discusses the non-contact impedance sens-
ing that can measure the mass, viscosity and stiffness
of environment. The developed sensor is composed of
a laser displacement sensor and air force supply nozzle.
We applied the developed sensor to fruits to confirm
the possibility for measuring their surface impedance.

1 Introduction

There are various needs for measuring the mechanical
impedance (mass, viscosity, stiffness) of environment,
such as medical examination of a cancer tissue, medi-
cal examination of eye pressure, estimation of human
skin age, judgment of the best time for eating fruits or
meats, and evaluation of the degree of completeness
of compliant material in industrial products. While
various approaches have been proposed for answer-
ing these issues, most of them are based on the di-
rect contact method [1]—[3], where the pushing force
is actively given by a force probe. By the relationship
between the applied force and the displacement, we
can compute the impedance parameters. These ap-
proaches, however, cause several inherent issues due
to the direct contact between the probe and the en-
vironment, for example, imparting damages to envi-
ronment, receiving damage of the sensing probe itself,
and sanitary issue especially for both foods and hu-
man beauty care.

To cope with these issues, non-contact approaches
have been proposed recently and their effectiveness
has been reported. As for a non-contact method, Shin-
oda and others [4], have first proposed the non-contact
impedance sensor by utilizing air pressure actuated by
an acoustic speaker, and showed the capability of mea-
suring impedance parameters through the non-contact
approach. One of most popular examples as a non-
contact impedance sensor is perhaps the eye pressure
measuring system [5] where air pressure is given to
the eye from the front direction and the displacement
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Fig.1: An overview of the developed sensor

Object

of eye surface is measured by an infrared LED sensor
with an inclination angle with respect to the front di-
rection.

We discuss the non-contact impedance sensing capable
of estimating the local impedance parameters without
any contact. In this paper, we show the overview of
the whole system including the non-contact impedance
sensor[6]. As an example of application, we applied
this sensor for measuring the degree of ripeness for
pear. We show that impedance parameters for the
pear are measured with reasonable estimation.

2 Non-Contact Impedance Sensing
2.1 Design of the Developed Sensor

Fig. 1 shows the basic design of the developed sensor
unit and its overview, respectively. The sensor unit
is composed of a laser distance sensor and an air sup-
ply adaptor, where s denotes the distance between the
nozzle and the surface to be measured. The key idea
is that the hole of air supply adaptor is so designed
that the longitudinal axis perfectly coincides with the
sensing axis of the laser sensor. To achieve this tuning
up easily, we attach a sliding mechanism for the air
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supply adaptor, which helps us to change the position
with observing the laser spot. The air supply system
is equipped with a high speed solenoid valve which
is the key element of the sensor toward a high speed
sensing. The valve can operate with the maximum
switching frequency of 500[Hz] under the supply pres-
sure of 0.05[MPa] through 0.25[MPa]. It is composed
of only three mechanical components and enables us to
impart a force to the environment with high response
with respect to time. Such a high response allows us to
estimate the impedance parameters with high quality
as well as high speed. Toward a field test, we would
note that since the width of air flow becomes large as s
increases. This will bring both the weakness of push-
ing force to the environment and the low resolution of
local impedance parameters in test surface. We should
design the hole of the air nozzle small enough for ensur-
ing a high resolution in surface and keep a sufficiently
short s for avoiding a weak force to the environment.
Another remark should be also given to the following
point. Even though the axis of nozzle coincides with
that of the laser sensor, it is not guaranteed that the
axis of actual air flow coincides with the nozzle axis.
This is because the air is supplied to the sensor unit
from the side wall and largely bent with a right angle
within the sensor unit. The appropriateness of design
can be confirmed only through experiments.

2.2 How to Operate the Sensor

Fig. 2 shows the overview of the whole system includ-
ing the non-contact impedance sensor. The system
includes a compressor for producing high pressurized
air source, an accumulator for keeping pressurized air,
a control driver for sending the switching signal to the
sensor, and a PC for collecting measured signals from
the sensor as well as for sending a command signal to
the driver. The command signal is produced by two
parameters;

1
req — — 0< re §500HZ 1
e = s (0 frg S5000) (1)
Ton
o= (0<as)) ©)

where freq, @, Ton, and Tors are the switching fre-
quency for the valve, the duty factor for the valuve,
ON time of time period, and OFF time of time pe-
riod, respectively. By changing f,.; and o, we can
produce various force patterns for each frequency.

2.3 How to Sensing Impedance

The flowchart for estimating impedance is shown in
Fig. 3(a).
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Fig.3: Procedure for estimating impedance parameter

Stepl Measurement of the force and displace-
ment data set:

Air force is sprayed on object and the displace-
ment data set x(t) = [r1,22, -+ ,2,]T is obtained.
At the same time, the air force data set f(t) =
[f1, fa,-+ , fa]T is also obtained, where f; is given
step-wisely.

Step2 Select of the impedance model:

Since the behavior differs greatly from objects, the
impedance model has to be carefully chosen. By con-
sidering that it generally becomes the complicated
model due to the coupled spring effect, it is given by a
multi-element impedance model as shown in Fig. 3(b),
where m, ¢; and k; are the mass, the i-th damper, and
the i-th spring, respectively.

Step3 Estimation of the model parameter:

The estimated parameters of selected model is deter-
mined by the ordinary least square method using f ()
and x(t).
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Step4 Evaluation of the selected model:

The response of displacement can be reproduced by
using the estimated value m, ¢; and k;. By comparing
the reproduced displacement #(t) = [&1, %2, ,2n]T
and the actual x(t) we can evaluate how nicely the
impedance are estimated. By applying the coefficient
of determination R?, we can obtain the evaluation of
the degree of approximation as follows|[7];

n

> iy —ay)?

R2=1-7"

e
>z — 2
j=1

where Z is the average value of x;. We can say that
the degree of approximation of the reproduced wave-
form is good, when R? is close to 1. If R? = R%, | we
progress to Stepb by regarding that the model utilized
is reasonably good where R?, is the threshold value.
Re-selection of a model is required when R* < RZ,.
We return to Step2 when R? < R, .

Step5 Sensitivity evaluation of estimated pa-
rameters:

By Step4, We can check whether the estimated pa-
rameters are reasonable or not. However, even if R?
becomes a large value, it is not guaranteed that the es-
timated parameters nicely coincide with actual ones.
In order to check this, we define the sensitivity of pa-
rameter by the following][§]:

pog
§==2
g dp

(4)

where ¢ is the function of p. The sensitivity for each
parameter obtained by Step3 is examined. We would
note that if S is sufficiently small, the reliability of
parameter estimation is not guaranteed.

3 Experiments
3.1 Air Flow Characteristics

Fig.4 shows experimental results where Fig.4(a), (b)
and (c) are the step responses of the air jet under
a=0.5, f=2.5[Hz] and s=10[mm)], the air flow pat-
terns under a=1.0 and s=10[mm], and the pushing
force with respect to s under a=1, respectively. From
Fig.4(a), we can confirm that the step-up response
is roughly 1[msec] while the step-down response is
roughly 2[msec]. We would note that the origin of
the horizontal axis in Fig. 4(b) coincides with the laser
sensor axis. From Fig.4(b), we can see a symmetry
shape of the flow pattern with respect to the laser
sensor axis. Now, let us define w by the width of the
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air pressure distribution with more than 80% of the
maximum pressure. From Fig.4(b), we can also see
w=2.5[mm)] for the diameter of nozzle of 2mm], which
means that the width of air flow is not big enough un-
der s=10[mm]. In Fig. 4(c), circles and triangles show
the pushing force to the environment and w, respec-
tively. Fig.4(c) says that the total force keeps almost
constant with respect to s, while w increases gradu-
ally with respect to s. In other words, although the
area affected by the air jet increases with respect to
s, the pushing force does not change largely. This is
because the force obtained by the integration of local
pressure distribution is determined by the change of
the total momentum of the air flow. The reason why
the force decreases when s becomes small is that the
pressurized air is difficult to come out from the nozzle
due to a large flow resistance when the nozzle hole is
close to the environment.
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Fig.4: Characteristics of air flow
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3.2 Application to Fruit

As an example of application, we applied the devel-
oped sensor to estimate impedance parameters for
pear. Fig.5 shows the experimental result for pear.
We apply stepwise air jet for 200[msec] for the surface
of pear and measure the displacement of the surface.
The real line in the figure shows the displacement. Al-
though the displacement of a pear is only 60[um], we
can measure such a tiny displacement. Let us suppose
that we apply a force for a linear four elements model
(1 =2 and m = 0 in Fig.3(b)). We can describe the
equation of motion for the model as follows:

boii(t) + bia(t) + box(t) = a1 f(t) + f(t)
b = gt b= S
by =

kll“f1§2’ ar = 121222

This model is conventionally well known that it ap-
proximates the action of viscoelasticity, such as food
and human skin. By using this model, we estimate 12;1,
12;2, ¢1, and ¢9, as indicated in Fig. 5. The displacement
reproduced by these parameters is also expressed with
the dashed line in Fig.5. In this case, R? is higher
than the given R? (= 0.950). Fig.6 shows the com-
puted sensitivity S between 100[msec] and 300[msec]
in Fig. 5. From these results, | S|k, is even larger than
|S|kss |S]e, and |S|c,. Furthermore, we pay our atten-
tion to a time history of the sensitivity of |S|.,. Fig. 6
means that the parameter c¢; contributes to the re-
sponse at the initial phase, for example up to 20[msec].
From the viewpoint of good estimation of ¢, we should
choose the time interval in the range of 20[msec]. On
the other hand, we need an appropriate time interval
for obtaining sufficient number of data for estimation.
There exists a compromise time interval for satisfying
both requirements. We have done this experiment ev-
ery two days for five pears. Fig. 7 shows the change of
k1 of the pear. Through this experiment, we observe
how stiffness changes every two days. In six days after
we start this experiment, stiffness is changes as shown
in Fig. 7. We found that the taste becomes good after
six days we start this experiment. We can say this sur-
face stiffness provides us with a good hint for judging
the time for eating.

()

4 Concluding Remarks

We discussed the developed non-contact impedance
sensor capable of estimating the local impedance pa-
rameters without any contact. We precisely explained
the sensing method. As an application example, we
took pear and showed that impedance parameters
can be nicely evaluated by utilizing the four-elements
impedance model.
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Abstract

We present a purely vision-based scheme for learn-
ing a topological representation of an open environ-
ment. The system represents selected places by local
views of the surrounding scene, and finds traversable
paths between them. The set of recorded views and
their connections are combined into a graph model
of the environment. To navigate between views con-
nected in the graph, we employ a homing strategy
inspired by findings of insect ethology. In robot ex-
periments, complex visual exploration and navigation
tasks can thus be performed without using metric in-
formation.

1 Introduction

To survive in unpredictable and sometimes hostile
environments animals have developed powerful strate-
gies to find back to their shelter or to a previously vis-
ited food source. Successful navigation behaviour can
already be achieved using simple reactive mechanisms
such as association of landmarks with movements [1]
or tracking of environmental features [2]. However, for
complex navigation tasks extending beyond the cur-
rent sensory horizon, some form of spatial representa-
tion is necessary. Higher vertebrates appear to con-
struct representations—sometimes referred to as cog-
nitive maps—which encode spatial relations between
relevant locations in their environment [3, 4].

Under certain conditions, such maps can be ac-
quired visually without any metric information. Hu-
mans, for instance, are able to navigate in unknown
environments after presentation of sequences of con-
nected views [5]. This has led to the concept of a view
graph as a minimum representation required to ex-
plain experimentally observed navigation competences
[7]. A view graph is defined as a topological represen-
tation consisting of local views and their spatial re-
lations. Depending on the task, these relations can

©ISAROB 2005

127

Keigo Watanabe, Kiyotaka [zumi
Dept. of Advanced Systems Control Eng.
Graduate School of Science and Eng.
Saga University
1-Honjomachi, Saga 840-8502, Japan

be, e.g., movement decisions connecting the views, or
mere adjacencies.

Motivated by the findings of vertebrate ethology,
researchers have started to investigate topological rep-
resentations for robot navigation. These systems rely
primarily on local sonar patterns for the identification
of places, in combination with metric knowledge de-
rived from compasses or wheel encoders. Bachelder
and Waxman [8] have reported results on a vision-
based topological system which uses a neural con-
trol architecture and object recognition techniques for
landmark detection. In their current implementation,
however, the system has to rely on artificially illumi-
nated landmarks and a pre-programmed path during
exploration of the environment. For maze-like envi-
ronments, Scholkopf and Mallot [7] have shown that
learning a graph of views and movement decisions is
sufficient to generate various forms of navigation be-
havior known from rodents. The scheme has subse-
quently been implemented in a mobile robot [7].

The purpose of the present study is to extend the
view graph approach from the mazes of [7] to open en-
vironments. In doing so, we present a navigation sys-
tem that uses purely topological information based on
visual input. By focusing on just one type of informa-
tion we want to make the contribution of topological
knowledge explicit.

2 Learning View Graphs

2.1 Discrete Representation of Continu-
ous Space

In view-based navigation tasks, visual information
is used to guide an agent through space. The reason
why this is feasible at all, is the fact that there is a
continuous mapping between position space (x- and
y-coordinates, possibly supplemented by gaze direc-
tions) and the space of all possible views: for each spa-
tial position, a certain view is perceived, and this view
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changes continuously as the observer moves around in
space. Unfortunately, this mapping can be singular,
because identical views can occur at different spatial
locations, i.e., there is no guarantee for the existence
of a global coordinate system on the manifold of all
possible views. In principle, this problem can be dealt
with using context information: In points with identi-
cal views, we can use views from nearby spatial posi-
tions to disambiguate between them.

It is sufficient to store views which allow the de-
scription of relevant paths. This leads to a less de-
tailed representation of the view manifold, namely by
a graph consisting of representative views and connec-
tions between them.

Since open environments do not impose a structure
on the view graph, we have to select a set of views
which are representative for the manifold (in the fol-
lowing referred to as snapshots), and to find connec-
tions between them. Since the connecting paths be-
tween the snapshots are not explicitly coded in the
view graph, we have to provide a homing method
which allows us to find connected views from a given
start view.

In the following sections, we introduce a system
that is able to solve these tasks. The vertices of the
acquired view graph are panoramic views of the en-
vironment, and their edges are connections between
views that can be traversed using a visual homing pro-
cedure. This homing procedure allows the system to
approach a location from any direction such that the
graph edges denote mere adjacency relations without
any directional labelling. The resulting view graph
does not contain any explicit metric information.

2.2 A Minimal System for Learning a
View Graph

The overall architecture of the system is shown in
Fig. 1. Here, we discuss the basic building blocks, the
details are described in the following sections.

2.2.1 View Classifier

As we mentioned above, a crucial component of any
graph learning scheme is the selection of vertices. The
graph vertices have to be distinguishable, because oth-
erwise the representation could not be used for finding
a specific location. Since we confine our system to use
only visual information, we must guarantee that the
recorded views are sufficiently distinct. This can be
performed by a classifier which detects whether the
incoming views can be distinguished from the already
stored vertices of the view graph. If this condition is
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Figure 1: Block diagram of the graph learning algo-
rithm

fulfilled, the system takes a new snapshot and adds it
to the graph. The classifier is described in Section 2.3.

2.2.2 Route Learning

In this system, a new snapshot is automatically
connected to the previously recorded vertex of the
view graph. Thus, the system records chains of snap-
shots, or routes. These routes can be used to find a
way back to the start position by homing to each inter-
mediate snapshot in inverted order. We describe the
homing procedure in Section 2.4. The area from which
a specific snapshot can be reached by the homing pro-
cedure is called its catchment area. The view classifier
has to make sure that every snapshot can be reached
from its neighbour, i.e., all vertices of the view graph
have to be in the catchment areas of their adjacent
vertices.

2.2.3 Choice of Exploration Direction

When the system has taken a new snapshot, a new
exploration direction must be chosen. This choice pri-
marily affects the exploration strategy of this system,
because it determines how thoroughly an area is ex-
plored and how fast the explored area grows. In Sec-
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tion 2.5, we describe several local exploration strate-
gies used in this system.

2.2.4 Edge Verification

The route learning procedure described above has no
way of forming new edges to previously visited views,
i.e., the resulting graphs will be mere chains. By
adding the following behaviour we can obtain nontriv-
ial graphs: during exploration, the system constantly
checks whether the current view becomes similar to the
already recorded snapshots. This again is a view clas-
sification task which can be solved by the same classi-
fier as used for the selection of the snapshots (see Sec-
tion 2.3). In a second step, the system checks whether
the detected snapshot is not yet connected to the ver-
tex from which the current exploration step started.
Whenever these conditions hold, the system tries to
home to the snapshot. If successful, an edge connect-
ing the two vertices is included, and the exploration
continues from the detected snapshot. In cases where
the robot gets lost or bumps into obstacles, the sys-
tem reports a “non-edge” between both vertices thus
preventing the failed action from being repeated. Be-
fore starting to home, the verification procedure al-
ways checks whether a “non-edge” for this action has
already been recorded. After a failed verification, we
start a newgraph, which will typically get connected
to the old one in due course by the edge verification
procedure.

If an already connected view is encountered during
an exploration step, the system homes to it as well(not
shown in Fig. 1). This procedure does not produce
additional knowledge, but has the effect that edges
intersecting previously stored edges are less likely to
be recorded.

2.2.5 Avrbitration and Obstacle Avoidance

Since the focus of this work is on navigation, any so-
phisticated obstacle avoidance systems are not neces-
sarily employed into this system. During exploration,
kind of simple sensors like infrared sensors can be used
for the presence of nearby objects. If obstacles were
detected at distances larger than 1 cm, the robot is
made to turn away without slowing down. Smaller
distances can be interpreted as collisions causing the
robot to back up and turn away from the obstacle.
Both behaviors and the graph learning system of Fig. 1
are combined into a subsumption architecture where
the collision-induced escape behavior had highest, the
graph learning procedure lowest priority.
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The robot is not allowed to take snapshots as long
as the obstacle avoidance system is active. The result-
ing graph structure tends to concentrate in the open
space between obstacles. This feature makes the nav-
igation system more effective, because the visual in-
put changes very rapidly near objects. Exploration of
these areas would require a large number of snapshots
which, in complex natural environments, would ulti-
mately lead to a fractal graph structure near objects.

2.3 View Classifier

Ideally, the set of snapshots taken to represent the
view manifold should satisfy three criteria: first, the
views should be distinguishable. In purely graph-
based maps, this is the only way to guarantee that
specific vertices can be navigated to. This can be
achieved by incorporating only distinct views into the
graph. Second, a large proportion of the view manifold
should be covered with a small number of vertices to
keep processing requirements small. Third, the spatial
distance of neighbouring views should be small enough
to allow reliable homing between them.

As we confine this system to use only visual input,
the selection of the snapshots must be based on the
current view and the stored snapshots. The above
criteria can be satisfied by measuring the degree of
similarity between views: dissimilar views are distin-
guishable by definition while being distant on the view
manifold, and similar views often are spatially close.

Clearly, a threshold of classifier can also be used
to detect whether the current view becomes similar
to one of the already recorded snapshots. If the image
distance to a snapshot falls below the threshold, the ro-
bot starts its edge verification procedure (as stated in
Section 2.2) and tries to home to the snapshot. In this
system, we use the same classifier for both tasks. A
suitable threshold can be determined experimentally.

2.4 Navigating Between Places:
View-Based Homing

In order to travel between the vertices of the view-
graph, we need a visual homing method. Since the
location of a vertex is only encoded in the recorded
view, we have to deduce the driving direction from a
comparison of the current view to the goal view. After
the robot has moved away from the goal, the images of
the surrounding landmarks in the current view are dis-
placed from their former image positions in the goal
view. If the robot moves so as to reduce these dis-
placements, it will finally find back to the goal where
current view and snapshot match. The displacement
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field has a focus of contraction in the goal direction.
Driving into the direction of this focus most quickly
reduces the image displacements.

A number of experiments have shown that inver-
tebrates such as bees or ants are able to pinpoint a
location defined by an array of nearby landmarks. Ap-
parently, these insects search for their goal at places
where the retinal image forms the best match to a
memorized snapshot. Cartwright and Collett [9] have
put forward the hypothesis that bees might be able to
actively extract the goal direction by a homing mech-
anism as described above.

2.5 Local Exploration
Graph Learning

Strategies for

The exploration strategies used by this system have
been motivated by the principle of maximizing knowl-
edge gain [6]. As we have not formalized any notion
of knowledge, this principle was used as a qualitative
guideline. In this context, knowledge gain is possi-
ble, for instance, through the recording of new edges
and new snapshots. In the following, we describe sev-
eral exploration strategies, which concern primarily
the choice of the next direction to explore after a snap-
shot has been taken, or after an existing vertex has
been reached (as discussed in Section 2.2).

2.5.1 Exploration Direction During Route
Learning

The simplest conceivable rule is to choose a random di-
rection and then to go straight until the next snapshot
is taken. The resulting Brownian motion pattern has
the advantage that eventually every accessible point of
the environment will be explored without the danger
that the exploring agent is caught in an infinite loop.
Good results can also be achieved if one uses a fixed
turning angle. Using smaller angles, distant areas are
reached faster, whereas angles closer to lead to a more
thorough exploration of the local neighbourhood.

2.5.2 Exploration of the Largest Open Angle

This navigation scheme is designed such that all ver-
tices of the view graph remain in the catchment ar-
eas of their respective neighbours. This property can
be used to choose the next exploration direction, if a
vertex has already more than one edge: the system
determines the directions to all neighbouring vertices
using the homing procedure, and directs the next ex-
ploration step to the largest open angle between them.
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Alternatively, one could use information about neigh-
bouring vertices, such as their connectivity or similar-
ity. For example, exploring areas where neighbouring
views are connected to each other would be more likely
to lead to possibly undesired edge intersections.

3  Summary

This paper has presented the view graph learning
method that can be used for view based navigation
system of autonomous robots. This method is ex-
pected to incorporate into a real robotic system which
is expected to work only on visual inputs.
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Abstract

This paper describes an intelligent vision system
that absorbs useful information from its environment
and draws useful conclusions. This system can give the
instructions to locate vacant seats that are currently
occupying in a cinema theater. Extraction of useful
information without viewing or exposing inside details
of an environment through an active vision system is
proposed. Reasoning based conclusions are drawn for
optimum searching. The effectiveness of the proposed
method is demonstrated using an experiment.

1 Introduction

Computer vision is a new and rapidly growing field,
currently focusing on building intelligent systems. It
basically processes active image data captured by a vi-
sion system and draws intelligent conclusions. Much
accurate timely information could be obtained with-
out human involvements. In practice, this would also
save time, avoid the occurrence of any disturbances
and enhance the security. As an example, in a multi
storey building, required information of a particular
floor that is used for common seating could be dis-
played at other floors (see Fig. 1). In a parking, reg-
istration numbers and the entering time of the vehicles
could be recorded. Camera system would be used to
obtain a view of that particular environment and the
desired data is transmitted to the location where the
data is processed in order to display the useful infor-
mation. Finally, all these disciplines are needed for
building advanced intelligent systems [1].

Image processing plays a great role in this research
field [2] backed by artificial intelligent techniques [3] in
order to build these intelligent vision systems. Com-
bining visual model acquisition and agent control sys-
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Figure 1: Intelligent vision system architecture

tem was presented for visual space robot task specifica-
tion, planning and control [4]. In [5], an evolutionary
based approach was described to develop an active vi-
sion system for dynamic feature selection with simple
neural control system.

In the present example, the system first detects ob-
jects or humans on the seats using a wide-angle image
and analyzes them for conclusions. Image data is con-
tinuously transmitting from the environment and an-
alyzing for vacant seats using image-processing tech-
Reasoning based conclusions are drawn for
the users entering into the environment for optimum

niques.

seat searching. The recognition algorithm with image
processing tools will be used in order to analyze video
images. The experimental results show the feasibil-
ity of the system. The rest of the paper is organized
as follows: system features and methodology are de-
scribed in Section 2 and Section 3, respectively. In
Section 4, analysis used for identification is presented.
Then, some experimental results are given in Section
5. Finally, concluding remarks is given in Section 6.
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Figure 2: System architecture for the experiment

2 System Overview

In this illustration, we use a cinema theater hall,
which should be arranged in such a way that a clearly
distinguishable mark should be stick on each chair and
seat locations should be unchanged after setting up
the system. Once the system is set up, seat locations
should be unchanged and if seat locations are going
to be changed the system should be set up again be-
fore using the system. If it is going to change, sim-
ple recognition mechanism can be employed in order
to apply this technique. The video camera should be
fixed at a correct elevation to get the plan view of
the theater hall. Install and configure the transmit-
ter receiver camera system. Focus the camera, adjust
the position and correct the lighting level if required
by previewing the video stream. Basically, the system
used for the experiment is similar to the system in
Fig. 2. Follow the set of instructions that comes with
image acquisition device. Setup typically involves:

e Installing the frame grabber board in your com-
puter.

e Installing any software drivers required by the de-
vice.
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e Connecting a camera to a connector on the frame
grabber board.

e Verifying that the camera is working properly by
running the application software that came with
the camera and viewing a live video stream

The device ID is a number that the adaptor assigns
to uniquely identify each image acquisition device with
which it can communicate. The video format specifies
the image resolution (width and height) and other as-
pects of the video stream. However, before starting,
you might want to see a preview of the video stream to
make sure that the image is satisfactory. For example,
you might want to change the position of the camera,
change the lighting, correct the focus, or make some
other change to your image acquisition setup.

3 Methodology

We develop this algorithm to setup the system ex-
plained in Section 2:

1. Read the color image frame acquired from image
acquisition device.
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2. Convert color image to an intensity image.

3. Resize intensity image so that the image matrix
could be viewed.

4. Suppress light structures connected to image bor-
der

5. Convert clear border image to a binary image

6. Create sub matrices M; and M; (explained later
in Section 4)

7. Process and determine whether the seats are va-
cant or not

8. Display the results

Note here that once the system is set up, seat locations
should be unchanged and if seat locations are going to
be changed, the system should be set up again before
using the system.

4 Image Analysis

The video camera should be fixed at a correct el-
evation to get the plan view of the theater hall. In-
stall and configure the transmitter receiver camera sys-
tem. Focus the camera, adjust the position and correct
the lighting level if required by previewing the video
stream. When nobody is seated in the hall, a color
image frame is acquired and converted to an intensity
image and then processed in order to set up the sys-
tem as below. Consider intensity image matrix f(z,y)
of dimension m x n

f(0,0) f(071) f(ovn - 1)
f— f(l,O) f(lvl) f(l,n—l)
flm—=1,0) f(m—1,1) flm—=1,n-1)

Here f(x,y) was subjected to reduce overall intensity
level and to suppress structures that are lighter than
their surroundings and that are connected to the image
border and converted to a binary matrix A.

Next, consider matrix M; such that

M, Cc A
M, C Mi7

where i = 1,2, ..., S. Here, 7 is the seat number and S
is the total number of seats detected by the camera.
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Sub matrix Mi should be selected from matrix A
such that its center element or elements should align
with the center element relevant to the mark on seat
i. Dimension of M; should be as large as possible
subjected to the criteria that all the elements should
cover the mark area and some more space beyond the
mark too.

Then the matrix M; should be selected in a way
that M; C M; and dimensions of M; should be (m +
p) X (n+ p), where p is an integer. Center element of
M; and ]\Zfl should be aligned with each other.

Then use the following criteria to determine
whether the seat is vacant or not

IF izn:mjk =mn
j=lk=1

m—+p n+p

AND > N "My # (n+p)(m+p)

j=1 k=1
THEN Seat is Vacant

5 Results

Figure 3 shows the resulting images according to
the algorithm explained in the previous sections. Use
of three marks on the seat instead of one mark en-
hanced the reliability. As shown in Fig. 4(a) when
the seat is occupied by a person all three marks will
be covered and when there is an object placed on the
chair such as a bag may not cover all three marks.
Use of remarkable color mark with a fine thick edge
as shown in Fig. 4(b) and suitable lighting conditions
enhanced the system.

6 Conclusions

The system has detected objects or humans on the
seats using a wide-angle image and analyzed them for
conclusions. Image data was continuously transmit-
ting from the environment and analyzing for vacant
seats using image-processing techniques. The reason-
ing based conclusions were drawn for the users entering
into the environment for optimum seat searching

The system can be further developed and general-
ized for other applications. In a multi storey building,
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Abstract

Human interactive robotics is a fast developing area
today. There are many aspects to be fulfilled for a
robot to be more similar to human behavior. For ex-
ample, a robot with a binocular vision head needs to
recognize various gestures of the humans in order to
respond to them accordingly. It is also necessary to
have a sense of environmental changes, especially if
interaction is being made while in motion. This is
achieved with the help of an overhead monitoring sys-
tem. Making the robot be “ubiquitous” will be pos-
sible by manipulating Bluetooth Wireless Technology.
In order to apprehend the demand of more human like
intelligent system, this research project is planned to
search for new solutions for better achievement.

1 Introduction

For few years, research is going on to assist people
by finding new robotic solutions. In the near future
there may be robots in everywhere as our partners.
These ”ubiquitous” or present everywhere robots are
human interactive not only to voice commands but
also to human gestures as well (see Figure 1). In
conversation, humans are capable of getting sense of
other activities going around themselves. These in-
clude static / dynamic environment, environmental
conditions, other sounds and noises in the vicinity, etc.
But unfortunately there are human limitations as well.
For an example, they are incapable of presenting them-
selves in anytime, anywhere or anyway. These may
be due to human limitations or due to some natural
disasters like fire, earthquakes, etc. However, it is use-
ful to have a companion, who can represent a human.
This may include basic things like; watching, listening,
understanding, communicating as well as many other
things. An attempt to build such a human interactive
intelligent system is shown in Figure 1.
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Figure 1: Human interaction

2 Binocular Vision

Humans are capable of getting a vision in breadth,
width and depth, i.e. three-dimensional view. This
has gained humans lot of features of characterizing
the object in concern. In humans, the brain gets im-
ages from both (bi) eyes (ocular) at the same time and
combines those two images into one, to make vision.
The images that the brain gets from the eyes are how-
ever slightly different from each other and this small
difference is used to work out how far away an object
is. This is called the depth perception. It also helps
to work out how quickly an object is moving towards
or away from a person. This is the movement percep-
tion [1]. In order to interact effectively with humans,
Ubiquitous robots require such information. Some ex-
amples are, to recognize a particular object or person
(as a requested by third party interactor), to clearly
identify face impressions / body gestures (while in con-
versation), to guidance in motion, etc.
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2.1 Object Tracking

In order to do any of the above tasks, the primary
objective is to obtain a clear view of the object. This
requires continuous gazing at the right place at the
right time. In other words, it is required to focus the
lenses of the vision system according to the position
changes of an object, especially if it is moving. As
these trajectories of motion are not always simple as
straight lines, the tracking mechanism becomes com-
plicated and advanced. For a binocular vision system,
both eyes (or cameras) should be focused separately
over the object under consideration continuously.

2.2 Fuzzy Logic System

Matlab simulation results of one such tracking pro-
gram written using fuzzy reasoning, is given in Figure
2. Once received the position of the object, relative
distance to it from the current focal point is calcu-
lated. This is taken as ‘Distance Error (DE)’. In ad-
dition to above, considering the motion of the object
and the robot; rate of change of distance error (Rat-
eChangDE) is calculated. Obtaining these two val-
ues, will serve as the inputs to the Fuzzy Logic sys-
tem, resulting in controlling the focal length of the
lens (FocusLens). Rules such as; If DistanceError is
positive big and RateChangDE is positive big then
FocusLens is positive big, If DistanceError is negative
small and RateChangDE is negative small then Fo-
cusLens is negative small, etc. are used. Here, for
simplicity, a straight-line motion has been considered.
But in realistic situation, the trajectories of motion
will be much more complex. An adaptive neuro-fuzzy
system will be much useful.

FocusLeng

RateChangDE

DistanceError

Figure 2: Fuzzy object tracking
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2.3 Vision Function

On the other hand, if we consider the trends in mod-
ern communication techniques, video teleconferencing
over the Internet provides an arguably more realis-
tic interface into a remote space; but it is more of
an enhancement to existing telephone communication
technology rather than a new form of communication.
With video conferencing, the participants find them-
selves fixed, staring almost all the time through the
gaze of an immovable camera atop of someone’s com-
puter monitor. As actions and people pass across the
camera’s field of view, the observers are helpless to
pan and track them or follow them into another room.
In essence, here, it still lacks mobility and autonomy.
The observers cannot control what they see or hear.
Even if there are cameras in every room and the abil-
ity to switch between them is provided, the experience
would still lack the spatial continuity of a walk around
a building.

It will always be better to deliver a more realistic
perception of physical embodiment of the user within
the remote space being explored. Such system must
immerse the user in the remote world by providing
continuity of motion and control. These would provide
the user the visual cues necessary to stitch together
the entire visual experience into a coherent picture of
a building and its occupants. It will be much advan-
tageous and also be thoroughly appreciated if the user
is provided with the necessary means of communica-
tion and interaction with the remote world and its real
inhabitants using this new system. Furthermore, as
Paulos et al. [2, 3] and Schulz et al. [4] have planned
in their research, such a system can be further devel-
oped to give access to any user in the Internet with
standard software running on currently existing com-
puter architecture.

3 Localization and Target Tracking

Ubiquitous robots, finding its own path by means of
visuals, sounds or any other method, have many prob-
lems due to the limitations of the sensory elements.
Robots with binocular vision system have many ad-
vantages in this regard; but there are some limitations
such as reduction in visible area [5] once the cameras
are focused to obtain a closer view of an object as
shown in Figure 3. This gets worse when there are
moving objects in the surrounding area. There may be
possible collisions due to blank angles and hence neces-
sity of a continuous environmental awareness system
arises.
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Figure 3: Limitation of visibility

There are platforms that estimate relevant quan-
tities in the vicinity formed by combining informa-
tion from multiple distributed sensors. For an exam-
ple, robots in a team estimate their relative configura-
tion by combining the angular measurements obtained
from all of the ominidirectional images and perform-
ing triangulation operation as described by Spletzer et
al. [6]. There are other variants such as the system
proposed by Gurinaldo et al. [7] for controlling the
perceptual process of two cooperative non holonomic
mobile robots by formalism called perceptual anchor-
ing. Their system enhances the awareness of the sys-
tem by employing an anchor based active gaze control
strategy to control the perceptual effort according to
what is important at a given time. But such a system
is of little use or not adequate for the robots whose
main intention is to interact with humans. The situa-
tion gets critical, when such robots require to interact
with a human while in motion. To place other robot
units in the vicinity just to obtain an idea of the sur-
rounding will be redundant and expensive. According
to Splitzer et al. [6], questions of the quality and of
how informative the gathered data are also arise, be-
cause they are obtained from individual robot units
(sensors). In addition, there may be other issues like
how the robot units (sensors) should be deployed in or-
der to maximize the quality of the estimates returned
by the team, because the robot platforms are mobile.

On the other hand, a different set of questions arises
when one considers the problem of integrating infor-
mation from a number of fixed distributed sensors such
as cameras. Cost associated with transmitting and
processing data, sensors that should be used to form
an estimation for a given time, coordination among
the sensors, automatically relating events among each
other, sensor geometry, effects due to characteristic
differences, etc. are some of the problems to be solved.
In multiple video streams generated by multiple dis-
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tributed cameras, finding correspondence is the key
issue as observed in Lee et al. [8]. Hence a newer,
simpler yet versatile localization and tracking system
is required.

3.1 Networking

It should be possible to recruit such ubiquitous
robots covering a large area. Hence to combine in-
formation gathered by one robot as well as to seek in-
formation / instruction, effective and convenient com-
munication medium is required. In other words, these
robots, while in motion, should be able to interconnect
easily to a computer network as shown in Figure 4.
Here the central unit with overhead camera monitors
the environment continuously. Shapes of the various
objects, positions at time to time, direction of motion,
velocities, etc. are observed. These data is distributed
among the ubiquitous robots in the surrounding area.
In addition to the above, the central unit gathers the
information send by these robots and sends to the re-
spective recipients.

Moving
|:| Object
bt N O
Moving 0 Cent.ral
ObjeCt Unit )

Objects
QD B
Human Interaction

Figure 4: Interconnection of robots

3.2 Bluetooth Technology

In order to achieve the above mentioned commu-
nication, Bluetooth wireless technology, which facili-
tates an electronic equipment to make its own con-
nections without wires, cables or any direct human
intervention, will be very useful [9]. This type of
a system will facilitate connection and synchroniza-
tion; it will control the other electronic devices such
as computers, printers, cell phones, PDA, televisions,
alarm systems and telephone systems. These are the
equipment developed by more than 1200 companies
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worldwide who represent the Bluetooth Special Inter-
est Group including the giant leaders in the Electronic
/ Computer Industry like Ericson, IBM, Intel, Nokia,
Toshiba, 3COM, Microsoft, Motorola, etc. [10]. All
of these communications can take place in an ad hoc
manner, without being aware and totally automati-
cally. This gives the robots the freedom of appearing
anywhere, any time and in any way very effectively.

4 Summary

It is difficult to design a human like robot in a ubig-
uitous environment that caters for interaction of any
kind at the first instance. This research project tries
to tackle such difficulties by manipulating some of the
effective systems in a more realistic way. The approach
is focused on the designing of a more human like robot
while allowing services of many other systems at the
same time. Here it tries to manipulate the services,
capabilities and advantages of other existing systems
as they are without any changes or with minimum al-
terations if required. But more complex interaction,
will alternatively complicate the interface in return.
This may make obtaining the so called ‘Ubiquitous’
more difficult. In the first instance, interaction may
not provide the full facilities and functionalities such
as two humans in conversation or in manipulating a
task. But more general approach now will be available
for a greater diversity of interactions to be managed
in a later stage.
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Abstract

In recent years, voice is used as an interface between
human and robot or computer. An interface between hu-
man and robot, based on a fuzzy coach player method,
is discussed in this paper. The concept of a coach player
method comes from the training of athlete with /hix
coach. In general, the coach teaches a skill for the ath-
lete by speech with fuzziness. Therefore, authors propose
a fuzzy coach player method so as to reflect a fuzzy voice
command. Some simple examples are shown by experi-
ments on a robot manipulator.

1 Introduction

In general, speech or voice is used as a major communi-
cation method between humans. Now, we are considering
with teaching using voice for robots, because the commu-
nication by voice has several advantages. As for the advan-
tages that one uses voice to an interface, it is easily pointed
out that 1) there are few burdens to users because we need
not necessarily remember the special knowledge and oper-
ations on input devices such as keyboards and mouse; 2) it
is an available interface to the man who has a handicap in
hand and foot, old people, and the man whose both hands
are closed by some manual operation; and 3) since it is a
sociable interface ordinarily utilized by human beings, we
can have an attached heart to a controlled object.

From the above backgrounds, attention has gathered
also in the research of a robot control by voice commands
[1]~[4]. However, in the conventional research of a robot
control by voice, it is dficult to apply for an actual task,
because a user has to command by voice repeatedly with
observing carefully the robot motion. In other words, a
user provides many voice commands to the robot to per-
form an actual task.

In this paper, in order to achieve a cooperating between
human and robot, we construct a voice interface with a
fuzzy coach player method using shared environmental
data. The ffectiveness of the present method is illustrated
through some simple experiments.
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2 Fuzzy Coach Player Method

In order to smoothly realize a cooperative operation or
work between a human and a robot, some intelligent ex-
changes need to be found between them. In particular,
when a human issues “an operation command” through a
natural spoken-language command to a robot, an ambigu-
ous (or fuzzy) expression is always contained in the human
conversation. Through the exchange of the knowledge of
a human and a robot, especially through operator’s voice
commands and the observation of robot behaviors, a series
of actions in which an operator makes a robot realize a de-
sired behavior or motion is similar to the relation between
a coach and a player who are doing the coaching of skill
acquisition and performance improvement.

In this case, the following three points should be noted:

1. Intention understandirig A player incorporates the
“command” well according to his performance state
and posture, and reflects it on acquiring of skill or
improving of performance, in spite of containing am-
biguous expressions in an advice to the player by the
coach voice.

. Evaluation of the player by the coddlOn the other
hand, from the aspect of a coach, the coach judges
subjectively whether performance, as the image which
the coach has, and skill acquisition have been attained
by the player, and decides whether to issue the follow-
ing improvement command.

. Improvement of the motion skill by the player itself
The player itself does not only blindly response to
the spoken-language command from a coach; rather
he usually improves his performance etc. so that the
former dfort (or action) result is employed moréie
ciently. Furthermore, he has an ability of accumulat-
ing the knowledge that can realize a mofigogent per-
formance by him, using sometimes reading of coach
intent from a simple voice command.



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),

B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

2.1 Constructing a fuzzy coach player model

2.1.1 Interpretation of “fuzzy indication” from a

coach

The voice indication of a coach is based on his experiences
and consists of action (verb) plus action modification (ad-
verb) or repetition of action.

2.1.2 Subjective evaluation of a coach

After giving a voice indication, a confirmation (through a
direct observation or indirect observation) is performed on
the motion of a player and the subjective evaluation based
on the past experience of a coach is performed to the mo-
tion of the player. For example, an index of degree-of-
satisfaction of the coach is introduced.

2.1.3 Improvement commands after evaluation

If the player motion is satisfactory based on the coach
data-base, then any further improvement commands are
not given to the motion. Otherwise, a further improvement
command should be provided.

2.1.4 Introduction of a sub-coach

We consider the introduction of a virtual sub-coach who
can support the role of a coach and reduce the load of the
coach, by using a data-base composed of various intelligent
information that could be acquired from the indirect vision
through any display and camera and the voice uttered from

the coach, i.e., using a set of sequential data composed of

the subjective evaluation and the improvement command
to the player. After the sub-coach obtains the behavior and
intelligence of the coach by any way, the sub-coach (i.e.,
computer) and the coach (i.e., operator) control a robot in
a cooperative manner.

2.1.5 Autonomous action modification of player

If there exist multiple commands of action modification
from the coach, or repetition of the same commands, then
it may be need to set a function that can suddenly increase
or decrease the amount of the action modification, which is
normally based on the current state of the player. Namely,
by predicting the irritation of the coach, we need to make
a function that can cope with a more action modification
than the usual increment (or reduction) for the next step.
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2.2 Representation of a relationship between the
coach voice indication and the operation in-
put

In the framework of a conventional robot control, it
needs to control the joint position and velocity of the robot
(or the end-&ector position and orientation) using the joint
input torques, or to control the velocity of the enf@leetor
position and orientation using the joint input velocities.

On the contrary, in the fuzzy coach player system, it
needs to find the followings: For example, the control in-
puts for a manipulator consist of motion indication com-
mands that are very vague and are composed of a verb
and adverb (or multiple adverbs, or adverb phrase), such
as “move more quickly,” “move to the right more slowly,”
“lower an elbow more and move,” “move as it is,” etc.,
which are diferent from the conventional input torques that
are taken within a real-number region.

Therefore, let the input sequence of a fuzzy human voice
indication from a microphone at timebe v(k) € <V, and
thev(k) passed through a speech recognizer is assumed to
be split into the language variablg(k) € <V, which is not
necessary for the action indication, the vegtk) € V, and
the adverb (or adverb phrasgj(k) € V,

V(K) = Va(K) + Vp(K) + Van(K)

whereV denotes the voice space that is a time-series of
signal or character level. A fuzzy NN is used to generate a
desired velocity commana(k) € R™ (or torque command
7(K) € R™) to the robot, from thefective action indication
language variableg,(k) andvay(K).

For example, we consider the method of changing mul-
tiple action FNNs. In this method, an actioiis selected
and switched out o\ action modules, according to the
consistence with the current pseudo sentence such as

N
u(k) = " ¢i(vb(K), Van(k))FNN(5 (K), Van(K))
i=1

whereFNN;() : R x R — RMand it is assumed that

|1 if {vp(K), van(K)} is consistent with-th action
¢i = 0 otherwise

Note here that if there exists no inconsistence between the
action and the action modification languages in the voice
command uttered from a coach, then the above judgment
of ¢;(k) can be implemented by only using the information
of vp(K).

2.3 Observation of robot state

Considering the general dynamical model of a robot, it
follows that

(), a®), a®) = (V)
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whereq(t) € R" is the generalized coordinate vector and
f(): R"x R"x R" > RMis a vector-valued function
representing the robot dynamics. Instead of measuring the
joint angles and velocities as the robot states, the coach
(i.e., operator) generally observes the velocity of the end-
effector or the elbow that is the overall and ambiguous in-
formation for the state and orientation of the robot. There-
fore, it is assumed that

zn(K) = Ma(q(k). a(k))

for the observation of the robot state through direct human
eyes and

zg(K) = Mia(a(K), a(k))

for the displayed information of the robot, respectively,
where z,(K), zq(k) € RP and Mq(-), Mig(-) : R"x R"

‘RP. Moreover, the observation through human eyes for the
displayed information is assumed to be

Zng(K) = Mna(a(k), a(k))

wherezyg(k) € RP andMpg() : R" x R" > RP,

For example, if we focus on the motions of the end-
effector and the elbow for a robot manipulator with seven-
degrees-of-freedom, then we can gete 6 and z,(t) =
[Zyip Zenl s Where the first three-dimensional vector

Zntip = [Zintip  Zontip zghﬁp]T denotes each subjective and
fuzzy (interpretation) variable for the position, velocity
and orientation of the endfector (e.g., the position is al-
most good; the velocity is a little late; and the orientation
is generally good) and the latter three-dimensional vector
Znelb = [Zihelb  Zohelb  Zaneit] | Similarly denotes the infor-
mation of the elbow. In addition, observation vectagggt)

and zy4(t) are defined similarly.

2.4 Generation of voice commands for the next
step operation through a human subjective
evaluation

After observing the fuzzy position, velocity and orienta-
tion of the robot end4&ector and elbow through direct eyes
or display, and evaluating such a motion with the subjective
criterion of the coach, the voice commaw(d) for the next
step operation is assumed to be generated by

V(K) = BF(zn(K)) or v(k) = BF(zna(K))
whereBF(-) : RP i V is a criterion, for realizing a de-

sired robot motion, in which the coach (or human) has been
assumed to have it in advance.
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Figure 1: Example of fuzzy coach-player model with
shared environmental data

3 Example of Fuzzy Coach Player System

The construction of proposed voice interface with vi-
sion is shown in Fig. 1. The proposed system is con-
structed with the derivation part of object candidates and
the generation part of behavior command. At first, a user
command by voice is given for object’s color at first. The
environmental data is initialized with each geometric cen-
ter of object candidates and the commanded color. The
initial object is determined as the object which has mini-
mum distance between the initial position of manipulator’s
tip and the geometric center of the object. Next, if a user
command is given for direction, then the derivation part of
object candidates outputs the commanded direction to the
generation part of behavior command. Finally, the genera-
tion part of behavior command provides the reference point
of the manipulator’s tip in the world coordinate depending
on direction command and the environmental data.

The derivation part of object candidates is constructed
with the voice processing part and the image processing
part. The voice processing part is constructed with the
voice recognition process, the morphology analysis and the
pattern matching. The image processing creates the envi-
ronmental data for the generation part of behavior com-
mand. The image process is carried out at initial stage or at
changing the color of the object. The derivation part of ob-
ject candidates outputs the command or the environmental
data.

Derivation part of behavioral command provides a ref-
erence point of the manipulator using all geometric centers
of object candidates and the voice command related to the
direction or size. A user observes the working environ-
ment by this image in which the left image is a movie in
the current working environment and the right image is the
static image when the system was started. As shown in
Fig. 2, when a user commands “red”, right image shews
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Figure 2: Initial movement with voice command “red” Figure 4: Result of voice command “a little small”
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4 Conclusions

The concept of a fuzzy coach player method is discussed
to smoothly realize a cooperative operation or work be-
tween a human and a robot, some intelligent exchanges
need to be found between them. The environmental data is
shared with image view to understand easy a robot move-
ment. Simple experiment is carried out, so that it was easy
to change the robot movement by voice command at any
;zﬁf time.

rtarget: 18
rtargety 120
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Abstract

Underactuated manipulators have to be controlled by
following a restricted way that the number of actuators is
less than the number of generalized coordinates, because
they have some passive joints.

In this paper, we propose a logic based switching mech-
anism using fuzzy energy region. Boundary curves to sep-
arate an energy region into some energy subregions are
constructed by fuzzy reasoning. Therefore, fuzzy related
parameters are optimized by genetic algorithm (GA). The
present method is applied to an underactuated system with
drift term such as an 2-DOF planar manipulator which
has only one active joint. Thefectiveness of the present
method is illustrated with some simulations.

1 Introduction

Control of underactuated manipulators is an attractive
research theme in robotics because of complex behaviors
and difficulty of control [1, 2, 3]. Since underactuated ma-
nipulators have some passive joints, their eneffgiency

can be better than full actuated manipulators.

As a control method for underactuated systems, authors
have already proposed a switching control, in which some
partly stable controllers were designed by computed torque
method and the switching low was obtained as the index of
controller directly by fuzzy reasoning [4]. The switching
control is proposed to design simply a control low with-
out any complex variable transformation for underactuated
manipulators. The switching low is a key-point to obtain
suficient results in this method. A logic based switching
method using energy regions [5] is also proposed for a non-
holonomic system without drift term.

In this paper, we propose a logic based switching mech-
anism using fuzzy energy region. Boundary curves to sepa-
rate an energy region into some energy subregions are con-
structed by fuzzy reasoning. Fuzzy related parameters and
control gains of the partly stable controllers are optimized
by genetic algorithm (GA). We prepare some cost functions
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Figure 1: Model of 2-link underactuated manipulator

of GA. The present method is applied to an underactuated
system with drift term such as an 2-DOF planar manipu-
lator which has only one active joint. Thé&ectiveness of
the present method is illustrated with some simulations.

2 Underactuated Manipulator

Figure 1 shows a two-link underactuated manipulator,
in which the second joint is constructed of a passive joint.
Here,r; denotes the applying torque of 1st joigtdenotes
the angle ofth link, m; denotes the mass dh link, I de-
notes the distance from the joint to the center of mass of
ith link, I; denotes the moment of inertia @h link, and
ui denotes the cdicient of viscous friction. The dynami-
cal model of the underactuated manipulator is given as fol-
lows:

M(@)6+h(6, 6)=1 @)

where

[61 62]"
[r1 O]
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M (6) Mi12(6) M22(6)

M1a(6) = (mull +molf + 11) + (Mal%, + 1)
+2sz1Ig2 C0sb,
Mia(6) = (Mplg, + 12) + Mplalge cOSH,
Ma(6) = mald, + 12
h(e.8) = [hu(e. 6) ho(6. 6)]'
hj_ (0, 0) = —(rnz|1|gz)(29192 + 95) sin92 + ,ulél
h2 (0, 0) = I'T}2|1|g2é% sin92 +,112é2

[ Mi11(6) M12(6)

3 Fuzzy Region Based Switching Control
3.1 Partly stable controller

Equation (1) can be described by

b= 2O (g 5) M2O g 5)
(M@, @
b = |V|12(0) hl( ) |V|1[1)(0) ha (0 0)
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M2 (6) o

5 ®)

where
D = My1 () M22(6) — M2, (6)

Here, itis found that we can design partly stable controllers
for link 1 and link 2 using the computed torque method.
The controller 1 to stabilize the link 1 is given by

_ D (s, M22(0) '
T1T = Moo (0) (91 + D hl <0, 0)
M12 ©) —2 2y (6, a)) 4)

01 = O+ Ku (G’dl - 6’1) + Kpa (61 — 61)

and the controller 2 to stabilize the link 2 is given by

"= _Mllz(a) (é; Mlzw)hl(a 6)
+ Mléw) h, (6. 19)) (5)

05 = Ogp+Ke (9d2 - 92) + Kp2 (Oa2 — 62)
where the desired vector 6fis defined a®y = [0g1 642] ",
in which the proportional gain of the controllieis K, and
the derivative gain of the controlleis Ky;.

3.2 Logic based switching method

Energy of each link is defined by

E=e+&, i=12 (6)
with
€ =04i — 6
a 0d| - 9|
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Energy plane is composed & as shown in Fig. 2.
In Fig. 2, nj is a boundary curve which determines the
subregion of energy to use a partly stable controller, and is
plotted by an exponential curve. The regi@nwith gray
shadow is the subregion to which the controilsrapplied.

3.3 Fuzzy energy region method

If a boundary curve comprises an exponential function,
we can suitably design it with the amplitude and the time
constant of a step-response. Itiffidult to design such pa-
rameters of the function in advance, because we can't theo-
retically analyze them depending on the switching control.
Therefore, we propose a fuzzy energy region based switch-
ing control method. At first, boundary curves are approx-
imated by several straight-lines as shown in Fig. 3. After
these approximations, fuzzy sets 6 can be defined for
E; < Eja andE; > Ej4 cases as shown in Fig. 4 and Fig.
5. Eia, E2a and By, are design parameters of fuzzy sets.
In order to realize ideal energy responses, fuzzy rules are
given as follows:

Rule 1 IfEo=S Thens =1
Rule 2 IfE;p =M and¢.1=1 Thens, =1
Rule 3 IfE; =M and¢; =2 Thens;=2
Rule 4 IfE, =B Thensy; =2
©ISAROB 2005 145

Table 1: GA operations and methods

GA operations Method
Selection for crossover  Tournament strategy with
3 individuals

Crossover Uniform crossover with
probability 0.6
Probability of mutation 96
Alternation Elite strategy with
10 individuals

Table 2: Setting parameters of simulations

Conditions Setting value

Simulation time 30 [s]

Sampling interval 0.01 [s]

Mass of each link my = 0.582 [kg],
m, = 0.079 [kq]

Length of each link l; =04 [m], 1, =0.22 [m]
Distance between center |g = 0.2 [m]
of gravity and each joint g = 0.11 [m]

Codficient of viscous u1 = 0 [Ng/m?]
friction of each joint o = 0.02 [Ngm?]

Desired state vector [0000]

1st initial state vector [@/400]

2nd initial state vector Ax/600]

Note that, a parametex_; which means the index of con-
troller for one-step delay, is introduced, because one-step
delayed controller must be retained in the overlapped en-
ergy region according to ideal energy responseis the
index of controller that must be used in the fuzzy rule

The advantage of the present method is to set design pa-
rameters roughly, comparing to the logic based switching
method, because the boundary curves have fuzziness to use
the present fuzzy reasoning.

4 Optimizing Fuzzy Energy Regions by GA

The present method has the sam#fidlilty to design
parameters in advance as the logic based switching method.
Here, we discuss about the design parameters of fuzzy rules
using GA. These parameters &g, Eoa, Eob, Kp1, Kua,

Kpz2 andK,,. Each parameter is encoded by 32 [bit], then
the size of an individual is 224 [bit]. The searching domain
of Eia, Eza andEy, is set from 0.1 to 15. The searching
domain ofKp andK,;, i = 1,2 is set from 0.01 to 100.
Each parameter is decoded using gray code. The size of a
population is 100. The maximum number of generations is
1000. GA operations used here are shown in Table 1.
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Table 3: Obtained design parameters of fuzzy energy re- 5 Conclusions

gion method
Cs=2501 Cs=2001 Cs=1501
Ein 11.5097 12.6989 14.0461
Eza 0.2906 0.2978 1.0417
Ex  12.4336 14,9812 8.1119
Ker  10.5593 5.2048 10.4885
Kua  11.5647 5.7413 11.0411
Kp2 5.2400 2.6096 24.2865
Ky  56.3331 50.7481 4.0119
A cost function is given by
2 3000 2
fo=>" > > E) (7)
i=1 j=Cs k=1

wherei is the index of simulation trialsj is the index of

discrete timesk is the index of energy of each link and
Cs is the starting index of discrete time to evaluate the re-

sponse of an underactuated manipulator. Simulation condi-

tions to train fuzzy parameters are shown in Table 2. Note
that, the fitness function is not evaluated during a transition

segment due to the dynamic characteristics of an underac-

tuated system.

Training history in cost function is shown in Fig. 6. It

We have proposed a logic based switching method using
fuzzy energy region, in which fuzzy design parameters and
gains of partly stable controllers were trained by genetic
algorithm. A cost function was tried to use in optimizing
parameters. Obtainedftirential gains are a little bit high,
so that a simulation result using untrained initial states has
a steady state error. However, each link converges near the
desired value.
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Abstract

The application of the hybrid Self-Organizing
Fuzzy PID controller to a multi input multi output
nonlinear biped robot is studied in this paper. The
SOF-PID controller was initially studied by H. B.
Kazemian on his papers, [1], [2] and etc. Actually
his SOF-PID controller has limits. The supervisory
of the SOF-PID controller can adjust only a kinds
of parameters. So, In here the hybrid SOF-PID
controller are introduced to tune some kinds of
parameters and tested on a MIMO biped robot. In
experiment the hybrid SOF-PID controller shows
better performances than the SOF-PID.

Keywords : self-organizing fuzzy, biped, pid controller.

1 Introduction

Over the past few decades many industrial
processes have been controlled using PID. Despite of
extensive use of PID in conventional control prob-
lems, its performance in industrial application is lim-
ited. For instance in case of step input problem, it
can’t show the best performance. For fast response
you must suffer bad overshoot property. Even if you
succeeded in tuning PID gain to show fine overshoot
and ripple you must have some steady state error. In
this reason a few replacement algorithm were appeared
but It is not necessary to discard an existing controller
such as conventional PID, which works well and is al-
ready in operation with proper performance even if it
is not best. Supervisory controller which can adopt
the conventional PID controller is enough and can be
good solution.

Kazemian studied the SOF-PID to adjust PID con-
troller which is applied to complex nonlinear system
and showed fine performances|1],[2],[3]. He tuned only
proportional gains. For other gains of differential
gains and Integral gains he used Ziegler-Nichols tuning
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method because only one kind of parameters, propor-
tional gains, can be tuned using his method. So in
here I will suggest the hybrid SOF-PID to adjust all
three kinds of PID gains. Though the hybrid SOF-PID
can tune all of three PID gains, in experiments actu-
ally proportional gains and differential gains are tuned
because PD controller is enough to control nonlinear
MIMO robot.

Section 2 describes the structure of SOF-PID con-
troller suggested by Kazemian. Section 3 describes the
structure of Hybrid SOF-PID controller. Section 4 ex-
plains the experimental results of MIMO Biped robot’s
trajectory following and compares the results with the
SOF-PID. Finally Section 5 discusses and concludes
the contribution of this work.

2 Basic structure of the SOF-PID con-
troller

The block diagram of Fig.1 shows the basic struc-
ture of the SOF-PID controller. This diagram shows
the SOF at a supervisory level readjusting the PID
gains at an actuator level. An error from the actuator
level is fed into the supervisory level to enable the SOF
to analyse the process output. There is also an input
from the PID controller block to the history of past
states block via the PID input section to continuously
fuzzify the values of the PID gains. Finally the SOF
adjust the PID gains during operation and feeds the
results from the output section block into the actuator
block. Detail of the SOF block is followed.

e error input section : error and error change are

defined as (1), (2) for each.

error(e;) = setpoint(s;) — system output(po;)

(1)
(2)
where ¢ is sampling instant. The fuzzification of

the error and error change are also done in this
block.

error change(ce;) = error(ei—1) — error(e;)
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Figure 1: The SOF-PID Controller

e PID input section :
in this section

The PID gains are fuzzified

e Performance index table : The performance index
table is designed as such that if no errors are hap-
pened, then no action is taken and the PID gain
correction value P is equal to zero. If errors are
happened. then PID gain correction P is chosen.
Using the equations (1)and (2) a set of thirteen
linguistic rules are produced, Tablel, and from
this a performance index table is obtained.

If E is NL and CE is NL or NM or NS then P is ZO.

If E is NL and CE is ZO or PS or PM or PL then P is NL.
If E is NM and CE is NL or NM or NS then P is ZO.

If E is NM and CE is ZO or PS or PM or PL then P is NM.
If E is NS and CE is NL or NM or NS then P is ZO.

If E is NS and CE is ZO or PS or PM or PL then P is NS.
If E is ZO and CE is NL or NM or NS or ZO or PS or PM or PL then
P is ZO.

8. If E is PS and CE is NB or NM or NS or ZO then P is PS.
9. If E is PS and CE is PS or PM or PL then P is ZO.

10. If E is PM and CE is NB or NM or NS or ZO then P is PM.
11. If E is PM and CE is PS or PM or PL then P is ZO.

12. If E is PL and CE is NB or NM or NS or ZO then P is PL.
13. If E is PL and CE is PS or PM or PL then P is ZO.

Ne ok ®N=

Table 1: Linguistic rules of The SOF-PIDC

NL : -3 or-2.5, NM : -2 or -1.5, NS : -1 or -0.5
Z0O :0,PS:050r1, PM:150r 2, PL:250r3

e History of past states : A storage for the fuzzfied
values of PID gains. These past states could be
retrieved on the basis of first-in and first-out.

e Rule reinforcer : This block update the existing
rules and to create new ones. If the PID gain
correction P is zero from the performance index
table, then no rule modification are taken. If P
is not zero, then the rule modification is required
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for sampling instant i the following equations.

Kpi(reinforcer) = Kpj_,;) + P (3)
where i is the sampling instant, n represents num-
ber of samples before the present sample, and [ is
number of links or robot parameters. Kp;_,[; is
the fuzzified proportional PID gain from the his-
tory of past states block.

e rule base : The rule base contains all the appro-
priate PID gains to be used in the supervisory
controller block. The rules are the exact control
rule strategy which have been obtained from the
learning section of the master controller.

e Inference mechanism : From this block output is
produced by combining the e;, ce; and the rules
from rule base block. Implication function and
defuzzification take place in here.

e output section : The output section provides a
non fuzzy input signal to be fed into the PID con-
troller. In here the fuzzy signal is dequantised and
descaled.

KP(after—apps) = KP(before—apps) +Upi x K1 (4)
KD(after—apps) = KD(before—apps)"'_UDiXKZ (5)
KI(afterfapps) = Kl(beforefapps) + Ui X K3 (6)

where Kp, K7, Kp represent the PID gains.
The left is prior to changes by the supervisory
level and the right is after the change taken
place. Ki, Ko, K3 are the descaled coefficients.
Up;,Up;,Ur; are the output from supervisory
controller block.

3 The structure of the hybrid SOF-
PID controller

Basic structure of the hybrid SOF-PID controller
is same as the SOF-PID controller except the hy-
brid structure to provide another PID gains, differ-
ential gains. In the previous work only proportional
gains are provided by the SOF and Up;, Uy; is directly
valued by Ziegler-Nichols tuning method : Up;, =
2Up;/To,Ur; = Up; x To/8, where To is the oscilla-
tion period. In the hybrid SOF-PID controller Up; are
also provided by the hybrid SOF with relation to Up;.
I aimed to control a MIMO biped robot system and
the PD controller is enough to control a biped robot.
In this reason integral parameters aren’t considered.
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Figure 2: The Hybrid SOF-PID Controller

The detailed block diagram is shown in Fig2. The dif-
ferential gain update part is for differential parameters
of PID control. The different with proportional gain
update part is that Up; is used to readjust Up;. Lin-
guistic rule is shown, Table2. The proposed controller
aims to be used on on-line but the hybrid SOF-PID
controller needs more computing power than the SOF-
PID of previous works. In experiments sampling time
is set to more longer than the SOF-PID to reduce com-
puting time.

4 Experiment

A five linked biped robot simulator are used to
test The hybrid SOF-PID cotroller and SOF-PID con-
troller. Robot kinematics are used to control robot.
Robot joint values are described like Fig3.

« : torso angle

AB = fr — (L) : difference of the thigh angles
v L) : left leg knee angle

Y(R) : right leg knee angle

For four joint values, errors are compared between
the SOF-PID controller and the hybrid SOF-PID con-
troller in Fig.4,5,6 and 7. It shows that roughly the
hybrid SOF-PID controller is better than the SOF-
PID controller.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

NL

)

If E is NL and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

If E is NL and CE is NL or NM or NS and Upi is ZO or PS or PM or
PL then D is ZO.

If E is NL and CE is ZO or PS or PM or PL and Upi is NL or NM or
NS then D is NL.

If E is NL and CE is ZO or PS or PM or PL and Upi is ZO or PS or PM
or PL then D is NL.

If E is NM and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

If E is NM and CE is NL or NM or NS and Upi is ZO or PS or PM or
PL then D is ZO.

If E is NM and CE is ZO or PS or PM or PL and Upi is NL or NM or
NS then D is NM.

If E is NM and CE is ZO or PS or PM or PL and Upi is ZO or PS or
PM or PL then D is NM.

If E is NS and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

If E is NS and CE is NL or NM or NS and Upi is ZO or PS or PM or PL
then D is ZO.

If E is NS and CE is ZO or PS or PM or PL and Upi is NL or NM or NS
then D is NS.

If E is NS and CE is ZO or PS or PM or PL and Upi is ZO or PS or PM
or PL then D is NS.

If E is ZO and CE is NL or NM or NS or ZO or PS or PM or PL and
Upi is NL or NM or NS or ZO or PS or PM or PL then D is ZO.

If E is PS and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PS.

If E is PS and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PS.

If E is PS and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

If E is PS and CE is PS or PM or PL and Upi is ZO or PS or PM or PL
then D is ZO.

If E is PM and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PM.

If E is PM and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PM.

If E is PM and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

If E is PM and CE is PS or PM or PL and Upi is ZO or PS or PM or
PL then D is ZO.

If E is PL and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PL.

If E is PL and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PL.

If E is PL and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

If E is PL and CE is PS or PM or PL and Upi is ZO or PS or PM or PL
then D is ZO.

NM, NS, ZO, PS, PM, PL : same as value in Table 1.

Table 2: Linguistic rules of The Hybrid SOF-PIDC

Figure 3: A MIMO Biped Robot
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5 Conclusion

Both of the hybrid SOF-PID and the SOF-PID con-
troller are tested on a MIMO biped robot simulator.
In experiment the hybrid SOF-PID controller shows
more smaller error than the SOF-PID as operating
time goes. In effect to adjust conventional PID con-
troller the hybrid SOF-PID can be a good solution
than the SOF-PID.

The hybrid SOF-PID controller have some draw-
backs. First, it need more computing power than the
the SOF-PID to apply on on-line control problems. If
all three PID gains are tuned computing power will
be serious problem. Second it is difficult to construct
performance index table without help of experienced
human.
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Abstract

In this paper, we present the strategy of distributed auto-
nomous robotic systems (DARS) for cooperative behaviors.
The DARS are the systems which consist of multiple
autonomous robotic agents into which required function is
distributed. For building of DARS, the agents can recognize
the environment where they are located, communicate each
other, and generate some rules to act by themselves. In the
paper, we introduce our DARS robot to perform cooperative
behavior which is the task of our research — the pursuit
competition with one-fugitive robot versus multi-detective
robot. The paper also presents the area-based decision
making algorithm to determine the direction of the robot
maneuver.

Keywords: DARS, camera vision, sensor, motor, bluetooth
communication, main MCU, area-based decision making
algorithm, fugitive and detective robot

1. Introduction

Nowadays, the robots replace the human working in the
fields of rescue a life at highly destroyed building by fire or
gas contaminated place, getting some information in the deep
sea or the space, and watching the weather condition at the
extremely cold area like the Antarctica. Especially, we need
to penetrate multiple robots to get more trustful and robust
information data from hardly accessible area, such an ant’s
nest under the ground. In this case multiple robots send the
data by cooperation and communication each other and make
a decision to act by themselves.

Distributed autonomous robotic systems (DARS) have
been focused by many researchers as a new way to control
the multi-agents more flexibly and robustly. The DARS are
the systems being organized by multiple autonomous robotic
agents into which required function is distributed. The most
unique and important feature of DARS is that each system is

a distributed system composed of multiple agents (robots) [1].

According to this feature, the subject of DARS can be
various widely. DARS are now applied to multi-robot be-
havior, distributed control, coordinated control, and coop-
erative operation, etc.

Typical mobile robot systems consist of robot body
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(frame), vision system, sensor system, drive (motor) system,
communication system, and main controllers. There are
many ways, which depends on the main task of robot and
which part of robot will be specially intellectualized, to apply
these systems efficiently [2]. For cooperative works, the
Khepera can be the role model of design. It consists of a main
processor (Motorola 68331), driven by two d.c. motors, and
has eight infra-red proximity sensors around its body (55mm
diameter, and 30mm height) [3]. This robot still being used
for in many fields like fuzzy control, wall following, obstacle
avoidance. We take similar appearance with Khepera or
RoboSot (one model of the soccer robots) for our robot.

In this paper, we organize DARS to perform the pursuit
competition with one-fugitive robot versus multi-detective
robot. The paper introduce about our robot system and its
functional block component in chapter 2. We present the task
of our DARS, the area-based decision making algorithm, and
experimental results in chapter 3. The paper concludes the
subject and issues future works in chapter4.

2. The Autonomous Robot for DARS

Our robot system consists of four sub-parts and a main
micro-controller part. The sub-parts are camera vision,
sensor, motor, and bluetooth communication, respectively.
Each sub-part has its own controller to perform a unique
function more efficiently. The main micro-controller part
controls four sub-parts to avoid process collision and per-
forms decision making by the data of its sub-parts.

2.1. Camera vision

The camera, which we use for the robot, is Movicam 11
made by Kyosera. The Movicam Il is the CCD camera being
used for SKY cellular phone. Its size is 30x47x29 mm (width
x height x thick) and weight is 12g approximately. A frame
consists of header, image data, and end maker. Fig. 1 shows
camera appearance and the data components of a frame in
detail.

When clock is applied to the clock-port (port #2), t starts
to send the data at rising clock from the header to the end
maker bit by bit. The data-out port (port #1) of canera is
attached to DSP (Digital Signal Processor) TMS320LF-
2407A which is programmed to perform signal processing.
The size of image data is rather bigger to wait the end of pro-
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Figure 1. Camera and the data component of a frame
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Figure 4. Torque characteristic (left), motor block diagram (right).

Table 1. The relationship of signals and actions.
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Figure 2. The connection between camera and DSP (left), the data
transfer timing (right).

|_|_|_L Signals Actions
0x00 Forward
DATAt DSP __‘_I ............... 0x01 Rotate 60° clockwise
g o0 0x02 Rotate 120° clockwise
flingedge 0x03 Turn around (rotate 180°)
0x04 Rotate 60° counter clockwise
0x05 Rotate 120° counter clockwise

cess with whole image(153,600 byte). Accordingly, we opt-
imize the program to cramp the image data within 25,000
byte. The connection between DSP and camera is showed in
Fig. 2(left). The data transfer is presented in Fig. 2(right).

2.2. Sensor

The robot has six of infra-red (IR) sensor pairs (emitter/
detector) to measure the distance around itself. The emitter is
Kodenshi EL-1kl3, high-power GaAs IR mounted in durable,
hermetically sealed TO-18 metal package. The detector is
ST-1kla, high-sensitivity NPN silicon phototransistors
mounted in durable, and the package is same with the emit-
ter’s. The six IR sensors are placed with 60 degree angle of
each other, so they can cover whole 360 degree.

We chose the emitter, which has narrow beam angle
(about 17°), to avoid interference. The detector, however,
has almost 50° beam angle, therefore it can detect most of IR
reflection by the object. The appearance is showed in Fig. 3
(left). The arrangement, the area where can be covered by the
six of sensor pairs, and the block diagram are depicted in Fig.
3 (right).

2.3. Motor

As driving part, we use NMB PG25L-024 stepping motor.
Its characteristics are drive voltage-12V, drive method 2-2
phase, and 0.495° step angle, etc. Fig. 4(left) shows torque-

8150900

£1849101d

Figure 3. El-1ka3 and ST-1kla (left), sensor block diagram (right).
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frequency-current characteristic curve. By the figure, the
maximum self-operating frequency is 600 pps. We assemble
the driver with L297 and SLA7024A combination to control
two motors. Fig. 4(right) and Table 1 present the block dia-
gram and the signals associated actions pair of robot by de-
cision making.

2.4. Bluetooth communication

Blutooth communication was developed to use for mo-
bile device, which includes battery source, with the motto
‘low -cost,” ‘low-power,” and ‘compact.” For these charac-
teristics, bluetooth regard as very suitable for wireless
communication system [4].

Bluetooth fundamentally organizes its network with 1
master to 7 slave architecture. The PicoNet is the net which
consists of one master and multiple slaves. The ScatterNet is
the net organized by PicoNets. Fig. 5 depicts the concept of
PicoNet and ScatterNet.

In DARS, there is no pre-defined classification like
master and slave. All agent robots should be distributed in-
dividually. We’d like to apply, however, the concept of
master/slave only for communication. The detective robots
need to communicate each other only when they catch the
fugitive robot in their vision. Therefore it can be said that
“We are still in the DARS.”

-‘

ScatterMNet

Figure 5. The PicoNet and the ScatterNet diagram.
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2.5. Main Controller

We design the system as every sub-part has its own con-
troller. Therefore, main controller has little overhead. The
function of the main controller is control the UART Tx/Rx
communication between main controller and sub-controller.
It also generates the rules of next action, change moving
direction or camera vision on/off or send the data to other
robot, by the sub-parts’ data. Fig. 6 is the block diagram of
whole robot system connected with main controller and the
appearance of our robot.

3. Cooperative Behavior Example of DARS

In DARS, the best role model for cooperative behavior is
the ants’ cooperation. When the ants find a food which is
much bigger than an ant itself, they get around by the food
and start to cooperation. Similarly, the robot cooperation
means operating multiple robots cooperatively. Therefore,
the communication between robots is essential.

In our system, the fugitive robot must run away from the
pursuit of multiple detective robots. To perform their own
task (i.e. escaping and tracking), both the fugitive and the
detective robot recognize the surrounding by their sensors,
and generate the rule by recognizing the situation. In this
chapter we discuss with two issues — the distance measure-
ment and the area-based decision making to generate rules
and change direction, and show the experimental results.

3.1. Distance measurement

The robots must know its situation by measuring the
distance around itself. In Fig. 7, dashed line presents the
distance-A/D converting value curve. It is expected to have
inversely proportional form rather than linear or hyperbola.
The approximation of this fomula is

(2

Distance = + offset (€))

A/ D conv. value

We set the coefficient o = 580 and offset = 7 by experiential
result. The solid line presents its approximated value curve in
Fig. 7.

1 Bluetooth Block

Camera Vision
Block

MAIN MCU

atmega128

Sensor Block
Motor Block

UART CONNECTION

Figure 6. The robot and main MCU with 4 sub-parts connection.
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Figure 7. Distance to A/D conv. value curve by equation (1).

3.2. Area-based decision algorithm

To change the direction of running, we can consider two
algorithms — the distance-based and the area-based algori-
thm.

In the distance-based decision algorithm, the fugitive
robot considers the direction which a sensor returns the
longest distance as the safest direction. Thus, the robot takes
the following steps to determine the next direction.

¢ The robot gets 6 of A/D conv. value from detect sensor.

e The robot decides the direction which returns the long-
est distance as safe way without any obstacles.

e The robot changes the direction.

In the area-base decision algorithm, however, the robot
follows these steps,

e The robot gets 6 A/D conv. value from detect sensor.
e The robot calculates the 6 areas with each A/D conv.
value from detect sensor.

1 — — . R

Area = = s;xS, sin60°, where s, s, are the
2

distance measured by sensor 1 and 2.

¢ The robot decides the direction which returns the wide-
est area as safe way.
e The robot changes the direction.

In brief, we can generate the rule of fugitive robot’s behavior
with this simple concept,

“Change your direction to where you can guarantee more
wide space.”

The rule of the detective robots can be define easily by
adding one more condition to above,

“If you get the fugitive in your camera, try to occupy
more wide area in the fugitive’s plane.”

This is the basic concept of area-based decision making. The
concept is similar with the behavior-based decision making
but is different to change the direction by the area [5]. Fig. 8
shows the difference between the distance-based and the
area-based decision making by example.
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The direction of the widest
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4 »
o 7 L

Figure 8. The different results, with the same sensor values, by the
distance-based (left) and the area-based (right) decision making.

3.3. Experiments

We experiment two different situations with our robots.
The results are shown in this chapter.

First, we release the robot on the hallway where no ob-
stacle but walls. Fig. 9 shows the pictures of the robot on
running. We tested the robot’s running by 50 trials. The
robot succeeded 43 times out of 50 trials, but 7 times failed.
The reason of fails was the robot took the turnaround (turn
180°) decision continuously, even if both its front and back
space are freely empty. To clear this problem, we modified
area- calculating function by the multiplying of weight, Weont
= 1.2, to the calculation of front area.

Second, we try for the robot to explore the hallway where
three obstacles are located. Fig. 10 depicts the robot’s run-
ning in the second situation. The result shows the robot
found the next direction more easily when it is surrounded by
other obstacles. At the 1% and the 3" turns, however, the
robot has many other choices to avoid the 1% and the 3 ob-
stacle. It is the main reason that the malfunction (i.e. back to
the 1% obstacle when tries to avoid the 3") occurs several
times. By the reason, the robot succeeded its task 31 times
out of 50 trials.

Figure 10. The robot is running through the 3 obstacles.

©ISAROB 2005

4. Conclusions and Future Works

In this paper, we introduced the hardware specification of
the robot and architecture of our DARS. We also proposed
the area-based decision making algorithm and presented the
two experimental results with the robots in the two different
situations. The result shows us that the area-based decision
making can be a new way for the obstacle avoidance.

The future works would be to complete the implement-
tation of the detective robots and to find out appropriate and
efficient way to pursue the fugitive robot more concretely in
DARS.
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Abstract

This paper shows the development of flexible force
sensor using the fiber Bragg grating. This force sensor
consists of a Bragg grating fiber and flexible silicone
rubber. This sensor does not have special structure to
maximize the deflection or elongation, but have good
sensitivity and very flexible characteristics. In addition,
this sensor has the immunity to the electro magnetic field
and can be multiplexed easily, which is inherited from
the characteristics of fiber Bragg grating sensor. In the
future, this sensor can be utilized the tactile sensor
system minimizing the sensor size and developing the
fabrication method.

1. Introduction

Many force sensors based on the strain gages, until
now, have been used mainly to monitor the durability of
bridges, buildings from the view point of safety, and
control some material test machines and industry robots,
and so on. However, recently, as some system is now
small and need high sensitivity and accuracy, a new
force sensor with small size and high sensitivity, not
some conventional load cells, has been required to
control small force accurately. On the other hand,
MEMS shows the possibility of development of micro
force sensor similar to the pressure sensor. Especially,
some researchers have tried to develop tactile sensor
combined small force sensors for intelligent robotics,
teleoperational manipulators and haptic interfaces. These
tactile sensors can detect normal forces on the taxel for
gripping force control and generating tactile images for
object recognition. However, in addition to acquiring
tactile images and normal forces, detecting tangential
forces is also critical. The fabrication process of sensor is
very simple. This paper shows the development of three
component force sensor based on the fiber optic sensors
Until now, a few tactile sensors on behalf of the human
skin have been developed compared with the other kinds
of sensors, such as, image sensors and sound sensors.
Because the tactile sensors have some requirements to
adapt the practical engineering field, such as humanoid
robot system and telerobotic system and so on. These
sensors must have the flexibility and must have a good
spatial resolution mimicking the human skin. Some
researchers tried to make the tactile sensors using the
MEMS(Micro Electric-Mechanical System) technology.
Although these sensors have a good spatial resolution
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and sensitivity, they are not flexible and don’t have
sufficient durability[1-4]. In this paper, we will show the
flexible optical fiber force sensor which can be the basis
of the tactile sensor. This force sensor has very simple
structure

2. The Structure of the Flexible FBG Sensor

2.1 The Principle of the FBG sensor

Fiber Bragg grating (FBG) sensors based on
wavelength-division multiplexing (WDM) technology
are attracting considerable research interest and appear
to be ideally suitable for structural health monitoring of
smart structure[5]. FBG sensors are easily multiplexed
and have many advantages such as linear response and
absolute measurement. As the spectral response of the
FBG sensor signal renders the measurement free from
intensity  fluctuations, it guarantees reproducible
measurements despite optical losses due to bending or
connectors. The basic principle of a fiber Bragg grating
(FBG)-based sensor system lies in the monitoring of the
wavelength shift of the returned Bragg-signal, as a
function of the measurand (e.g. strain, temperature and
force). The Bragg wavelength is related to the refractive
index of the material and the grating pitch. Sensor
systems involving such gratings usually work by
injecting light from a spectrally broadband source into
the fiber, with the result that the grating reflects a narrow
spectral component at the Bragg wavelength, or in
transmission this component is missing from the
observed spectrum. Fig.1 shows this simply and
schematically. The intensity of the reflected optical
signal is a function of the Bragg grating wavelength that
relates to the applied strain on the fiber Bragg grating.
Therefore, the dynamic strain can be derived from the
intensity change measurement as function of the
wavelength of the reflected optical signal. The operation
of a FBG is based on a periodic, refractive index change
that is produced in the core of an optical fiber by
exposure to an intense UV interference pattern. This
grating structure results in the reflection of the light at a
specific narrow band wavelength, called Bragg
wavelength. The Bragg condition is given by

Ay =2n,A (1)
where Az is the Bragg wavelength of the FBG, n, is the

effective index of the fiber core, and A is the grating
period. The shift of the Bragg wavelength due to strain



and temperature can be expressed as

Ay = Aglle, + & AT +(1- p,)Aé]

p. = [n—zj[plz —v(p,—pu)] 0

2

where a, is the coefficient of the thermal expansion
(CTE), & is the thermo-optical coefficient, and p, is the
strain-optical coefficient of the optical fiber. The value of
p.=0.22" was measured experimentally and used for this
study. If there is no temperature change, we can measure
the strain from the wavelength shift as
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Fig.1 FBG sensor encoding operation

2.2 The Structure of Flexible FBG Force Sensors

Fig.2 Prototype flexible FBG sensor

The sensor has the simple structure which is
composed of FBG and silicone rubber (DC184 Dow
corning Co. Ltd). The fabrication process of this sensor
is easier than that of diaphragm type sensor. The FBG
sensor with the length of 10mm is embedded in the
silicone rubber.
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Once the external force is applied on the silicone
rubber, the fiber Bragg grating in the silicone rubber is
deformed. The deformation of fiber Bragg gratings is
induced on the change of the Bragg wavelength.
Therefore, this sensor can detect the fore through the
change of Bragg wavelength. Fig.2 shows the flexible
characteristics of the prototype sensor.

3 Design of the Flexible FBG force sensor

3.1 FEM Analysis of Silicone rubber

We simulated the deformation of the silicone rubber to
verify the resolution of the sensor. ABAQUS 6.3 was
used and the 2-dimensional element model was applied
to the silicone rubber. As the model is symmetric, the
half geometric model was used. And the fixed condition
on the all directions was applied on the base of the
model. And the force (1~10N) was applied through the
rigid ball with the diameter of 3mm to simulate the real
experimental condition.

Fig. 3 Finite Element Model and FEA (Finite Element
Analysis) of DC 184

The optical fiber was excluded from the FEM model.
Because the optical fiber have the very small diameter
(250um) compared with the whole size of the sensor.
That is, the sensor model have only the silicone rubber
and we assumed the deformation of the silicone rubber
should be the deformation of the optical fiber. As the
deformation of the silicone rubber is very small, we used
the general elastic solver to verify the deformation[6].
The elastic modulus of the silicone rubber is 9.2MPa and
the Poission’s ratio is 0.49.
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Fig. 4 U1 distribution of DC184 according to the
depth (Load: 10N)

Fig. 4 shows the deformation of the Ul direction (the
axial direction of the optical fiber). If the optical fiber is



located on the surface of the silicone rubber, positive
deformation is induced by the transverse load. As the
optical fiber is deeper inside, the positive deformation is
appeared. And the positive deformation is in the whole
optical fiber above the 1.5mm deep inside the silicone
rubber.

3.2 Determination of the Depth of FBG sensors

Using the results of the FEA, the efficient depth of the
optical fiber can be determined. The large deformation is
occurred in 1~4mm depth. And the output signal, the
change of the Bragg wavelength can be easily influenced
in I~4mm depth. If the optical fiber is located on the
surface of the silicone rubber, the output is most efficient,
but the fiber can be easily broken because of the brittle
characteristics of the optical fiber. Fig. 5 shows that the
positive and concentrated deformation was occurred in
the 2mm depth of the silicone rubber. Therefore, the
2mm depth was determined as the prototype flexible
force sensor.
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Fig. 5 Ul distribution of DC184 according to the load
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Fig. 6 Bragg wavelength shift analysis using FEM

Using the equation (4) and the results of FEA, we can
calculate the change of Bragg wavelength. The
photoelastic constant of the used optical fiber is 0.22[7].
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Fig 6 shows the calculated the change of Bragg
wavelength according to the applied force. The fiber
Bragg grating sensor located in the 2mm depth has the
about 1.0x107 nm/ gf sensitivity.

4. Experimental Results

4.1 Experimental Equipment

Fig. 7 shows the experimental setup. The broadband
light source having the 1527~1602nm wavelength is
incident in the optical fiber and the light is separated by
the 2 by 1 coupler. The separated light is transmitted in
the Bragg grating. And the reflected light is experienced
the applied load is send the optical spectrum analyzer
(OSA). Therefore we can know the applied force
through the Bragg wavelength change of the reflected
light. And the applied load is measured by the load cell

like Fig.7.
21 i N \.‘:
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Fig. 7 Experimental setup

4.2 Evaluation of flexible FBG force sensors
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Fig. 8 Shifted wavelength according to the applied force of
flexible FBG force sensor (depth 2mm)
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Three flexible fiber Bragg grating force sensors were
fabricated and tested in the same environment. Three
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sensors have the same sensitivity, about 1.0x107 nm/ gf [7] Udd, E., “Fiber optic smart structure”, John Willey and

which is the same resolution of the simulated results. Sons, 1995
This means that the 1.0nm Bragg wavelength was

changed by the applied force, 1000gf. As OSA can detect

the 0.01nm wavelength, these sensors can detect at least

10gf (0.1N).

5. Conclusion

In this paper, the flexible fiber Bragg grating force
sensor was introduced and verified. The experimental
results mated the simulated results by the FEA. The
sensors are very flexible and can detect the absolute
strain. And these sensors can attach the arbitrary surface.
This characteristic is suitable to the artificial skin and the
tactile sensors. The resolution of theses sensors is about
10gf (0.1N) and will be improved by the ability of the
OSA or interrogation system of the fiber Bragg grating.
Now these sensors cannot have the good spatial
resolution to adapt the tactile sensors. In the future, the
length of the FBG with the 1~5Smm, the sensors can be
minimized, that is, the spatial resolution of the sensor
would be improved.
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Abstract

This paper presents a distributed precedence queue
mechanism to resolve unexpected transmission delay of a
lower priority transaction in a CAN based system, which
keeps a fixed priority in data transactions. The mechanism
is implemented in the upper sub-layer of the data link layer
(DLL), which is fully compatible with the original medium
access control layer protocol of CAN. Thus the mechanism
can be implemented dynamically while the data
transactions are going on without any hardware
modification. The CAN protocol was originally developed
to be used in the automotive industry and it was recently
applied for a broader class of automated factories. Even
though CAN is able to satisfy most of real-time
requirements found in automated environments, it is not to
enforce either a fair subdivision of the network bandwidth
among the stations or a satisfactory distribution of the
access delays in message transmissions. The proposed
solution provides a superset of the CAN logical link layer
control, which can coexist with the older CAN
applications. Through the real experiments, effectiveness
of the proposed mechanism is verified.

1. Introduction

The controller area network protocol (CAN) was
developed to solve complex cable problems and reliability
reduction in automotive [1,2]. This availability was built
network of high reliability applied various industry
environment [3,4,5].

Unlike the IEEE 802.3 standard-access-technique-based
CSMA/CD protocol[6], CAN’s medium-access control
mechanism ensures that when collision occurs a non-
destructive contention-based arbitration is initiated that
stops all of the transmitting stations except the one which
is sending the frame having the highest priority. The
frames that are transmitted are not addressed to a specific
destination, but they are considered as global objects, each
of which is associated with a network-wide unique
identifier. CAN allocates absolutely priority to messages
or objects transmitted in a network using ID. This
mechanism is a good method to manage collisions in
network.

If a network is overloaded, the data transmission quantity
is rapidly decreased to increase data transmission collision.
If this state is continuous, a network may be groggy and
the state of non-transmission may continue over a long

©ISAROB 2005

159

period of time. This paper presents a mechanism that can
create a fair transmission chance and can reduce delay
time [7,8,9] using a distributed precedence queue, and
assigning a precedence queue to relatively low priority and
objects having similar transmission purposes when a
network is overloaded, and which can compensate a
maximum tolerance delay time and to remove
ineffectiveness for an identifier assigned statically into an
overload condition [10].

This precedence queue is not assigned statically but
assigned dynamically According to transmission quantity,
so that the transmission efficiency can be optimized in
network. And each queue can independently assign
transmission sequences of data of a relative priority.

So, this paper can contribute to the mechanism that can
transmit data within a constant time to adjust its priority
dynamically based on an extended CAN protocol when a
low priority object delays transmission because of an
overload in a network.

Identifier is assigned statically in the CAN protocol, the
two requirements of a fair transmission chance and delay
time, can not be satisfied because this solve collision
problem by a static identifier. In this paper it is shown that
the problem can be solved collision by the filtering of
input frames according to the identifier of each object and
by redefining the identifier in the identifier field. By
redefinition of the distributed precedence queue (DPQ) to
use the identifier field of the extended CAN, each object
can be transmitted according to a fair transmission
sequence and can thus satisfy the maximum tolerance
delay time.

2. CAN Analysis
2.1 A basic CAN protocol

The CAN is based on a CSMA/CD channel access
technique. It uses a priority modification mechanism for
transmitted-received messages to resolve collisions in a
network. The CAN protocol adopts a layered architecture
that is based on the OSI reference model, even though it is
not fully OSI compliant, and the architecture is composed
of three layers the factory automation environment.

1. The Application Layer
; Support to access on a Network
2. The Data Link Layer
; Connection physical address to the upper-low layer
3. The Physical Layer
; Transmission bit stream to physical medium
This paper resolves the transmission delay time problem
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using the data link layer and the only LLC sub-layer
between the MAC (Medium Access Control) and the LLC
(Logical Link Control) of the data link layer.
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Fig 1. CAN arbitration phase

Bus lewel

3. A Distributed Precedence Queue M echanism (DPQ)

The CAN implicitly assigns to each object exchanged in
the network a priority that corresponds to the identifier of
the object itself. Even though this mechanism enforces a
deterministic arbitration that is able to resolve any conflict
that occurs when several nodes start transmitting at the
same time, it is clearly unfair. If many nodes are connected
in the network, nodes that are of low priority rank can
continuously lose a transmission opportunity. That is, if
high priority objects transmit continuously, finally a low
priority object can miss an important message which is
relatively unimportant compared to that of a high priority
object.

Accordingly, a mechanism that uses a relative priority
according to the consideration of low priority nodes is
necessary although the CAN implicitly assigns a priority.
Fair behavior, which for example enforces a round-robin
policy among different stations, has to be guaranteed to all
the objects exchanged at a given priority level.

In this paper, it is shown that this kind of behavior can be
obtained by slightly modifying the frame acceptance
filtering function of the LLC sub-layer. In particular, only
the significance of the identifier field in the transmitted
frame has to be modified in some way. The resulting
arbitration mechanism is able to enforce a round-robin
policy among the stations that want to transmit a message
on the bus, and provides two levels of priority for the
frame transmission services. Little or nothing has to be
changed at the MAC level; and in this way it is possible to
reuse the same electronics components developed for the
implementation of the standard CAN protocol.

3.1 DPQ principle

The basic idea of this CAN fairness control mechanism
that is to insert into a global queue all of the nodes that
want to transmit over the shared medium. For Node C, of
which transmission is continuously delayed as shown in
Fig 1, a queue is created to transmit Node C and the other
nodes that transmit with C. So, several queues can be
partially made in this research, two queue were used.
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Fig 2. Generation of a precedence queue in
DPQ mechanism

This distributed precedence queue protocol provides the
opportunity to create precedence queues for all nodes in a
network. And, in the case that several precedence queues
exist, each precedence queue assigned a priority so that
they can be implemented independently.

The DPQ mode ID, which is stored in the 11 bit standard
ID field shown in the Fig 4, indicates the precedence
queue order of each node. Whenever a node carries out a
transmission, it moves to the end of the queue, thus
lowering its precedence to the minimum. All of the nodes
following the transmitting node advance by one position in
the queue, occupying the space that has just been created.
Using this round-robin policy, collisions among messages
are avoided.

The queue is not stored in some specific location. Instead,
it is distributed among all the nodes in the network. Each
node is responsible for storing and updating. That is, if the
maximum permission delay time is reached, it creates a
precedence queue, and then it has to dynamically change
priorities to transmit preferentially with other nodes. And a
precedence queue has to be dissolved when is completed
an urgent task.

We suppose a network that is composed of Nodes A to G
as shown in Fig 2. If Node C builds up a queue, the ID that
is entered into the data frame queue can transmit and
designate to 7 by lower 7 byte. At this time, it will be
designated precedence priority to higher byte. Then, each
node filters to enter itself into the queue, and it assigns its
queue. After Node C transmits a message, it will go to the
last position in the queue. And the other nodes will move
up one position by order. And the remaining nodes that to
be transmitted are designated using the upper 1 byte as
shown in Fig 3; their queues will be dissolved or
maintained using the upper 1 byte, as shown the Fig 3 after
all transmissions are completed.

Queue
entry
(1 byte)

|—> 8 byte (data field) <—|

Fig 3. Structure of a data field for DPQ

DLC Precedence priority (7 byte) CRC

3.2 DPQ Realization M ethod

The DPQ mechanism can be implemented without any
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modifications to the basic format of CAN frames. It uses
an identifier field to designate the priority queue. Because
the length of the conventional identifier field defined in the
CAN standard is too small, the CAN extended format can
be adopted.

|

Fig 4. Format of the header of extended CAN frames
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The DPQ uses the first 11 bits of the identifier field for its
control information, whereas the remaining lower order 18
bits (ID ext.) are used to dynamically store the effective
identifier of the an exchanged object (EID).
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Fig 5. Format of the header of DPQ frames
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The first two bits (t0, t1) must be set at the logical value
of zero as shown in Fig 5. Then, the protocol is divided by
a standard CAN communication and DPQ mechanism. So,
DPQ always has a higher priority than a CAN mechanism,
and they can exist in this same space.

The priority bit P specifies whether the frame has to be
transmitted as a high priority frame (P=0) or as a low
priority frame (p=1). When T1 and P are used, the priority
can be assigned a maximum 4 queues.

The next 8 bits represent the precedence level of the
frame. Namely, these 8 bits show the transmission queue
order. The DPQ, which was used in this research, uses t0,
tl, and then distinguishes the standard CAN mechanism,
and sets each queue using P, and concludes the precedence
in the queue using 8 bits.

4. System Architecture and Experiments

To verify the usefulness of the mechanism presented in
this paper, actuator ECU that are used in throttle-body
controllers of vehicles and portable inspection equipment
ECU that can set sensor limit values and can diagnosis
vehicle problems, established the basic nodes.

i
Fig 6. Total system organization
The total system consisted of additional virtual ECU of
10 nodes used in many parts of the vehicles as inhalation
fuel ECU, lighting ECU, side-mirror ECU, and exhaust
port ECU.
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Each node used TMS320LF2407 with the CAN module
and PCA82C251 with the CAN transceiver. Each node
was set to a 250 Kbps transmission time.

The transmission period for the total 10 nodes was set to
two states, 10ms and 2ms. When the transmission period
was 10 ms, Collisions did not often occur. But when it was
2 ms, collisions often occurred. The transmission message
priority was arranged as Node 1 (portable ECU) and node
2 (main ECU) for each transmission period and this
priority decreased gradually. When the transmission period
was 2 ms, Node 8,9,10 suffered a long transmission delay
because of message collision on the bus, and the DPQ
mode was applied to resolve this problem at Node 8,9,10.

Table 1. Identification Definition (ID)

node standard CAN 0PQ

PORTABLE 1110000 0001 1110000 0001
MAINECU 1110000 0010 111 0000 0010

3 1110000 0011 111 0000 0011

4 1110000 0100 111 0000 0100

5 1110000 0101 111 0000 0101

6 1110000 0110 111 0000 0110

7 1110000 0111 1110000 0111

8 111 0000 1000

9 1110000 1001

10 111 0000 1010

5. Result and Analysis

Fig 7 shows the transmission delay time of the Node 1.
From 1 to 50, the X axis values show the transmission
delay time when the transmission period was 10 ms. And
from 51 to 100, the values show the transmission delay
time when the transmission period was 2 ms. And from
101 to 150, the values show the transmission delay time
when the DPQ mode was applied.
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Fig 7. Transmission delay time of node 1

From the Fig 7 results, we know that Node 1 increased
the delay time more when the transmission period was 2
ms than when the transmission period was 10 ms. And
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additional delay time occurred for Node 8, 9 and 10 in
DPQ mode.

As shown in Fig 8, in the case of Node 8§, the state which
a transmission period is 2ms, a longer delay time occurred
for low priority nodes than other nodes. To overcome this
problem, we can verify that a transmission chance was
guaranteed and the delay time was advanced outstandingly,
when the DPQ mode was applied instead of changing the
priority permanently, as shown in Fig 9.

In case of experiment 2 shown in the Fig 11, the graph
shows a transmission delay time. From 1 to 50, the X axis
values show a transmission delay time for the highest
priority Node 1 when the transmission period was 2 ms.
And from 51 to 100, the values are shown for that when
the node number was 10. From 101 to 150, the values are
shown for when the DPQ mode was applied.
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Fig 8. Transmission delay time of node 8
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Fig 9. Average transmission delay time of DPQ mode

6. Conclusion

This study applied the DPQ mechanism to correct the
ineffectiveness occurring according to a fixed priority
mechanism and to arbitrate collisions in a network using a
standard CAN protocol. The proposed mechanism
established the availability through an experiment of two
different states.

The experiment showed that a transmission of a low

©ISAROB 2005

162

priority node does not exceed the maximum tolerance
delay time using the DPQ mode, despite frequently
occurring collisions in transmission and the rapid
transmission of each node.

But, in the case of the DPQ mode being applied to high
priority object, the effectiveness was lower than that of a
standard CAN application. In future research, algorithms
will be developed to efficiently manage the time delay of
each object, applying the DPQ mechanism dynamically.
And it will be shown how these algorithms can be applied
conveniently for compatibility with other CAN
applications.
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Abstract

In this paper, we describe an algorithm for ac-
quiring occupancy grid maps with mobile robots.
The standard occupancy grid mapping developed by
Elfes and Moravec in the mid-Eighties decomposes
the high-dimensional mapping problem into many
one-dimensional estimation problems which are then
tackled independently. Because of the independencies
between neighboring grid cells, it often generates
maps that are inconsistent with the sensor data. To
overcome it, we propose the cluster which is a set of
cells. The cells in the clusters are tackled dependently
with another occupancy grid mapping with EM
algorithm. The occupancy grid mapping with EM
algorithm yields more consistent maps, especially in
the cluster. As we use mapping algorithm adaptively
with clusters according to the sensor measurements,
our mapping algorithm is faster and more accurate
than the previous mapping algorithms.

Keywords occupancy grid, mobile robotics,
mapping, Bayes rule, cluster

1 Introduction

Robotic mapping has been a highly active research
area in robotics and Al for a few decades. Robotic
mapping addresses the problem of acquiring spa-
tial models of physical environments through mobile
robots. There are a number of mapping algorithms.
However, the occupancy grid mapping is more pop-
ular than others, since it has the reputation of be-
ing extremely robust and easy to implement. Once
mapped through occupancy grid mapping, they en-
able various key functions necessary for mobile robot
navigation, such as localization, path planning, colli-
sion avoidance, and people finding.

Occupancy maps have been built using various sen-
sors, such as sonar sensor, laser range finders, and
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stereo vision, etc. However, all these sensors are sub-
ject to errors often referred to as measurement noise.
In addition, sonar sensors cover an entire cone in space
and form a single sonar measurement it is impossible
to say where in the cone the object is. The sonar sen-
sors are also sensitivity to the angle of an object sur-
face relative to the sensor and the reflective properties
of the surface. The above properties of sensors make
a mapping problem be difficult and lead inconsistent
map.

The occupancy grid mapping resolves such prob-
lems by generating probabilistic maps. As the name
suggests, occupancy grid maps are represented by
girds. Namely, they decompose the high-dimensional
mapping problem into many one-dimensional estima-
tion problems which are then tackled independently.
Because of the independency of neighboring cells, they
often generate maps that are inconsistent with the
data, particularly in cluttered environments.

To overcome it, we define the cluster which is a set
of cells. The cluster is the region that has the high
probability to be inconsistent with the sensor data
when the standard occupancy grid mapping is used.
Existing occupancy grid mapping algorithms do the
task with the emphasis on individual cells. However,
our approach maps with the emphasis on clusters. As
making the cluster and choosing the optimal mapping
algorithm according to the sensor measurements, maps
generated by our approach more accurate than ones
generated by the previous occupancy grid mapping al-
gorithm. Our mapping algorithm is also as fast as the
standard occupancy grid mapping algorithm.

2 Standard Occupancy Grid Mapping

The Standard occupancy grid mapping approach
(Elfes, 1989; Moravec, 1988)[2][3] constitutes two al-
gorithms mainly. First, it decomposes a multidimen-
sional (typically 2D or 3D) tessellation of space into
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many independent cells. Second, each cell calculates
a probabilistic estimate of its state. To calculate this
estimate, techniques such as Bayesian reasoning are
then employed on the grid cell level. And each cell is
tackled independently.

Let m be the occupancy grid map. The grid cell
has the index (z,y) to store a probabilistic occupancy,
which is mg 4. Occupancy grid maps are estimated
from sensor measurements. Let zi,---, zr denote the
measurements from time 1 through time 7. The mea-
surement is composed of a sonar scan and the robot
pose at which the measurement was taken. The robot
pose which is assumed to be known is zy coordinates
of the robot and heading direction. Each measurement
carries information about the occupancy of many gird
cells. Thus, the problem addressed by occupancy grid
mapping is the problem of determining the probability
of occupancy of each grid cell m, , given the measure-
ments z1,-- -, 2.

(1)

For computational reasons, it is common practice to
calculate the log-odds instead of estimating the above
posterior. The log-odds is defined as follows.

p(mz,y ‘ 21,000, ZT)

p(mgy | 21, -, 27)
1 7p(mx,y | Zla"'aZT)

lgy = log (2)
The assumption in standard occupancy grid mapping
is the static world and conditional independence given
knowledge of each individual grid cell m;,. Two as-
sumptions and Bayes rule allow us to simplify the pos-
terior to following:

p(mm,y | 21yt Zt)
— p(mw,y ‘ Zt)p(zt)p(mw,y ‘ 21y '7Zt—1) (3)
P(Mmay)p(2e | 21,7, 26-1)

Let m , be freeness of the grid cell. The probability
of the freeness of grid cell can be calculated as same
way.

p(mx,y | 21,000, Zt)
_ P(Mey | 20)p(2)p(Mwy | 21, 20-1) (4)
p(m”l',y)p(zt | 21yt 7Zt—1)

By dividing (3) by (4) and adapting logarithm, the
desired log-odds is expressed as follow:

p(mx,y | Zt)

1 —P(mazy) + lﬁt;;
L —p(may | 2) ’

p(maz.y)
(5)

Finally, the desired posterior occupancy probability
p(ma ylz1,-- -, zr) can be recovered from the log-odds
representation of the map.

+ log

t
ly 4 = log
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Standard occupancy grid mapping does not take
the occupancy of neighboring cells into account. It
makes the crucial independence assumption that the
occupancy of a cell can be predicted regardless of a
cell’s neighbors. Herein lies a major problem of the
standard occupancy approach. This leads to incorrect
map.

3 Adaptive Occupancy Grid Mapping
With Clusters

This section presents an algorithm to improve the
problems of the previous occupancy grid mapping. A
key idea is adapting the cluster which is a set of cells.
The cells in the cluster mean that they have the high
probability to be inconsistent with the sensor data
when the standard occupancy grid mapping is used.
Unlike existing occupancy grid mapping algorithm,
our approach does the mapping with the emphasis
on the clusters. One cluster doesn’t affect the oth-
ers, since the cluster is independent each other. The
occupancy of the cells in the cluster is calculated with
the occupancy grid mapping proposed by Thrun in
2003[1]. Using Expectation Maximization algorithm,
in short EM, the alternative mapping algorithm solves
the mapping problem as maintaining the dependen-
cies between neighboring cells. Hence, it leads to the
more accurate maps than the standard occupancy grid
mapping in the cluster. The clusters are made with
the neural networks[4][5][6] which is a powerful tool in
pattern recognition.

To make the cluster, we use the neighboring sensor
measurements which are the input of neural networks.

(6)

R is the number of the sensor measurements used. The
output of neural networks, y, is ‘1’ if the region swept
by the sensors is cluttered or erroneous place. Other-
wise y is '0’. That is, if y is '1’, we assemble the cells
in that region and make a new cluster.

The occupancy of cells out of cluster is calculated
with the standard occupancy grid mapping algorithm
explained in section 2. The binary occupancy of cells
in the cluster is calculated with the alternative occu-
pancy grid mapping proposed by Thrun.

Let K; the number of obstacles in the sensor cone
of the 4-th measurement. Let Dy = {d;1,---,di k. }
denote the distances to these obstacles and ordered
in increasing order. To describe the multiple causes
of a sensor measurement z;, the new variables, called

P = [pla"'7pR]
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correspondence variables, are defined as follow:

Ct = {Ct,*7 Ct,0,Ct,15 " ,Ct,Kt} (7)

Each of these variables corresponds to exactly one
cause of the measurement z;. If ¢, is 1 for 1 < k <
K, the measurement is caused by the k-th obstacle.
If ¢4 0 is 1, none of the obstacles were detected and the
sensor returns a max-range reading. The random vari-
able ¢; . corresponds to the case where a measurement
was purely random. The log-likelihood of all data and
correspondences is written as follows:

log p(Z, Clm) =y " logp(z, ct[m) (8)

Here Z denotes the set of all measurements and C is
the set of all correspondences ¢; for all data. Not calcu-
lating the probability of the correspondence variables
but Maximization the likelihood of the data is impor-
tant, since the probability of correspondence variables
is unobservable. This is achieved by maximizing the
expected log-likelihood Eflogp(Z,C|m)|Z, m], where
the expectation is taken over the correspondence vari-
ables C. The expected log-likelihood can be obtained
as follows:

Ellog p(Z. C|m)|Z,m]

—Z [log p(ct)|zt, m] + log

2mo?
1 2

—5 [E[Ct* |Zt, ] IOg 2max

_ 2
+E[Ct,0|2t,m]m

o
—d

+ZEMM, G dly

Maximizing the above expected log-likelihood is the
final goal. To do this, expectation mazimization algo-
rithm, EM algorithm, is used. The EM algorithm is
one such elaborate technique. The EM algorithm is a
general method of finding the maximum-likelihood es-
timate of the parameters of an underlying distribution
form a given data set when the data is incomplete or
has missing values.

As the above way, we choose the optimal map-
ping algorithm according to the sensor measurements,
namely clusters. Hence, maps generated by our ap-
proach are faster and more accurate than ones gen-
erated by the previous occupancy grid mapping algo-
rithm.

©ISAROB 2005

4 Simulation

In order to test our approach, we applied our ap-
proach to learning grid maps using simulated data.
Our main finding are that the maps generated our ap-
proach are more accurate and the approach has less
time than the previous occupancy grid mapping algo-
rithm, such as the standard occupancy grid mapping
algorithm and the alternative occupancy grid mapping
algorithm with EM.

time:0.172s time:48.656s time:5.047s
(b) (c) (d)

Figure 1: Narrow open door without error

time:0.156s time:101.078s

(b) (c) (d)

Figure 2: Corridor with error

time:18.828s

The sensor measurements are gathered in a corri-
dor while driving by an open door. The mobile robot
is equipped with a circular array of 24 sonar sensors.
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Figure 1(a) shows a narrow open door as a first exam-
ple. The width of the door is two times wider than
the width of mobile robot. Hence, the mobile robot
can pass through the door, but it may be difficult to
control. Figure 1(b) shows the result of the standard
occupancy grid mapping algorithm. In the standard
occupancy grid mapping, a narrow open door is not
detected, but other places are similar to Figure 1(a).
Figure 1(c) is obtained by the alternative occupancy
grid mapping with EM. In Figure 1(b), the door is de-
tected, but it takes much time to calculate. In Figure
1(d) generated by our approach, the door is detected
and it takes less time than the occupancy grid map-
ping with EM. Figure 2 shows the result of corridor
with the error measurements. Figure 2(a) is a simu-
lated environment. As Figure 2(b) shows map of the
standard occupancy grid mapping, map is incorrect
because of the sensor error. In Figure 2(c), the alter-
native occupancy grid mapping detect incorrectly in
one place though it is better than (b). Unlike Figure
2(b) and Figure 2(c), Figure 2(d) shows an accurate
map. As Figure 2(d) is generated by our approach,
the map is similar to the environment(a). Because of
clusters, our approach is more accurate than the occu-
pancy grid mapping with EM in erroneous place. Our
approach takes also less time than others.

As a result, because our approach maps with the
emphasis on the clusters, maps generated with adap-
tive occupancy grid mapping algorithm, more accurate
and faster than the others.

5 Conclusion

In this paper, the adaptive occupancy grid mapping
algorithm is proposed. Unlike existing occupancy grid
mapping algorithm, our approach relies on the clus-
ters. The clusters are the region that have the high
probability to be inconsistent with the sensor data.
Neural networks is used to make a cluster. According
to the cluster, we use optimal occupancy grid mapping
algorithm. As seeing in simulation result, we can map
more accurate and faster than the previous occupancy
grid mapping.

References

[1] Thrun, S, “Learning Occupancy Grid Maps with
Forward Sensor Models,” Autonomous Robots,Vol.
15, pp. 111-127, 2003.

©ISAROB 2005

166

[2] A. Elfes, “Using Occupancy Grids for Mobile
Robot Perception and Navigation,” IEEE Com-
puter,Vol. 22, pp. 46-57, 1989.

[3] H.P Moravec, “Sensor Fusion in Certainty Grids
for Mobile Robots,” IEEE Computer,Vol. 22, pp.
46-57, 1989.

[4] L, Fausett, “Fundamentals of Neural Netwoks:
Architectures, Algorithms, and Application,”
Prentice-Hall, 1994.

[5] Riedmiller, M, “A Direct Adaptive Method for
Faster Backpropagation Learning: The RPROP
Algorithm,” IFEE Neural Network,Vol. 1, pp. 586-
591, 1993.

[6] C.H Kim, “Feature Extration Method for A Robot
Map Using Neural Networks,” AROB, Vol. 1, pp.
256-258, 2002.



The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th *05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

Real Time Implementation of Visual Servoing Control
of SCARA Robot with Eight Joints

Dong Yean Jung, Hong Rae Kim

Dept. of Mechanical Design, Graduate School,
Kyungnam University,
Masan, Gyeongnam, 631-701, Korea

Abstract

Visual servoing is the fusion of results from many
elemental areas including high-speed image processing,
kinematics, dynamics, control theory, and real-time
computing. It has much in common with research into
active vision and structure from motion, but is quite
different from the often described use of vision in
hierarchical task-level robot control systems. We present
a new approach to visual feedback control using image-
based visual servoing with the stereo vision in this paper.
In order to control the position and orientation of a robot
with respect to an object, a new technique is proposed
using a binocular stereo vision. The stereo vision enables
us to calculate an exact image Jacobian not only at
around a desired location but also at the other locations.
The suggested technique can guide a robot manipulator
to the desired location without giving such priori
knowledge as the relative distance to the desired location
or the model of an object even if the initial positioning
error is large. This paper describes a model of stereo
vision and how to generate feedback commands. The
performance of the proposed visual servoing system is
illustrated by the simulation and experimental results and
compared with the case of conventional method for dual-
arm robot made in Samsung Electronics Co., Ltd..

1 Introduction

Many of the control and vision problems are similar to
those encountered by active vision researchers who are

building **robotic heads®". However the task in visual

servoing is to control a robot to manipulate its
environment using vision as opposed to just observing
the environment.

There are mainly two ways to put the visual feedback
into practice. One is called look-and-move and the other
is visual servoing. Visual servoing is the fusion of results
from many elemental areas including high-speed image
processing, kinematics, dynamics, control theory, and
real-time computing. It has much in common with
research into active vision and structure from motion,
but is quite different from the often described use of
vision in hierarchical task-level robot control systems.
The former is the method which transforms the position
and orientation of an object obtained by a visual sensor
into those in the world frame fixed to an environment
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and guides the arm of the manipulator to a desired
location in the world frame.[1,2] In this method, precise
calibration of a manipulator and camera system is
needed. On the contrary, visual servoing uses the
Jacobian matrix which relates the displacement of an
image feature to the displacement of a camera motion
and performs a closed-loop control regarding the feature
as a scale of the state. Therefore, we can construct a
servo system based only on the image and can have a
robust control against the calibration error because there
is no need to calculate the corresponding location in the
world frame.[2,3,4] A hand eye system is often used in
visual feedback and there are two ways of arranging the
system. One is placing a camera and a manipulator
separately; the other is placing the camera at the end-tip
of the manipulator. The former motion strategy of the
manipulator becomes more complicated than the latter.
In the latter, it is easy to control the manipulator using a
visual information because the camera is mounted on the
manipulator end-tip. In this paper, we deal with the latter
method. In the conventional works, some researches
have presented methods to control the manipulator
position with respect to the object or to track the feature
points on an object using a hand eye system as the
application of visual servoing.[3,4] These methods
maintain or accomplish a desired relative position
between the camera and the object by monitoring feature
points on the object from the camera.[5,6]

However, these have been all done by the hand eye
system with monocular visions and it is necessary to
compensate for the loss of information because the
original three-dimensional information of the scene is
reduced to two-dimension information on the image. For
instance, we must add an information of the three-
dimension distance between the feature point and the
camera in advance or use a model of object stored in the
memory. Besides, a problem that the manipulator
position fails to converge to a desired value arises
depending on the way of selecting feature points or when
the initial positioning error is not small. It is because
some elements of the image Jacobian cannot be
computed with only the information of the image and
substituting approximate values at the desired location
for them may result in large errors at the other
locations.[7]

This paper presents a method to solve this problem by
using a binocular stereo vision. The use of stereo vision
can lead to an exact image Jacobian not only at around a



desired location but also at the other locations. The
suggested technique places a robot manipulator to the
desired location without giving such priori knowledge as
the relative distance to the desired location or the model
of an object even if the initial positioning error is large.

This paper deals with modeling of stereo vision and
how to generate feedback commands. The performance of
the proposed visual servoing system was evaluated by the
simulations and experiments and obtained results were
compared with the conventional case for a SCARA type
dual-arm robot.

2 Visual Servo System

Visual servo systems typically use one of two camera
configurations: end-effector mounted, or fixed in the
workspace.

The first, often called an eye-in-hand configuration,
has the camera mounted on the robot's end-effector. Here,
there exists a known, often constant, relationship
between the pose of the camera(s) and the pose of the
end-effector.

We define the frame of a hand-eye system with the
stereo vision and use a standard model of the stereo
camera whose optical axes are set parallel each other and
perpendicular to the baseline. The focal points of two
cameras are apart at distance d on the baseline and the
origin of the camera frame > is located at the center of

these cameras.
An image plane is orthogonal to the optical axis and
apart at distance f from the focal point of a camera and

the origins of frame of the left and right images, >, and
2., , are located at the intersecting point of the two

optical axes and the image planes. The origin of the
world frame X, is located at a certain point in the world.

Now let ' p=('x, 'y) and "p=("x, "y) be the projections
onto the left and right images of a point p in the

environment, which is expressed as p=(°x %y °2)" in
the camera frame. Then the following equation is
obtained (see Fig. 1).

Suppose that the stereo correspondence of feature
points between the left and right images are found. In the
visual servoing, we need to know the precise relation
between the moving velocity of camera and the velocity
of feature points in the image, because we generate a
feedback command of the manipulator based on the
velocity of feature points in the image.

'x ¢z=f (°+05d)

'x 2= f (*x—05d) (1)
'yz=1 %
'yz=1%
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This relation can be expressed in a matrix form which
is called the image Jacobian. Let us consider n feature
points p,(k=1---,n) on the object and the coordinates

in the left and right images are 'p.('%.'y,) and
"Pe("X, "Yi) , respectively. Also define the current
location of the feature points in the image ' p as

| Iy Iy I, 1 Iv v y Ny T
P=(% % M W% % % Y Yh) @
where each element is expressed with respect to the

virtual image frame 2.

First, to make it simple, let us consider a case when
the number of the feature points is one. The relation

between the velocity of feature point in image ' p and
the velocity of camera frame ©p is given as

"p="3.P 3)

where 'J, is the Jacobian matrix which relates the two

frames. Now let the translational velocity components of

camera be o,, o, and o, and the rotational velocity

components be w,,w, , w, then we can express the

y 1
camera velocity V as

V=[oy Oy 0, W W, Wz]T
v

Then the velocity of the feature point seen from the
camera frame ©p can be written

. d%
Cw _
P=

d . w, w,
o P TRe) ®)

CF"W{_WWC x ( Wp_ Wpc)}" CR\N(WD_WDC)

(4)

Where °R,, is the rotation matrix from the camera frame

to the world frame and " p. is the location of the origin

of the camera frame written in the world frame. As the
object is assumed to be fixed into the world frame,

“H=0. The relation between “p and V is

p="RyE"We x ("p - "Pc) I Ry P
=~ W, x °p - P, (6)
—W, Z+ W, Y- v,
=| -w, X+ w, Z-v,
—W, Y + Wy X—V,
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Therefore, substituting Eq. (6) into Eq. (3), we have the

following equation.

|p:|JcCp

=JV

In Eq. (7) matrix J which expresses the relation
between velocity ' p of the feature point in the image
and moving velocity V of the camera is called the

image jacobian.

From the model of the stereo vision Eq. (1), the

following equation can be obtained.

2%('x = "x)=d('x+ "x)
Cy( |X_ I‘X) — Iyd _ I‘yd

°z('x - "x) = fd

Above discussion is based on the case of one feature
point. In practical situation, however, the visual servoing
is realized by using plural feature points. When we use
n feature points, image Jacobian J;,---,J,, are given
from the coordinates of feature points in the image. By
combining them, we express the image Jacobian (J;,,)

as

Jim =Ly 3T

Then, it is possible to express the relation of the moving
velocity of the camera and the velocity of the feature

points even in the case of plural feature points, that is,

I p= JimV

where we suppose that the stereo and temporal

correspondence of the feature points are found.

In the case of the monocular, the image Jacobian J has

the following form.

(10)

(11)

(12)

IMAGE PLANE

IMAGE PLANE
(RIGHT)

P(RY)

Z
Iw éx
J

Fig. 1 The coordinates system of vision model
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1 CX cxcy CXZ cy
% 0w T T &
J=f (13)
1 cy cyZ cch CX
0 - Oy Cy2 1+ cs, - o2 _TZ
2

The x, y and 2z axes of the coordinate frames are

shown in Fig. 1.
We now introduce the positional vector of the feature
point in the image of monocular vision using the symbol

MP=("x, My) . This is the projection of the point
expressed as °P=(°x °y °2)" in the camera frame into
the image frame of the monocular vision, and has the

following relation.

My = f ° °z* (14-a)

My=f ¢y z! (14-b)

Substituting Eq.s (14-a) and (14-b) into Eq. (13) yields
another expression of the image Jacobian for the
monocular vision.

_i 0 B mey _mX2+f2 m
Jof| ‘2 °x f f2 (15)
- m m 2 m
0 L Dy Iyt Yy
°x f f

A disparity which corresponds to the depth of the
feature point, is included in J in the case of the stereo
vision, but s-term expressed in the camera frame °z is
included in J in the case of the monocular vision.

In the visual servoing, the manipulator is controlled so
that the feature points in the image reach their respective
desired locations.

We define an error function between the current

location of the feature points in image 'p and the
desired location ' py as

E=Q('p-"py) (16)

where Q is a matrix which stabilizes the system. Then

the feedback law is defined as following equation
V=-GE 17

where G corresponds to a feedback gain.

To realize the visual servoing, we must choose Q so

that convergence is satisfied with the error system can be
satisfied with

. 0E _0'p .-
E:—: —_— P
ot Q ot Q
=QJ,,V=-GQJ, E

(18)
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Fig. 2 Block diagram of visual feedback system.

We use pseudo-inverse matrix of the image Jacobian
Jim for Q to make QJ;,, positive and not to make an

input extremely large, that is,

Q=Jn=mdm) Im (19
Therefore, the feedback command is given as
V=-GJ,('p-'ps) (20

Fig. 2 shows a block diagram of the control scheme
described by Eq. (20). Note that the feedback command
u is sent to the robot controller and both the
transformation of u to the desired velocity of each joint
angle g4 and its velocity servo are accomplished in the
robot controller as show in Fig. 2.

Furthermore, as J;,, is a 4nx6 matrix and pseudo-

inverse matrix J;, is a 6x4n matrix, a feedback
command Eq. (20) of 6 degrees of freedom is obtained.

3 Experiments

We have compared the visual servoing using the
monocular vision with that using the stereo vision by the
experiment. Fig. 3 represents the experimental
equipment set-up. In Fig. 3 two DSP vision boards were
used, which had been made Samsung Electronics
Company in Korea based-on the TMS320C31 chips.

In the experiment, feature points of an object are the
four corners of a square whose side dimension is
300mm. In the same condition, we used four feature
points even in the stereo vision. Parameters used the
focal length, f =16mm , baseline d=130mm |,

sampling time of 50msec, gain A =1, desired location
°P, = (100 100 500)" mm, desired orientation in Euler
angle (4,6,w) =(0,0,0)rad , initial error
(-50,-50,-50)"  mm in the translation

(4,0,w) =(20,20,20)rad in the orientation.

We select the four corners of a rectangle whose size is
200x200mm as the feature points and set the

translational error as (—150 —150 —450)mm and the
other values are the same as before.

and
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The error between the desired location and the current
location of the feature points in cases of the monocular
and stereo visions are shown in Fig. 4.

Next, we will show the results for the change of the way
to choose the feature points and set the initial error
image.

In Fig. 4, we can see that the result diverges in the
case of the monocular vision, but converges in the case
of the stereo vision. This is because the image Jacobian
is fixed at the desired location in case of the monocular
vision. Therefore, a correct feedback command can not
be generated when the initial error is large. On the other
hand, the image Jacobian can be updated at every in the
case of the stereo vision, thus it is possible to generate a
correct feedback command which assures the stability
visual servoing.

In experiments, we used a SCARA type dual-arm
robot made in Korea with a stereo camera attached to
the end tip of the arm. The feature points are three
circular planes of 20mm radius on three corners of a

equilateral triangle, one side 87 mm and are placed on

the board. Precise calibration had not been done for the
stereo camera attached to the end-tips.

==

10 1z

Time(sec)

(a) Monocular

Time(sec)

(b) Stereo
Fig. 4 Positional error in x and y axes in the case of

the stereo and monocular vision.
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Fig. 5 Position error in x and y axes.
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Two stereo images were taken and transformed to the
binary images in the real time and in parallel by two
image input devices and the coordinate of the
gravitational center of each feature point was calculated
in parallel by two transporters. We gave the stereo
correspondence of the feature point in the first sampling.
However, the stereo and temporal correspondence of the
feature points in the succeeding sampling were found
automatically by searching a nearby area where there were
the feature points in the previous sampling frame. The
coordinates of the feature points were sent to a transporter
for motion control and it calculated a feedback command for
the robot. The result was sent to the robot controller by using
RS-232C, and the robot was controlled by a velocity servo
system in the controller.

The sampling period of visual servoing was about
50msec . Details were 16msec for taking a stereo

images, about 1msec for calculating the coordinates of
the feature points, 3msec for calculating feedback
command, about 16 msec for communicating with the

robot controller. If we send a feedback input to the robot
controller without using RS-232C, the faster visual
servoing can be realized.

The desired location was (0,0,500)" mm and the
desired orientation in Euler angle, (4,0,y)=(0,0,0)

degree and the initial error was (50,50,50)" mm for

translation. The other parameters were the same as in the
simulation. The error of current and desired location of
the feature points are shown in Fig. 5. From these
experimental results, we can see that the manipulator
converges toward a desired location even if the
calibration is not precise.
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4 Conclusion

We proposed a new technique of visual servoing with
the stereo vision to control the position and orientation
of an assembling robot with respect to an object. The
method overcomes the several problems associated with
the visual servoing with the monocular vision. By using
the stereo vision, the image Jacobian can be calculated at
any position. So neither shape information nor desired
distance of the target object is required. Also the stability
of visual servoing is assured even when the initial error
is very large. We have shown the effectiveness of this
method by simulation and experiments.

To use this visual servoing in practical tasks, there still
exist many problems such as the number of feature
points to reduce noise or the quantization error and the
way to choose feature points. Nevertheless, this method
overcomes the several problems in visual servoing with
the monocular vision.
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Abstract

A fault tolerant scheme of a bi-directional magnetic
bearing is presented. The bearing continues to function
normally even though one coil among four radial coils
and one coil of two axial coils fail. The dynamic
properties and load capacity remain unchanged for the
suggested fault tolerant control scheme. A one-
dimensional circuit that represents the bi-directional
bearing is utilized to obtain the optimal bearing
parameters such as the radial pole face area, number of
coil turns, and permanent magnet size. The results
identify advantages of the fault tolerant scheme and bi-
directional ~ bearing  improvements relative to
conventional magnetic  suspension.  Bidirectional
magnetic bearings find applications in robotic joints.

1 Introduction

Magnetic bearings find greater use in high speed, high
performance, applications such as gas turbines, energy
storage flywheels, and pumps since they have many
advantages over conventional fluid film or rolling
element bearings, such as lower friction losses,
lubrication free, temperature extremes, no wear, quiet,
high speed operations, actively adjustable stiffness and
damping, and dynamic force isolation. Unlike
heteropolar bearings, homopolar magnetic bearings have
a unique biasing scheme that directs the bias flux flow
into the active pole plane where it energizes the working
air gaps, and then returns through the dead pole plane
and the shaft sleeve. Some of the results on modeling,
design, and control of homopolar magnetic bearings are
shown in literature. Meeks [1] utilized a permanent
magnet biased homopolar magnetic bearing to provide
smaller, lighter, and power-efficient operation. Fault-
tolerance of the magnetic bearing system is of great
concern  for highly critical applications of
turbomachinery since a failure of any one control
components may lead to the complete system failure.
Much research has been devoted to fault-tolerant
heteropolar magnetic bearings. Maslen and Meeker [2]
introduced a fault-tolerant 8-pole magnetic bearing
actuator with independently controlled currents and
experimentally verified it in [3]. Flux coupling in
heteropolar magnetic bearings allows the remaining coils
to produce force resultants identical to the unfailed
bearing, if the remaining coil currents are properly
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redistributed. Na and Palazzolo [4, 5] also investigated
the optimized realization of fault-tolerant magnetic
bearing actuators, so that fault-tolerant control can be
realized for an 8-pole bearing for up to 5 coils failed.
This paper introduces a fault-tolerant 4-active-pole
permanent magnet biased, bi-directional magnetic
bearing such that the bearing can preserve the same
decoupled magnetic forces identical to the unfailed
bearing even after any one coil out of 4 coils fails.

2 Magnetic Circuit Analysis

Figure 1 shows a schematic drawing of a permanent
magnet biased combo bearing. Four independent coils
are wound on each radial pole to supply control fluxes.
A pair of coils supplies axial control fluxes.

5
=
—

i
I

=]

Fig. 1 Schematic of a Bidirectional Magnetic Bearing

W=
iy

¢ HL—/ * Mz
w4
¢»

R iﬁ R l@ R l“% Fa%i@ R‘fl
The permanent magnets are represented as the source

H.L,,and the total permanent magnet reluctance R, .

1

ni,

ni, ni; ni, —/—

Fig. 2 Circuit for a Bidirectional Bearing
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The coercive force and the length of the permanent
magnet are H_ and L, respectively. The reluctance in B =cA'® (7

air gap j of the active pole plane is;
g, where

R = . @ A=diag([a,.a,.a,,a,])

I

where -
The parameter ¢ represents flux fringing factor, and

can be empirically estimated. Magnetic forces developed
in the radial pole plane are described as;

g, =g, — Xcosd, — ysing, 2

The parameters u, , & , and g, represent the

permeability of air, the pole face area of the active pole, . oD
and nominal air gap, respectively, and x and y are the F,=-B %B ®)
journal displacements. The axial air gap reluctances are
described as; where the air gap energy matrix is;
9,
= (3) .
Ay D - diag(g,a, (21,) ©
where
0,=9,-2, 0,=0,+Z2 4) and where ¢ is either x or y. Applying Ampere’s
and where a,, and g, are the axial pole face area law and Gauss’s law to the axial magnetic circuit leads

and the nominal axial gap, respectively, and z is the 0@ matrix equation.

rotor displacement along the axial direction. Applying

Ampere’s law and Gauss’s law to the radial magnetic R, -R, p) 0
circuit leads to a matrix equation. LR { “} =| ~RH.L, Hy
] ] 2] |R(R,+R) R, )
R -R, 0 0 n 0 R R
0 R R0 |, 0 foR {'1}
0 0 R -R, ¢2 =l o R, i
1 1 1 1+ R, ¢3 Helm where
R ! L RR
[ 0 0 ] __RR R, R, - 1
_ " R +R ’ ’
O 0 i P _ 4+ —
z1
+ 0 _ 0_ L } ©) "
- R,f R | n, N, i, i,
_RR(RZI+RZZ) RR(R21+RZZ)_ H = R1 Rz Rs R4
n -n 0 07 =1,1,1.1
1
0 n -n 0|, R R R R
+lo 0 n -n|.
n s Equation (10) can be rewritten in vector form as;
L R 4 ~ ~
R®,=H+H_I +NI, (11)
where where
n
R - R 0 0 0 O R
R, = DR i R.R. RR:Rp+ R.R 1+—>2) ny:|:h1 hoh ohl h: 1 1 1 1
R+R R,+R, R,+R, R 2 To T RA(—+—+—+E)
and ¢, i,,1i,, n,and n are fluxes, currents through j- R R R *
th pole, axial currents, the number of radial coil turns, The flux density vector is then:
and the number of axial coil turns, respectively. Equation y '
(5) is rewritten in vector form as; .
B, =¢.A @, (12)
RO=H +H,l, + NI (6) where _
The flux densities in the gaps are reduced by flux A, = diag([a,,a,])

leakage, fringing, and saturation of magnetic material.
The flux density vector is then;
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The parameter ¢, represents the flux fringing factor in

the axial air gaps. Magnetic forces developed in the axial
pole plane are described as;

F--8 28, 13)
0z
where the air gap energy matrix is;
D, = diag([g..a,, /(24,), 9.2, (24,)]) (14)

3 Fault Tolerant Control

The currents distributed to the radial poles are

generally expressed as a distribution matrix T and
control voltage vector V. The current vector is;

| =Tv (15)

where

and v, and v, are x and y control voltages,

respectively. For example, the current distribution
scheme for unfailed radial poles is;

10

~ |0 1

T= 16
10 (16)
0 -1

The currents distributed to the axial plane are
expressed as;

| =T v

z z "z

(7)

tzl

T =
where |, [t

example, the current distribution scheme for unfailed
axial poles is;

} , and v, is zcontrol voltage. For
z2

(18)

The remaining three currents, if one coil fails, are
redistributed such that the same opposing poles, C-core
like, control fluxes still can be realized. The calculated
distribution matrix for the 4™ coil failed operation is;
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11
0 2
T, = 19
= (19)
0 0

The nonlinear magnetic forces of F , F , and F,can
be linearized about equilibrium positions and the control

voltages by using Taylor series expansion. The
linearized magnetic forces are;
Fx kpxx pxy kpxz X lg/xx kvxy kvxz Vx
Fy:_kpyxkpw pyzy+K/ny/ny/szy
F, Ko Ko Kl Z Koo Ky Ke [V,
(20)
or
F=-K,Z+KV (21)

The flux coupling between the axial and radial planes
can be determined by the cross coupled stiffness
properties of Eq. (20). The linearized magnetic forces
calculated at the equilibrium points (x, = 2 mils, y,=-1

mils, z,= 3 mils,v,,= 0.5 volts, v,= 0.3 volts, v,,= 1

x0
volts) after the 4-th radial coil and an axial coil failed
operation are;

—039484.13 -16547.43  —-10407.28

K,=| 3011.03  -968484.90 9227.66 :
-13725.16  10856.53 —2699194.87
8255 264 164

K,=| 028 8109 -1.32

v

0.32 12.08 179.82

The fault-tolerant control scheme can be easily
implemented in a physical controller (DSP). The
controller consists of two independent parts, which are a
feedback voltage control law and an adaptive current
distribution mechanism. Though any control algorithm
for magnetic bearing systems appearing in the literature
can be utilized with the fault tolerant scheme, for sake of
illustration, a simple PD feedback control law is used to
stabilize the system.

\Y/

cp = Kp¢) + Kd(l) (22)

pe(Xy)

While the feedback control law remains unaltered
during the failure the appropriate current distribution
matrix T can be continuously updated using an adaptive
current distribution mechanism. Failure status vectors
and the corresponding distribution matrices for the 5
possible states including an unfailed vector can be



tabulated in a reference table and stored in the DSP
controller as a part of searching algorithm. The
distribution matrix corresponding to the failure vector is
implemented in the controller. By prior experience this
series of actions for failure detection, searching for T,
and replacement by the new T can be implemented in
one loop time of a fast ( > 15K sec' ) DSP controller.
Any one coil out of 4 coils is free to fail while bearing
properties such as the load capacity and stiffness remain

invariant, if T is replaced by T, T,, T,, and T, shortly
after failure.

4 Conclusion

A fault tolerant current distribution scheme is
developed for a bi-directional, permanent magnet biased,
homopolar magnetic bearing. The bearing preserves the
same magnetic forces before and after failure even
though one coil among four radial coils and one coil of
two axial coils fail. A one-dimensional circuit that
represents the bi-directional bearing is analyzed to obtain
the optimal bearing parameters such as the radial pole
face area, number of coil turns, and permanent magnet
size. The results show advantages of the fault tolerant
scheme and bi-directional bearing improvements relative
to conventional magnetic suspension. Fault tolerance of
the magnetic bearing actuator can be achieved at the
expense of additional hardware requirements and
reduction of overall bearing load capacity.

These bidirectional magnetic bearings with fault
tolerant capability can be used as robot joints. Since
magnetic bearing supported robot arms can avoid oil
lubrication and dust generation, they can be used for
robots in clean environment, in vacuum chambers, or in
space. They also have some more advantages over
conventional robot joints such as frictionless
manipulation, force control, force sensing, active
vibration control.
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Abstract

Parallel manipulators have been used to a variety of
applications, including the motion simulators and
mechanism for precise machining. A Stewart-Gough
type parallel manipulator is composed of six linear joints,
which have wider contact areas than revolute ones, so
linear joints are more affected by frictional force. First,
the reference trajectories are computed from the model
of the parallel manipulator assuming that it is subject to
only the gravitational force and no friction exists. In the
actual operation where friction exists, the control inputs,
which correspond to the friction forces, are obtained by
forcing the actual joint variables to follow these
trajectories by proper control. It is shown that control
performance can be improved when the friction
compensation based on this information is added to the
controller for position control of the moving plate of a
parallel manipulator.

1. Introduction

Recently, there are carried out so many parallel
manipulator applications for machining machine, motion
simulator [1,2] and so on. In particular, a conventional
Stewart-Gough type parallel manipulator has a good
rigidity ration over the weight since it uses mainly linear
actuators where bending effect does not apply. In
addition, the errors from each actuator are not
accumulated and distributed since the actuators are
arranged in parallel with closed loop form. Thanks to the
characteristics, there is introduced the parallel
manipulator to applications of handling tool and carriage
in the machining machine which requires high rigidity.

Generally, on the contrary to the merits above, there is a
deficit of small workspace since the actuators have
limited stroke and are arranged in parallel with closed
loop form and they can interfere with themselves. In
addition, in case of the conventional Stewart-Gough
platform, there is significant friction force on each
actuator. A linear type actuator has wider contacting
surface than a revolute one and has more friction
problem. Meanwhile, ball-screw device for converting
rotation to translation motion may have an intentional
pre-stress because pre-stress can eliminate backlash and
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any other mechanical alignment error. The pre-stress can
cause more friction problem. In particular, the
conventional Stewart-Gough platform has 6 identical
actuators, and the actuators are required to be as more
identical as possible. However, it is impossible that they
are all identical perfectly. Friction force on each actuator
is expected to be detected and is compensated for better
control performance.

As a method for detecting friction force, when a
constant force is applied to the destination, the resultant
acceleration can tell us how much friction force is. That
is hard to be performed due to a calibration problem
because it is hard to apply an exactly scaled force to the
destination. The gravitational force can be a candidate
for that because the gravitational force can be easily
assumed as constant force. Actually, the gravitational
force is most likely a constant and even free cost.

If the gravitational force is applied to an ideal parallel
manipulator without any friction effect, the end-effector
of the parallel manipulator falls down freely according
to the Newton’s law. Actually, the end-effector falls
down slowly than expected or even stops with the
friction force on each actuator. When the actuators are
controlled in order to make the end-effector follow the
ideal free fall trajectory, the control input for the
actuators can be assumed as the efforts for compensating
the friction force. For better tracking performance, the
control efforts corresponding to actuator’s position can
be stored and recalled for controlling the end-effector to
follow an arbitrary trajectory.

In this study, Chapter 2 describes characteristics of a
conventional Stewart-Gough platform, Chapter 3 describes a
method for detecting friction force, Chapter 4 shows the
validity of the method with experimental results, Chapter 5
makes conclusions finally.

2. Stewart-Gough parallel manipulator

Stewart-Gough has two plates, moving plate
(end-effector) and fixed plate that are connected with 6
linear actuators in parallel. The end-effector has 6 dof
(degree of freedoms) with 3 dof of position and 3 dot of
orientation [4]. A parallel manipulator like the
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Stewart-Gough platform, has opposite characteristics to the a
serial one that inverse kinematics for the parallel is easier
than that for a serial one, forward kinematics of the parallel
one is more difficult than that of a serial one and does not
even have analytical solutions. In addition, it is possible to
perform accurate control since the actuation structure is
closed form and the error on each actuator is distributed and
it is also to obtain high rigidity over lightweight since the
actuators run stress and tensional direction without bending.
Meanwhile the end-effector workspace is limited since the
actuator’s stroke is limited and has closed form structure.

Meanwhile as a parallel manipulator uses a linear type
actuator and the contacting surface of the linear type actuator
becomes wider than a revolute type actuator, friction force
effect of the parallel manipulator is significantly increasing.
In addition, ball-screw device for converting rotation to
translation motion may have an intentional pre-stress
because pre-stress can eliminate backlash and any other
mechanical error. The pre-stress can cause more friction
problem. As a result, the parallel manipulator falls down
slowly or even is fixed due to the friction force without
any actuation force.

Figure 1 shows a conventional Stewart-Gough platform
built in the study. As an experimental setup, the
Stewart-Gough platform uses a ball-screw device at which a
high pre-stress (75kgf) is applied. Due to the friction force,
the end-effector of the parallel manipulator is fixed. It is well
known that friction force is a negative factor for control
performance. If the friction force can be detected exactly and
compensated, the control performance will be improved.

Moving plate

Linear actuator
(rotary motor
with ball-screw)

Fixed base
Fig. 1 Stewart-Gough type parallel manipulator.

3. Friction force detection using gravitational

force

As a method for detecting friction force on a manipulator,
when and external force magnitude applied to a manipulator
is increasing, a force corresponding to the moment at where
the manipulator begins to move can be assumed a friction
force on the manipulator. This method is very simple,
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however, it is most likely impossible to generate force
exactly and it is required additional equipment for generating
force. In this study, the gravitational force that always exists
everywhere manipulator and even free cost will be used for
detecting friction force.

Dynamic equations for a multi-degree manipulator are
described as a non-linear form equation as following

J(@)3d+N(a.9)+G(a) =~ )

where qeR"denotes joint variables on the manipulator (n
stands for the numbers of the joints), J(q) denotes moment
of inertia, N(g,g) denotes non-linear term corresponding to
centripetal and Coliolis force, G(q) denotes gravitational
force term, and T denotes external torques. The gravitational
force term G(q) in (1) is dependent on the configurations,
and is independent of initial velocity or acceleration. If there
is no external force, T =0, (1) becomes

J(@d +N(a,9) =-G(a) #0 ()

Only the gravitational force in (2) is applied to the
manipulator. In case of a serial manipulator with a revolute
type actuator that has less friction force than parallel one, the
end-effector of the serial one falls down slowly along the
gravitational direction since the friction force cancels some
part of the gravitational force. If there is no friction force on
each actuator, the end-effector falls down freely. By solving
(2), the joint variable, gg corresponding to the free fall
trajectory can be obtained.

Here is considering a case with friction force. If the
friction force is bigger than the external one, the friction
force is the same as the applied external force and the
external force is canceled exactly. As described above,
friction force on the parallel manipulator is relatively large
and the external force (gravitational force in this case) fades
away due to the friction force. As a result, (2) becomes

J(@)4d +N(9,4) =-G(a) + Fricion (47 B 130 (3)

where  Fyicion (7 B 1) denotes friction force acting

opposite direction of the manipulator.

As if there is controlled the manipulator following the
free fall trajectory, the control efforts to each actuator are the
same as friction force on each actuator. The control input u
is carefully adjusted in order for the joint variable q to follow
the pre-computed trajectory gg.

J(qg)QQ + N(qg’qg)qg

e @)
=-G (Qg) + Ffriction (Qg / h g I)’ u
By letting the left side of (2) be the left one of (4), the
following is satisfied
Ffriction (Qg / hg I )’ u=0 (5)

As (5) shows that the control input, u, cancels the friction
force, Fiicion @/ B 1), the control input will be

corresponding to the friction force. A friction force Fiicion(Q)
corresponding to joint variable q can be obtained. Base on



that friction force, the friction force can be added into control
effort as following and better control performance is
expected.

Uenhanced = Y nominal + Ffriction (q) (6)

4. Experiments

A Stewart-Gough platform is constructed for the study.
It consists of 6 linear actuators with 400W class BLDC
(BrushLess DC) motor and ball-screw device. Detail
specifications are on the following Table 1, and the
experimental setup is shown in Fig. 2. A computation
burden for the controlling the parallel manipulator is
very significant. The controller consists of 2 parts, high
level and low level controller. The high level controller,
PC takes role of kinematics computation while the low
level controller, TMS320C31 DSP takes role of
controlling each actuator.

Table 1 Workspace of the developed parallel manipulator.
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Items Ranges
Pay Load 200kg
X-translation +0.2m
Y-translation +0.2m
Z-translation +0.1m
Roll +25°
Pitch +25°
Yaw +30°
Low level
controller
DSP “pC
I~
] <7~ - 3 tq—p =
= el controller

manipulator X6 Motor drivers

Fig. 2 Schematic of experimental setup.

4.1 Friction force detection

Before performing the experiments, inverse dynamics of
the parallel manipulator is computed under external force
condition of gravitational force. As the external force is
applied vertically to the parallel manipulator and the
configuration of the manipulator is symmetric, every
trajectory of each actuator is the same. For that reason, only
one trajectory of the actuator and vertical trajectory of the
end-effector are shown in Fig. 3.

Each actuator connected to the real parallel manipulator is
controlled to follow the pre-computed free fall trajectory and
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the control efforts are shown in Fig. 4. They are
corresponding to forces overcoming the friction forces.
There are shown friction forces of 250 N average. They
show that the biggest friction is on 3 actuator and the
smallest one is on 4" actuator.

1.0 ———r : : : :
-l Linear actuator
L \\\\‘/ ]
0.9 F ~
3
508
3 Moving plate
507
£0.6
0.5 - - - - -
0.05 0.1 0.15 0.2 0.25
Time (sec)

Fig. 3 Trajectories of linear actuator and moving plate
under gravitational force alone.

500
Actuator 1 Actuator 2 Actuator 3
2250 Y
5]
E 500
s Actuator 4 _Actuator5 Actuator 6
B
T 250 AN AWAA
Onim man/min max/min max

Actuator length (min : 0.7m, max : 1.0m)

Fig. 4 Control efforts of six linear actuators which follow
the ideal trajectories.

As a result of detecting the friction force of the parallel
manipulator, the resultant shows that the friction force on
each actuator is different with each other though the
configuration of the parallel manipulator is symmetric. The
reason is that all the parts for the parallel manipulator is not
ideally uniform and fabricated. If the same gain is applied to
the each controller without considering each actuator’s
property, it is hard to expect to obtain uniform control
performance.

4.2 Friction compensation

In order to check the validity of the detected friction force,
the friction force profiles are applied to the controller. There
is introduced a simple PID controller for showing potential
of the friction force compensation.

U=Kp (Grer =)+ K, [(@rer ~)t+Kp (@ ~0) (D)

where Ky, K, ,Kp,q,¢ denotes proportional gains, integral
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gains for compensating the gravity, derivative gains, and
reference trajectory respectively. The detected friction force
is added into the control effort finally shown in (6).

Figure 5 shows 2 cases; one is that only feedback
controller takes role of compensating property of each
actuator (assuming that mechanical property and friction
force on each actuator is the same), the other is that
pre-computed friction force is added into the control input.
In order for all 6 actuators to move simultaneously, a circular
trajectory is introduced for reference trajectory. Figure 5
shows that the tracking performance for friction
compensation with feedforwarding pre-computed friction
force to the control input along the joint variable q, is better
than that for no friction compensation. In case of no friction
compensation, the reason for the irregular tracking pattern is
that each error on the actuator is represented in end-effector
non-linearly due to the non-linear kinematics of the

manipulator.
6 Reference
(circle) A

4 s N Ny
- Trajectory“‘\
=) endpoint
) error
P
o
- 0 - +
2 without ~ /
© friction
-2 compeqsated /
Sz Ny

o N O ~ 1

—with friction
compensation

6 4 2 0 2 4 6
X - trajectory (cm)

Fig. 5 Tracking performance of the moving plate
following reference circular trajectory during the
PID control without and with friction
compensation.

Figure 6 shows control inputs of both cases. Though the
outlines of both cases are similar to each other, in case of
friction compensation, the control input difference between
max. and min. is decreasing little bit. The reason is expected
that the integral part increases the control input to overcome
the friction force.

x10°

1.0
2 0.0
5]
8-l actuator 1 actuator 2 actuator 3
= 1.
IS
S

0.0

-1.0 actuator

0 . 1 1
Time (sec)
(@)
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x103

=
o

o
o

=
o o

actuator 1 actuator 2 actuator 3

Control force (N)

e

actuator 5 actuator 6

Time (sec) 1
(b)
Fig. 6 Control inputs for (a) the controller without
friction compensation, and (b) the controller with
friction compensation.

5. Conclusions

There is introduced a friction force detection scheme for a
parallel manipulator in this study. This scheme uses the
gravitational force for free cost and makes the compensation
algorithm be only a part of control algorithm without any
additional equipment. Because the scheme is included in the
controller as a part of algorithm, the friction detection
scheme can be carried out at every initial action or at any
time for the request. The possibility to carry out the friction
detection at every initializing becomes a very significant
merit when the friction force is always subject to change
according to environmental temperature, humidity, and
operating conditions.

By performing experiment of friction compensation with
the detected friction force, the validity of the friction
detection method is presented. Since the friction
compensation method can be implemented into main
controller with feedforward form, it does not require
additional complicated computation burden.
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Abstract

This paper presents how it is effective to use many
features for improving the speed and the accuracy of the
visual servo systems. Some rank conditions which relate
the image Jacobian and the control performance are
derived. It is also proven that the accuracy is improved
by increasing the number of features. Effectiveness of
the redundant features is evaluated by the smallest
singular value of the image Jacobian which is closely
related to the accuracy with respect to the world
coordinate system. Usefulness of the redundant features
is verified by the real time experiments on a Dual-Arm

Robot manipulator made in Samsung Electronic Co. Ltd..

1 Introduction

Recently, robots can perform assembly and material
handling jobs with speed and precision yet, compared to
human workers robots, are hampered by their lack of
sensory perception. To address this deficiency
considerable research into force, tactile and visual

perception has been conducted over the past two decades.

Visual servoing is the fusion of result from many
elemental areas including high-speed image processing,
kinematics, dynamics, control theory, and real-time
computing. It has much in common with research into
active vision and structure from motion, but is quite
different from the often described use of vision in
hierarchical task-level robot control systems. Many of
the control and vision problems are similar to those
encountered by active vision researchers who are
building robotic heads. However the task in visual
servoing is to control a robot to cope with its
environment using vision as opposed to just observing
the environment.

Most visual servoing problems can be considered as
nonlinear control problems with the gray level of each
two dimensional pixel array being an observation. The
difficulty of the problem is the size and the nonlinearity.
The size of the observation is larger than ten thousand
and they have nonlinear interaction with each other. A
few researches based on the stochastic models of the
two-dimension observation are found, but most visual
servoing schemes uses the features of the image as the
observation. To manipulate objects with complex shapes,
it is important to deal with complex features such as
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spheres and cylinders. However, the time extracting
complex features will become too long based on limited
hardware. Accordingly, visual servoing scheme which
utilizes many features effectively is required.
Furthermore exploiting the information carefully from
the features will give robust and accurate control
performance [4], [5], [6].

Sanderson et al. proposed a feature-based approach
and defined the Jacobian of ideal inverse interpretation
which was considered as the infinitesimal change of the
relative position and orientation between the camera and
the object in the environment.

Newman et al. proposed an adaptive control law based
on a single input single output model and a feature
selection criterion were proposed [10], [11], [12]. The
criterion addressed the choice of which feature should be
used to control each actuator, where the number of
selected features is equal to the number of the actuator.
Feddema et al. [3], [4], [5], [6] also studied the selection
method of the features to make the Jacobian good
condition. Real time experiment of gasket tracking
showed that the proper selection of features is necessary
to minimize the effect of image noise.

Papanikolopoulos et al. [5], [6], [7] experimentally
examined many control algorithms including
Proportional-Plus- Integral, pole assignment and linear
quadratic gaussian. Some adaptive control schemes were
also examined in [8]. These approaches do not consider
to use the redundant features which are defined as the
features whose number is more than the degrees of
freedom of the robot manipulator.

Chaumette el al. [8] and Espiau el al. [9] derived the
interaction matrix, and introduced the concept of task
function. Chaumette [2] extended the task function
approach to the complex features. Jang and Bien [10]
mathematically defined the “feature”, and derived the
feature Jacobian matrix. The authors [12] derived the
image Jacobian, and used its generalized inverse and PD
control to generate the hand trajectory. These schemes
are based on the generalized inverse of the Jacobian.
Redundant features can be wused. However, the
parameters to improve the control performance are very
limited and the controllability of the redundant features
are not discussed.

The authors proposed a linearized dynamic model of
the visual servo system and linear quadratic control
scheme for redundant features [11], [13].



The controllability problem was discussed but the
performance improvement by utilizing the redundant
features was not presented.

This paper presents how the control performance of
the feature-based visual servoing system is improved by
utilizing redundant features. Effectiveness of the
redundant features is evaluated by the smallest singular
value of the image Jacobian which is closely related to
the accuracy in the world coordinate system. Usefulness
of the redundant features is verified by the real time
control experiments. To illustrate the accuracy of the
redundant visual servo system, real time experiments on
the Dual-Arm robot with eight joints are carried out.
Translation and rotation step response with three, four
and five features are examined in this experiment.

2 System Modeling and Formullation

The object image moves with the joint angle to the
object image, which is composed of the kinematic model
and the camera model as shown in Fig.1. Suppose that a
camera is mounted on the robot hand and the object does
not move. The kinematic model is a map from the joint
angle to a position of the camera. Since the camera is on
the robot hand, the camera position is uniquely defined
by the joint angle & based on the kinematic structure of
the robot. The camera model is a map from the position
of the camera to the camera to the image of the object.

The object image is generated by the perspective of
the relative position between the camera and the object.
The perspective projection is a map between two
different representations of the position of the object, i.e.,
the representations in the camera coordinate system
[XYZ] and in the image plane [xy]' .

The perspective projection with f being the focal
length of the lens is given by

[x y['=[x Y](f/2) (1)

Suppose that there are n feature points, namely
p.=[XYZ] (i=1..,n) , on an object and the
corresponding positions in the image plane are
& =[xy, ] (i=1..,n). Assume that the shape and the

size of the object are known and constant (i.e., the object
is a rigid body). Then & for i=1,...,n become

functions of the joint angle 6. Let us define a 2n
dimensional feature vector by &= [5] ~--§J]T. Then the
system model for n feature points is defined by the map
w:R™ > R™ from the joint angle & to the feature
vector ¢ as follows:

O]

where m is the number of the joints of the robot.
Since the task must be carried out in the nonsingular
region of the robot, the nonsingular region is called the
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operation region M, — R™. We restrict the robot motion
in the operation region. Thus the robot Jacobian J robot
is invertible in the working area. It is useful to introduce
the feature manifold M , which is defined by
M= eR":£=y(0),0eM,} 3)
The features on the feature manifold is called the
admissible features. If the features are admissible, then
the robot Jacobian is invertible by definition. In equation

(3), @ represents joint angle.
Differentiation of the system model yields

4 Kinematic Model —»«€——— CameraModel ——p>
Object
Robot -\ Position | Feature
| Kinematics | camerg '+U in Camera | Projection Ot
Position Coordinate Image
System
Object Position

Fig. 1 System Modeling

E=10 @
where the 2nx m matrix J is defined by
J 1
NIESI R L (5)
J (n)
The matrix J© is given by [14], [12]
2 2
LA T S A L
30 | 4 z f f (6)
im O _i L MZ + f2 ﬂ _x
z Z f f

and called the image Jacobian [12]. °J,,, is the robot
Jacobian expressed in the camera coordinate system.
Since the vector °J,,, 0 € R® is the linear and angular
velocities of the camera expressed in the camera
coordinate system, J” becomes the infinitesimal
change of the position of the camera. Moreover,
J(@i)= IV, becomes the infinitesimal change of the

features according to the infinitesimal change of the joint
angles.

The degenerated features are the features for which
the extended image Jacobian is not full rank. The
degenerate features should be avoided because the
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inverse map (the map from & to @) becomes singular.
Thus, when the number of joints is m,

rankJ(@)=m V&eM, (7
is required for all admissible features. To satisfy this
condition n>m/2 is an obvious necessary condition,
but it is not sufficient for some cases.

For example, consider a general six degree of freedom
(m=6) . In this case, n>3 is necessary. If n=3,
rank J(6 the camera lies on the cylinder(Fig. 2) which
includes the three points and the axis of which is
perpendicular to the plane containing these points. For
any attitude of the camera, Jis singular. Thus n=3is
not sufficient and n>4 is desirable. For the case of
n=4, we have the following theorem.

5
-
D

Fig. 2 Singular Cylinder

Featur
Points

Theorem 1: Suppose that there are four points on a
plane and the corresponding feature vector is admissible.
Then the extended image Jacobian is full rank if any
three feature points out of them are not collinear in the
image plane.

Proof : Let the plane on which the four points exist be
Z=pX+qY+r. Then Z, satisfies Z, = pX, +qY, +r
for i =1,---,4 . Substituting (1) into this yields

f_f-px—ay
e (®)
Z, r
And substituting this into (6) yields
“]i(ni1) = MiN ©)
where M, and N are defined by
M = f 0 x vy, 0 0 x*/f xyl/f
o f 0 0 x oy, xy lf yilf
-1 0 0 0 - 0 ]
0 -1 0 r 0 0
p 0 1 0 o0 0 (10)
N - 1149 0 0 0 0 r
Tr|o p 0 0 0 -—r
0 q 1 0 o0 0
0 0 -p 0 - 0
| O 0 q r 0 0 |
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Then we obtain J=MN‘J,, , where M=
[M1T M, M/ MH. It is straightforward to see that
l Xl yl 1 XZ y2 1 X3 y3
detM=1 x, y,[e|]1 X, y,|e[l X, VY,]|e
I A R A AN 11)
1 Xa y4
1 x vy
1 XZ yZ

Thus M is invertible because any three feature points
are not collinear. On the other hand, if p?>+qg* =0, the
first six rows of N is linearly independent. If p=q=0,

the first four and the last two rows are linearly
independent. Thus rank N =6 . finally, since all features

are admissible, °J,,, is invertible. Therefore, the
extended image Jacobian J is full rank.

3 Analysis of Visual Servoing

For evaluating the performance of the feature-based
visual servo system, it is useful to discuss the ratio of the
joint angle error to the feature vector. The following
theorem shows that increasing the number of the feature
point is an effective way to improve the performance.

Let the joint error be Ag=0-¢, and the feature error

be A& =¢& - £, . Define the worst joint/feature error ratio
ER, called sensitivity, as follows:

=5upM— 1

ER =
e A B, (3)

(12)

where £ (J) is the minimum singular value of J.

Then the sensitivity ER decreases strictly by increasing
the number of non-degenerated features on the object.
Let J, be the image Jacobian for n feature points and

J,., be the image Jacobian obtained by adding an extra
feature point to the already existing feature points.

Then we have
‘]n
Joa= Joo

where is the 2xm image Jacobian
corresponding to the newly added feature point. It is
straightforward to see that

(13)

J (n+1)

ﬁmin (‘Jn) S ﬁmin (‘J n+1) (14)
The equal sign holds only if each row of J™ is
linearly dependent to J,, i.e., only if J_, is not full

rank. Since we assumed that the features are not
degenerated, the equal sing should be dropped. Thus

n+l



adding extra feature points strictly increases the
minimum singular value.

This theorem says that we can reduce the joint angle
error by increasing the number of feature points.

Linearizing the model (2) with the feature vector
being the state vector yields an uncontrollable model
because & can not move arbitrarily in R*" [13]. A
simple way to avoid this problem isto map £ e M onto

the tangent space of M by using the following
transformation.

z=J;(£-¢&) (15)

where J4 =J(0y) is the image Jacobian at the
desired point[16]. Note that z and & are one-to-one in
the neighborhood of ¢, . The dynamics of the feature
error on the tangent space of the manifold M is given by

2=1343(0)0 (16)

Thus, for a simple continuous time control law
0 =-Kz with a positive definite constant matrix K
yields an asymptotic stability if JJJ(H) is positive
definite. It is shown that this condition is satisfied fairly
large region about 64 [13].

4 Experiments and Discussion

As shown in Fig.3, the objects are white boards with
three, four and five black marks. Three points are
arranged to make a regular triangle with edge length
120mm. Four points are on corners of a square with edge
length 120mm. All marks are on a plane except the one
of five points at the center of the square, which has
height 60mm. Dual-Arm robot holds the objects and a
camera(Fig.4). The world coordinate  system
o, —o, —, is at the base of the Dual-Arm robot. A

nominal camera position is almost in front of the plane
on which the marks exist. To avoid the singular
cylinder(Fig.2) the optical axis and the normal axis of
the object plane are not aligned. The distance is about
1000mm. The features are the x and y coordinates of

the center of the image of each mark. Computing their
minimum singular values at the reference position gives

ﬂmin = (JS) = 035 1
Buin =(3,)=0.65, n
B.. =(J,)=3.60

Thus accuracy of the position control of the camera in
the 3D work space will be improved by using 5 features.
We carried out many step tests to this observation.

The first experiment is a step motion in vertical axis.
The object is moved upward for 120mm (i.e., in o,
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direction). The camera is controlled to keep the features
at the initial positions. Thus the initial values and the
reference values are the same. The object motion is
considered as a disturbance for the plots of the features
in the image plane. On the other hand, the object motion
becomes the step change of the reference position for the
plots of the camera motion in the world coordinate
system. Since Dual-Arm robot has only 6 degrees of
freedom, the orientation of the object changed slightly.
Thus, the reference orientation is [2.8, 0, -1.8] degrees
expressed in the Euler angles, say p,7,¢.

height ;40 mm
8mm 8mm

:?mmm L :’ 1o @

60 mm

:’ 120mm

Fig. 3 Configuration of Feature Points

Table 1. Specification of Dual Arm Robot

Content Unit Spec. Remark
1% Arm | deg 180
Workspac | 2 Arm | deg 450
e ZAxis | mm 150
R Axis | deg +180
Maximum Reach mm | (350+260)
Payload Kg 25 High-speed
Max. Resultant Vel. | m/sec 54 1,2 Axis
Position Plane mm 0.05 1,2 Axis
Repeatabil | Z Axis | mm 0.02
W "MAxis | deg | 005
Weight Kg 200
Coincide;nt Control EA 8AXis
Axis No. (4+4)
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Fig. 5 has six curves which show the x and Yy

coordinates of the three feature points in the image plane.
The horizontal axis is the time. The curves disturbed
largely are the y coordinates and the others are the x

coordinates. They are almost stabilized in two seconds.
Fig.7 depicts the image coordinates of five points. All
responses in the image plane are similar to each other.
The plots in Fig.8 depicts the position errors of the
camera for three feature points (measured in the world
coordinate system). The error in «, direction is

diverging. However, as shown in Fig.9, the response of
the camera position with four feature points is stabilized.
It is sluggish, and it takes more than 20 seconds to
stabilize the disturbance. Fig.10 is the response with five
feature points. It is improved very much for both speed
and accuracy. The steady state errors are smaller than
5mm for all directions

5 Conclusion

In this paper, it has been presented how the control
performance of the feature-based visual servo system is
improved by utilizing redundant features. Effectiveness
of the redundant features is evaluated by the smallest
singular value of the image Jacobian which is closely
related to the accuracy in the world coordinate system. It
shows that the accuracy of the camera position control in
the world coordinate system was increased by utilizing
redundant features. Real time experiments on dual-arm-
robot were carried out to evaluate the improvement of
the accuracy and speed by utilizing the redundant
features. The results verifies that the minimum singular
value of the extended image Jacobian plays an important
role for performance improvement of the feature-based
visual servoing.
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Abstract

In recent robotics research, a parallel-kinematic mani-
pulator has been increasingly studied for possible use as a
machine tool due to the advantages of high stiffness and
accuracy over serial-kinematic manipulators. In general, a
spatial parallel manipulator has some limitations for
increasing the stiffness only with six actuators. In order to
further increase the stiffness of a machine tool, the method
to add more than one additional actuator may be considered,
although it may cause some more cost and restrict the
workspace to some extent. In this paper, a prototype Stewart
platform based machine tool with two redundant legs is
demonstrated. The passive force controller for the redundant
legs is suggested and the kinematic calibration of the
redundant legs is performed. Finally, cutting experiment
result is presented to show the effectiveness of the redundant
actuation method.

1 Introduction

It has been well recognized that the Gough-Stewart type
parallel manipulator, or referred to here shortly as the
Stewart platform, has some advantages over serial-type
manipulators in view of positioning accuracy and stiffness
[1]. Among all the possible applications, the Stewart
platform interests many researchers especially in using it as
a machine tool. In designing and evaluating a machine tool,
stiffness may be one of the most important factors to be
considered, since the stiffness directly affects accuracy in
machining applications. Although a parallel manipulator is
usually stiffer than a serial manipulator, it is made up of
several serial chains. For example, a Stewart platform
consists of 6 serial chains, which can be modeled as 6 linear
springs connecting base to moving platform. If there are
limitations to increase the stiffness of each serial chain, the
remaining way to further increase the Cartesian stiffness is
to add more serial chains, i.e., springs in parallel.

With this regards, the redundant actuation method to add
more than one additional serial chain is suggested. In
general, the stiffness of a Stewart platform along the X- and
Y-axes is smaller that that along the Z-axis. Therefore, in
this work, two redundant legs are placed on the XY plane, in
order to further increase the stiffness along the X- and Y-
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axes; One (7" leg) is mounted along the X-axis and the other
(8" leg) is along the Y-axis as shown in Figs. 1 and 2.

Since the six legs of a Stewart platform fully define the
position and orientation of the end-effector, the lengths of
the two redundant legs cannot be arbitrarily determined.
When there exist some kinematic errors in the redundant
legs, the legs need to have some compliance not to break the
system. To give some compliance to the redundant legs and
to make the redundant legs act like linear spring, a passive
force control method is developed. In order to reduce
undesired internal forces between the redundant legs and the
Stewart platform, the initial lengths of the springs should be
accurately determined. For that purpose, the kinematic
calibration method of using constrained optimization is
suggested. The experiment result of the calibration shows
that the suggested algorithm is more robust to measurement
noises that the previous ones [2-5].

This paper is organized as follows: First, a prototype
Stewart platform based machine tool with two redundant
legs is demonstrated. The passive force controller for the
redundant legs is suggested and the kinematic calibration of
the redundant legs is performed. Finally, cutting experiment
result is presented to verify the effectiveness of the
redundant actuation method.

2 System Configuration

The overall system of the Stewart platform based
machine tool system with two redundant legs is shown in
Fig. 1. The kinematic parameters of the manipulator are as
follows (refer to Fig. 2 and [6]):

r,=400, r, =150,

[ =801, Al =364,fori=12,...,6

where r, and r, denote the radii of the base and moving
platforms, respectively, I, .. and Al denote the minimum

length and stroke of a leg, and the unit of length is
millimeter. The locations of the spherical joints of the
machine tool with respect to each coordinate system can be
expressed by

b =r,[cosA,,sinA,, 0]
M, =r [cosA,sin4,0]", fori=1,2,...,6
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3 Passive Force Control

Since the six legs of the Stewart platform fully define
the position and orientation of the end-effector, the lengths
of the two redundant legs cannot be arbitrarily determined.
If all the kinematic parameter values were perfectly known,
the lengths of the redundant legs can be simply determined
by the inverse kinematics. However, since it is almost
impossible to know the exact kinematic parameter values,
the redundant legs must have some compliance, otherwise,
the manipulator may not move or very large internal forces
may be generated, which could break some parts.

For better stability, the following passive force controller
is suggested, which can provide two virtual linear springs to
the moving platform in cutting as shown in Fig. 3. Therefore,
the static and dynamic errors of the moving platform due to
cutting force may be reduced. In this work, the passive force
controller with the trajectory estimator is suggested by

Control Law: f =k (X— x) — k,X (1)

Trajectory Estimator: X = x, + ki f, 2)
f

where x, and x denote respectively desired and actual

Fig. 1 Prootype Stewart pform based mhine tool positions and x is the derivative of actual position with
with two redundant actuators. respect to time. f_ is the measured force from the load cell

mounted at the end of a redundant leg. X is the estimated
trajectory based on the information of the force sensor.
k, and k, are the proportional and derivative gains,

respectively, and k, corresponds to the stiffness of a

redundant leg. The block diagram of the suggested passive
controller is shown in Fig. 4. The reason for using the
trajectory estimator instead of the traditional stiffness
controller is that the back-drivable force of redundant
actuators is relatively large.

2

Machine
Tool

Fig. 2 Kinematic configuration of the manipulator. Cuting

where A=[60°—g¢, 60" +¢, 180 — ¢, 180" +¢,,—60° —g,,—60° + 4], Fig. 3 Planar representation of the passive force controllers.
7=[4,,120" - §,,120" +4,,~120" — ¢ ,—120" +4,,~4,] » 4, =10° and
4, =16 [
The minimum length and stroke of a redundant actuator are 1/ k |
given by FX -

| =291, Al. =364, fori =7,8. X K .

i,min ] i ] o 4 — @ - ®_’ _\‘ f Redundant 4
The locations of the spherical joints of the redundant actuators ,ff) | Actuator ¢
with respect to each coordinate system are given by

b, = [-725,0,985]", B, = [0,725,1045] t

M, =[-255,0, 62]", M, =[-255sin10",255c0s10", 62 Fig. 4 Block diagram of the suggested passive force controller.
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4 Kinematic Calibration

iB}

B
Fig. 5 Kinematic error model.

4.1 Kinematic Error Model

In Fig. 5, the outer vector loop represents the actual
model to be estimated through calibration, and the inner
vector loop indicates the nominal model based on the CAD
data. The actual leg length and position vectors of the
spherical joints can be written as

I, =li+8l,, M, =M, +S5M,, b, =bi +3b, (3)
where the kinematic parameters for a nominal model are
expressed with an upper bar. sl;, sM; and &b; are the

kinematic errors of a leg length and locations of spherical
joints at the moving and base plates, which will be estimated
by the kinematic calibration.

Using the vector loop in Fig. 5, an actual leg can be
expressed by

I, =1 +R&M, - 5b, @)
where 7 is defined as a virtual leg by [6-8]
I, =x+RM, -b ®)

where x and R denote the actual position vector and

rotation matrix of the end-effector. The quadratic form of Eq.

(4) can be written as the following:
7= (a1 = T o+ o

7T T _ T (6)
+2(I"RSM , — 1" 6b, — M TR&b,)

4.2 Kinematic Calibration Method

When there exist some measurement errors not to be
negligible, the calibrated kinematic values may be updated
to an undesirable direction. Although the exact information
about the kinematic errors cannot be known without the
well-organized calibration method, the bounds of the
kinematic errors may be estimated. When the updated
kinematic parameters will go to an unexpected point due to
measurement noises, it may be required or useful to impose
the inequality constraints on the Kkinematic errors.
Furthermore, even in absence of noise in the measurement,
the previous calibration algorithms may lead to up to 20
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different values for the kinematic parameter [5]. With this
regards, the optimization with inequality constraints is
suggested for the kinematic calibration. The constrained
optimization problem for the kinematic calibration can be
stated as follows: [8]

Minimize : H = zm: FZ
= ()
Subjectto  :|ol,|<e,|oM [<e,.|5b]|<e,

where the subscript k =1,...,m denotes the number of
each measurement, the bounds of kinematic parameter
errors can be obtained from the information on tolerances of
parts and assembling errors, and the objective function is
given by

Fo= (L+81)2 =17~ [lom |~ |lob,|

7T 7T T (8)
_2(I"R.6M, ~176b, — SMTR.5b))

4.3 Experiment Results

In this section, the effectiveness of the constrained
optimization is verified through the calibration experiments
on two redundant actuators of the Stewart platform in Fig. 1.
Since the proposed passive force controller for redundant
legs is basically based on a position control, the accurate
kinematic information becomes one of the most important
factors in control. Since the lengths of six non-redundant
legs are given, the position and orientation of the end-
effector can be obtained from the forward kinematics, which
will be used for the measurement positions and orientations
in the calibration of redundant legs.

In order to show the effectiveness of the proposed
constrained optimization method, the results from the
unconstrained and constrained optimization methods have
been compared. The bounds of the kinematic errors are
assumed as

|81, < 0.05, ||, | <50, [[om, [ <1 [mm].

It is noted that the bounds of the constraints are based on the
information about tolerances of parts and assembling errors.
It can be seen that the kinematic errors from the constrained
optimization are obtained within the ranges of constraints.

In Fig. 6, the errors between the measured and the
calculated lengths before and after calibration are plotted at
the sixteen measured points. From these plots, it can be said
that the proposed calibration algorithm using constrained
optimization is more effective than the previous algorithm
using unconstrained optimization. The length errors from
the constrained optimization are within +1 mm.

Before Calibration

Method 2(with constraints)

Method 2(with constraints)

Method 1(without constraints)
s
s 7£ ?WCZ N i
o Before Calibration

2 B .

of Leg 7(mm]

Length Error of Leg 8[mm]

Length Error

78 9 10 5 16
Measured Points Measured Points

Fig. 6 Calibration results of the redundant legs.
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5 Cutting Experiment

In order to show the effectiveness of the redundant
actuation scheme, the dynamic errors in cutting have been
measured both for the non-redundant and redundant cases.
Some of the cutting conditions for the machining
experiment are as follows:

Tool: flat end-mill with 2 flutes and ¢10 [mm],

Feedrate: 30 [mm/min],

Spindle speed: 2000 [rpm],

Material: Al 2024,

Measurement device: resolution with 1[ um ].

The cutting direction is along the X-axis, and using the
linear encoder, the dynamic error in the cutting operation is
measured along the X- and Y-axes for both non-redundant
and redundant cases as shown in Fig. 7. In Fig. 8(a) and (c),
the dynamic errors along the X- and Y-axes are plotted when
no redundant legs are used. In Fig. 8(b) and (d), the dynamic
errors are plotted when redundant legs are used. From Fig. 8,
it can be seen that the dynamic error along the Y-axis, i.e.,
perpendicular to the cutting direction is larger than that
along the X-axis, i.e., the cutting direction. For the cutting
experiment with 2mm depth, the maximum dynamic error
along the Y-axis is reduced about from 120 pum (without

redundant actuation) to 60 um (with redundant actuation).

However, it is noticed that the static error in the redundant
case is much larger than that in the non-redundant case. The
major source of relatively large static error in the redundant
case is the inaccurate kinematic information.

Fig. 7 Dynamic error measurement along the X- and Y-axes.
0.16- -0.20.
014 -0.22
012 -0.24
010 -0.26
E o008 MWNV\/\/V/\M T 028 /V\/\/\/\/\/WW
E oo0s £ 030
X 004 ;‘ 032
< o < o
0.02 -0.38
-0.04 0.4
20 e s 7 T e s 20 18 -16
() without redundant actuation-Fig.7.19(c)  (b) with redundant actuation-Fig.7.20(c)
0.10 0.08.
0.08 006
0.06 004
0.04. 0.02.
T 002 ‘T 000
£ 000 E 002
5 002 > 004
s 004 = 006
> 006 > oo \/VWV\/\/\NW]\W
-0.08 -0.10
0.1 0.1
24 22 20 24 22 -20
X-axis[mm] X-axis[mm]
(c) without redundant actuation-Fig.7.19(d) (d) with redundant actuation-Fig.7.20(d)
Fig. 8 Maximum dynamic error (depth: 2mm).
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6 Conclusions

The prototype Stewart platform based machine tool with
two redundant legs is developed. For the redundant legs, the
passive force controller is suggested, which provides virtual
linear springs to the cutting tool so as to increase the
stiffness along the X- and Y-axes and to reduce the dynamic
error in cutting. The kinematic calibration method of using
constrained optimization is suggested, which is robust to
measuring noise. The calibration experiment on the two
redundant legs shows that the constrained optimization
method provides more reasonable solution than the
unconstrained one. Using the updated kinematic parameters
of the redundant legs and the suggested controller, the
cutting experiment is performed. It shows that the redundant
actuation scheme can increase the overall stiffness and
reduce the dynamic error. However, it may yield larger static
error if the kinematic calibration is not perfect. In the further
works, we will focus on reducing the static error.
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Abstract

In this paper, we summarize our previous research
concerning human-artifact relations conducted over
the past few years from an interdisciplinary perspec-
tive encompassing cognitive science, psychology, and
human-robot interfacing. Based on our findings, we
discuss the cognitive significance of a newly-emerging
sociable and affective artificial cohabitant.

Keywords: attachment, affective artifact, toy doll, co-
habitant, social interactions

1 Introduction

Why do people feel strong affection toward artifi-
cial things such as toy dolls, robots, some characters?
Japan is seeing a craze for talking toy dolls. We have
investigated this form of human-artifact relation over
the past few years from an interdisciplinary perspec-
tive encompassing cognitive science, psychology, and
human-robot interfacing. In this paper, we summarize
our findings obtained through analyses on the texts of
fan letters sent to the toy company by the users of
Primopuel (produced by BANDAI Co., Ltd), a talk-
ing toy doll. The purpose of this paper is to discuss
the cognitive significance of a newly-emerging sociable
and affective artificial cohabitant.

2 The craze for an artificial cohabitant

Primopuel (Figure 1), produced by BANDAL Co.,
Ltd., is very popular in Japan among middle-aged peo-
ple. Primopuel has touch sensors, a sound sensor, a
temperature sensor, and a calendar system, and a talk-
ing function (250-280 expressions) (e.g.” I love you.”

Good morning.” “ How’ s your life? " ). The voice
of a 5-year-old boy was adopted as the voice for the
toy. Utterance selection is controlled based on an easy
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learning system according to user actions. The popu-
larity of the toy doll is evident in the fact that more
than one million units have been sold over the last five
years in Japan alone.

1999 BANDALWILZ

Figure 1. Primopuel

3 Fan letters as data

The research methodology we have adopted is to
analyze the texts of fan letters sent to the toy com-
pany by Primopuel users. We analyzed 51 fan letters
mailed to the company and 271 electronic mail mes-
sages submitted to the manufacturer ' s web site. In
order to determine the underlying cognitive states of
the users from the textual data, we categorized propo-
sitions in the texts according to a classification system
([8]), which has a number of sub-categories, such as

descriptions of the toy as an artifact’; personifying
descriptions of the toy’, wuser actions toward the toy
as an artifact ' ,* wuser attachment behaviors’ , and

user actions toward others mediated by the toy ’ .
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4 Characteristics of the toy and users

In this section, we briefly present some of research
results and outline our views concerning (i) the char-
acteristics of affective artifacts and (ii) the character-
istics of user states experienced by users who regard
to the toy as a cohabitant artifact.

4.1 Toy story

4.1.1 Affective cohabitant

Perception of the toy as a cohabitant is a key in
evoking user attachment. We suggest three factors
that prompt users to regard the toy as a cohabitant;
namely, (a) inferable states, (b) reactions, and (c) time
sharing. First, approximately 85 % of the proposi-
tions in which users describe what they find attractive
about the toy mention the toy ' s utterances (53 out of
63 propositions) rather that its appearance ([8]). For
instance,* He (= the toy) says Good night’' to me
and I feel all warm inside” o He asked me to make a
scarf, so I made one for him.” Users clearly make in-
ferences about the toy’ s state from its utterances and
regard it as a cohabitant. Second, the results of factor
analysis indicate that the toy ' s reactions to user be-
havior evoke in the users strong affection toward the
toy. Third, factor analysis indicates that caring be-
havior and time-sharing with the toy also evoke user
affection ([5]).

4.1.2 Sociable cohabitant

An interesting characteristic of affective toys is their
sociable function. We have found that the toy’ s
character facilitates social behavior, which, in turn,
strengthens user affection ([5]). This finding prompts
us to regard the toy as being 4 sociable and affective’
artificial cohabitant.

4.2 Fan story

4.2.1 Perceiving the toy as cohabitant artifact

Users regard the toy as a cohabitant artifact, toward
which they can experience strong affection. Counting
expressions related to Primopuel, we found 34 (66.7
%) letters and 67 (24.7 %) e-mails including such ex-
pressions. Users described Primopuel as either a toy
(toy, stuffed toy, toy doll) or as a cohabitant (family
including grandchildren, child, brother, partner, room-
mate, friend, idol, pet). Even within a single letter, it
is possible to observe mixed cognition towards the toy.
Figure 2 presents a breakdown of users according to
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their perception of the toy (as toy only, as cohabitant
only, or as both toy and cohabitant).

. both

toy only cohabitant
" only )
\ 23 (7.1%) \22(6.8%) 15 (4.7%) /

N=322 (51 letters and 271 e-mails)
Figure 2. Users recognition about what the toy is

Another issue examined is whether the toy is re-
garded as an artifact or whether it is personified in
any way? We extracted descriptions that are relevant
to this issue. While 1,130 propositions (36.1 %) indi-
cate the user regarding the toy as an artifact (e.g.“ I
changed the batteries™ ), 809 propositions (25.8 %) sug-
gest that the user are personifying the toy (e.g. ” He
(= toy) seems to sleep well”). These results lead us to
the conclusion that perception of the artifact as a co-
habitant is an underlying cognitive state of users who
experience strong affection for the artifact.

4.2.2 Attachment behaviors effect

We have collected a total of 292 propositions that in-
dicate attachment behaviors, where there is a clear re-
lationship between positive emotions/evaluations and
actions, such as* this toy is so cute, I showed it to my
friend” and'  this is really lovely, so I will buy another
one.” More concretely, attachment behaviors include
naming ("I named him Tatsu”), conversation { I talk
with him ™), inferring the toy ' s state {  He seems to
be cold™ ), social actions { She proudly shows her Pri-
mopuel to her friend " ), negative actions toward the
toy ¢ I ignore him.." ), and being together { I took
him for a drive” ). We have hypothesized that attach-
ment behaviors function in strengthening attachment
emotions ([6]). This has been confirmed by the re-
sults of factor analysis (e.g. User descriptions like* [
ignore him (= toy) for a while, and then he seemed
to get angry. The way he gets angry is very lovely,
I can’ t resist it,” indicate that attachment behav-
iors strengthen attachment emotions.) ([5]). There is
also an age difference in terms of self-cognition. While
young people more often evaluate the toy positively
(young (0-39): 21.1 %, middle-aged (40-): 10.4 %),
middle-aged people more frequently describe their at-
tachment behavior (young: 10.7 %, middle-aged: 34.3
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%). Although young people tend to just describe at-
tachment emotions, such as' it’ s very cute,” middle-
aged people also mention causes and attachment be-
haviors, such as" it’ s very cute, especially its face,
which makes me want to hold him tightly.” This in-
dicates that middle-aged people demonstrate greater
meta-self-recognition concerning their emotion states
and actions toward the toy rather than young people.

4.2.3 Life-state improvements

The positive physical and mental states of users are
often attributed to the toy, with 8.9 % of the descrip-
tions indicate positive changes in life state (e.g.“ talk-
ing with the toy makes me relax,” “ The toy gives me
warmth, energy, and vitality " *  Primopuel makes my
life enjoyable ™ ) ([8]). Moreover, it was found that
users believe the toy enhances interaction with family
members and /or with friends, as evidence by 16.4 % of
the letters and 10.7 % of the e-mails. (e.g.* I give Pri-
mopuel to my neighbors as a present to let them know
Just how cute he it " ). One of five factors extracted
in our factor analysis, social action triggered attach-
ment,’ relates to how attachment emotions can facil-
itate social behavior ([5]). This is consistent with our
cognitive Socially-supported Emotion Model (SEM)
([7], [8]). In addition, we have observed that middle-
aged people more frequently experience shifts in their
interactions with others (22.4 %) than young people
(14.4 %) ([7]). Another finding is that descriptions of
negative user life states before obtaining the toy are
correlated with their sense of improved well-being (e.g.
I have lived alone since my husband passed away. I
felt a keen sadness in this house. Since getting the toy,
I can say' Good night’ in bed, and often smile.” )
([5]). Taking these results together, clearly the users
with high meta-self-recognition can experience state
improvements due to the affective artifact.

5 Sociable and affective artificial co-
habitant

In this section, we discuss the newly-emerging socia-
ble and affective artifact cohabitant and our cognitive
model SEM based on our findings described in Section
4.

5.1 A newly-emerging artifact
People with attachment emotions, that is, people

who have a strong positive affection toward something
are able to perceive themselves more positively. This
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positive self-recognition can, in turn, lead these people
to have a sense of well-being in their physical/mental
states. Improved physical/mental states can facilitate
social actions. Extending Norman's claim that attrac-
tive things work better as a heuristic of problem solv-
ing ([9]), our findings indicate that attractive things
can heighten one ' s sense of positive self-awareness. ’
Moreover, our results not only support previous re-
search that shows that attachment fosters emotional
communication skills in human babies and higher cog-
nitive skills ([1]), but they also highlight the effects in
facilitating social behavior.

This artifact which evokes human affection may be
seen as a new kind of sociable and affective artificial
cohabitant, because users both regard it as a cohabi-
tant and believe that it enhances their social actions.
This kind of sociable and affective artificial cohabitant
is now emerging in our daily lives, particularly in sit-
uations where people lack rich social interaction, such
as elderly people living alone, single workers, being an
only child, in the nuclear family, and computerholics,
for individuals who have sufficient meta-self recogni-
tion.

5.2 Socially-supported Emotional Model
(SEM)

Our results indicate that one factor that strength-
ens user affection for the cohabitant artifact is its
social effects. That is, both attachment emotions
and social interaction are mutually strengthened each
other. This notion is consistent with the cognitive
Socially-supported Emotional Model (SEM) of emo-
tional transmission that we have developed ([7], [8]);
people strengthen their attachment to the toy by inter-
acting or communicating with other people who also
have attachment to the cohabitant artifact. As Ki-
tayama ([3]) claims subjective well-being is dependent
upon the cultural constructions of emotion, which is
similar to the notion of socially-transmitted emotions
that is incorporated within SEM.

5.3 Future work

Our research, which has investigated the craze for a
talking toy doll, has certain advantages from analyzing
fan letters in obtaining insights into the daily psycho-
logical states of the users of the toy. It would not be
possible to gain such insights within the experimental
setting. We can extract the underlying cognitive states
relating to the natural relationships between the user
and the toy. However, further investigation is required
employing other research methods, such as interviews
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and questionnaires. Moreover, this craze is very lim-
ited in being restricted to within Japan and in involv-
ing a particular talking toy doll, which points to the
need to conduct comparative studies with other forms
of artifacts. It is hoped, however, that our research can
contribute to a better understanding of human-artifact
relationships involving strong human affection.

6 Summary

In this paper, we have identified a newly-emerging
sociable and affective artificial cohabitant in our daily
lives. This kind of artificial cohabitant may play a
role in enriching daily life through improving physi-
cal/mental health and enhancing social interaction.
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Abstract

This study attempts to describe children's behaviors
from the viewpoint of microscopic adjustment of actions
when they encounter an oddly shaped robot, called
‘Muu.” We investigated this through field observation
at a workshop in a children’s museum. Various aged
children and their parents participated in the workshop
together. They were instructed by an experimenter to
play with building blocks while talking with Muu. As a
result, it was found that the children and the robot could
establish rich communications with each other not when
the children evaluated Muu’s behavior but when Muu
evaluated the children’s works. This indicates that the
robot could become an ‘other’ that might interact with
children mediated by the building blocks, whereas many
children and parents treated it as a ‘toy’, just as the
building blocks where considered merely ‘objects’ during
interaction.

1. Introduction

How do children behave toward robots, especially a
robot that asks to communicate with them? Do they
gather around the robot because of its novelty but then
soon lose interest? Or would such a robot become an
object to which the children attached themselves? This
study investigates how a robot should be put to practical
use in a social organization from the viewpoint of
systems engineering and also considers the development
processes in human communications.

A developmental psychologist, L. S. Vygotsky
attempted to investigate children’s mental processes
experimentally. In that study, the researcher intensively
confused the subjects (children) in their communications
and left them alone in a situation without a parent’s
support, which they usually received. Then the children
became upset and struggled to understand the meanings
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of the things in front of them by themselves. Vygotsky
revealed from this experiment that children have faint
but ceaseless mental activity, which is normally buried in
the parent’s supports[1]. He called their development of
such activities ‘The Zone of Proximal Development. [2]’
Harold  Garfinkel, who  was  originator  of
Ethnomethodology, implemented a series of ‘breaching
experiments’ in order to find a method to construct ‘seen
but unnoticed’ reality in daily life[3]. This attempt
disrupted the general ideas held in daily life by
artificially making a situation that betrays ‘background
expectancies’ such as rules or social common sense,
which are not explicitly visible because they are
naturally and tacitly shared by people.

A communication robot sometimes confuses our
natural human communications, since it looks neither
mechanical nor the same as a human. The authors intend
to clarify the process of development in human
communications by investigating the behaviors of
children and their parents in front of the robot, which is
the very research theme of Vygotsky and Garfinkel. The
communication robot ‘Muu’ used in this study has
restricted capability in its functions so as to construct
meanings of things through communications with others
(humans). The authors call this type of design method the
‘minimal design of relationship.’

2. Method

2.1 Observation conditions

This experiment was implemented in the field at a
workshop in a children’s museum, ‘Kids Plaza OSAKA,’
for three days in June 2004. This paper reports the results
of a two-day observation period under the same
experimental conditions.

2.2 Participants



A child and his/her attendants (usually parents of
the child) were regarded as a team for this experiment.
Teams participated in the experiment by interacting with
Muu in order of their arrival. The total number of
participants was 69: 30 teams from 42 children and 27
attendants. The children’s ages varied from two to
twelve.

2.3 Experimental setup

The experimental setup was located within the
facility and surrounded by partition walls. The setup is
composed of a low table, 120 cm square, on which Muu
and a basket full of toy blocks were placed.

In this study, the behaviors of Muu are regulated as
follows.

Linguistic behavior: The Wizard of Oz method was used.

That is, Muu was controlled to speak the appropriate
words, selected from 150 prepared words, according to
the interaction with the subject. The subjects were not
informed of this fact. They seemed to guess that Muu
autonomously and spontaneously spoke by itself. The
contents of its speech were divided into different
categories: One is concerned with toy blocks, for
example, “Pile on a red block, please.” Another involves
evaluation of the child’s work, for example, “It’s cool,
isn’t it?” Another category is for compliments or chiming
in, for instance, “I see.”

Non-linguistic behavior: controlled to
generate some slight rolling and pitching motion of its
body and to move about 20 cm forward and backward.
Muu was also controlled to move its body corresponding
to the expressions, “Hello,” “Good bye,” and so on.

Muu was

2.4 Observation procedure

Observation was implemented in the following way.
(1) Let the children who want to interact with Muu
stand in a line in order of arrival.
Induce the first child in the line and his/her
attendants to enter the test field, ask his/her name,

)

and tell him/her while pointing at Muu “This is Muu.

It seems he wants to ask of you to build up the toy
blocks while speaking with him. Will you help him
to build up the toy blocks? Please ask him ‘Say,
what?” if you cannot clearly hear Muu’s words.”

Recede to the side and begin to observe the
interactions among the child, attendant, and robot.
The time period for one interaction session was
limited to about 5 minutes. Two video cameras
captured the experiments, with the agreement of the
participants. One camera was installed to the right-
front of the subjects and the other was set to the

3)
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left-rear of the subjects to record an elevated view of
the experimental field.

2.5 Analysis

In this study, the situation of talking with the robot
confused most children and attendants. However, a few
cases showed rich and natural human-robot
communication. This section focuses on three typical
cases of ‘good’ communication. In order to distinguish
between the former cases and the latter ones, the
Conversation Analysis method was used as