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J. Johnson (The Open University, UK)  
Y. Kakazu (Hokkaido University, Japan) 
M. Kaneko (Hiroshima University, Japan) 
O. Katai (Kyoto University, Japan)  
S. Kawaji (Kumamoto University, Japan) 
S. Kawata (Tokyo Metropolitan University, Japan) 
S. Kitamura (Kobe University, Japan)  
T. Kitazoe (University of Miyazaki, Japan)  
S. Kumagai (Osaka University, Japan)  
J. M.Lee (Pusan National University, Korea) 
C. G.Looney (University of Nevada-Reno, USA) 
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T. Nagashima (Muroran Institute of Technology, Japan) 
M. Nakamura (Saga University, Japan)  
R. Nakatsu (KWANSEI GAKUIN University, Japan)  
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T. Shibata (AIST, Japan)  
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X. Feng (University of Singapore, Singapore) 
A. Loukianov (Baikal State University of Economy & Law, Russia) 
M. Rizon (Northern Malaysia University College of Engineering, Malaysia) 
M. Sugisaka (Oita University, Japan) (Chairman) 
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HISTORY 
 
This symposium was founded in 1996 by the support of Science and International 
Affairs Bureau, Ministry of Education, Culture, Sports Science and Technology, 
Japanese Government. Since then, this symposium has been held every year at 
B-Con Plaza, Beppu, Oita, Japan except in Oita, Japan (AROB 5th ’00) and in 
Tokyo, Japan (AROB 6th ’01). The tenth symposium will be held on 4-6 February, 
2005, at B-Con Plaza, Beppu, Oita, Japan. This symposium invites you all to 
discuss development of new technologies concerning Artificial Life and Robotics 
based on simulation and hardware in the twenty first century. 
 
OBJECTIVE 
 
The objective of this symposium is the development of new technologies for 
artificial life and robotics which have been recently born in Japan and are expected 
to be applied in various fields. This symposium will discuss new results in the field 
of artificial life and robotics. 
 
TOPICS 
 
Artificial brain research  
Artificial intelligence 
Artificial life  
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Artificial living  
Artificial mind research  
Bioinformatics chaos  
Brain science  
Cognitive science evolutionary computations  
Complexity  
Computer graphics  
DNA computing 
Fuzzy control  
Genetic algorithms  
Human-machine cooperative systems  
Human-welfare robotics  
Innovative computations 
Intelligent control and modeling  
Micromachines  
Micro-robot world cup soccer tournament  
Mobile vehicles  
Molecular biology  
Multi-agent systems  
Nano-biology 
Nano-robotics  
Neural networks  
Neurocomputers  
Neurocomputing technologies and its application for hardware 
Pattern recognition  
Robotics  
Robust virtual engineering  
Virtual reality  
 
COPYRIGHTS 
 
Accepted papers will be published in the proceeding of AROB and some of high 
quality papers in the proceeding will be requested to re-submit their papers for the 
consideration of publication in an international journal ARTIFICIAL LIFE AND 
ROBOTICS (Springer) and APPLIED MATHEMATICS AND COMPUTATION 
(North-Holland). All correspondence related to the symposium should be addressed 
to AROB Secretariat. 
 
 
Dept. of Electrical and Electronic Engineering, 
Oita University 
700 Dannoharu, Oita 870-1192, JAPAN 
TEL：+81-97-554-7841, FAX：+81-97-554-7818 
E-MAIL arobsecr@cc.oita-u.ac.jp   
Home Page http://arob.cc.oita-u.ac.jp/
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MESSAGES 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fumio Harashima 
Chairman of Advisory Committee 

(President, Tokyo Denki University) 

Fumio Farashima 
Advisory Committee Chairman of AROB 

 
The science and technology(S&T) on Artificial Life and Robotics is newly

born recently. This new S&T provides human being with happiness.
Research is heart and desire of human being and the S&T is going toward
clarifying human mind and heart. Artificial Life and Robotics provides us
with a strong tool to achieve our objective.  

I would like to congratulate researchers who work in the fields on
Artificial Life and Robotics.   
 

 
 
 
 
 

Masanori Sugisaka 
General Chairman of AROB 

 
It is my great honor to invite you all to the Tenth International Symposium

on Artificial Life and Robotics (AROB 10th ’05). 
  The symposiums from the first (February 18-20, 1996) to the ninth
(January 28-30, 2004) were organized by Oita University under the
sponsorship of the Science and Technology Policy Bureau, the Ministry of
Education, Science, Sports, and Culture (Monkasho), Japanese Government
and Air Force Office of Scientific Research, Asian Office of Aerospace
Research and Development (AFOSR/AOARD), USA and co-operated by
Santa Fe Institute (USA), SICE, RSJ, IEEJ, ICASE, CAAI, ISCIE, IEICE,
IEEE (Japan Council), and JARA. 
  I would like to express my sincere thanks to Monkasho, AFOSR/AOARD
and scientific societies for their repeated support. 
  This Tenth symposium is sponsored by AFOSR/AOARD and Japanese
companies (Mitsubishi Electric Corporation Advanced Technology R&D
Center, Oita Gas Co. Ltd., STK Technology Co. Ltd, Sanwa Shurui Co. Ltd.,
Yatsushika Brewery Co. Ltd. And others. I would like to express special
thanks for AFOSR/AOARD and the companies stated above. 
  The symposium invites you to discuss the development of new
technologies in the 21st century concerning Artificial Life and Robotics,
based on simulation and hardware. 
  We hope that AROB 10th ’05 will facilitate the establishment of an
international joint research institute on Artificial Life and Robotics in future.
I hope that you will obtain fruitful results from exchange of ideas between
researchers during the symposium. 

 
Masanori Sugisaka 
General Chairman 

(Professor, Oita University) 
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Hiroshi Tanaka 
Program Chairman of AROB 

 
On behalf of the program committee, it is truly my great honor to invite

you all to the Tenth International Symposium on Artificial Life and Robotics
(AROB 10th ’05). This symposium is made possible owing to the
cooperation of Oita University and Santa Fe Institute. We are also debt to
Japanese academic associations such as SICE, RSJ, and several private
companies. I would like to express my sincere thanks to all of those who
make this symposium possible. 

As is needless to say, the complex systems or Alife approach now attracts
wide interests as a new paradigm of science and engineering. Take an
example in the field of bioscience. The accomplishment of HGP (Human
Genome Project) and subsequent post-genomic comphrensive “Omics dat”
such as transcriptome, proteome and metabolome,brings about vast amount
of bio-information. However, as a plenty of omics data becomes available, it
becomes sincerely recognized that the framework by which these omics data
can be understood to make a whole picture of life is critically necessary,
thus, in the post-genomic era , the complex systems or Alife approach is now
actually expected to be an efficient methodology to integrate this vast
amount of bio-data. 

This example shows the complex system approach is very promising and
becomes widely accepted as a paradigm of next generation of science and
engineering. We hope this symposium becomes a forum for exchange of the
ideas of the attendants from various fields who are interested in the future
possibility of complex systems approach. 
  I am looking forward to meeting you in Beppu, Oita. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Hiroshi Tanaka 
Program Chairman 

 (Professor, Tokyo Medical 
 and Dental University) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 John L. Casti 

Co-Chairman of AROB 
 

Since its inception by Masanori Sugisaka in 1996, the annual AROB
meeting has become probably the single most important event on the
calendar of Asian workers in the fields of artificial life and robotics. It has
been a distinct pleasure and privilege for researchers from the Santa Fe
Institute community to actively contribute to this AROB "phenomenon"
from the very beginning. Starting with the "father" of artificial life, Chris
Langton, who delivered a plenary talk at the first AROB meeting, SFI
researchers Tom Ray, Steen Rasmussen, Josh Epstein, Brian Arthur and
others have ensured an ongoing SFI presence at every one of the nine
previous meetings. 

 
 
 
 

 

C
(Professor

©ISARO
 

John Casti 
o-Chairman 
, Technical University 
of Vienna) 
Everyone in the SFI community congratulates Masanori Sugisaka on

making the AROB meeting just a bit better each year. This is strong
testimony to his untiring efforts to promote the field of A-Life through not
only the meeting itself, but by helping to form networks of researchers
around the world by means of the journal, *Artificial Life and Robotics*. It
is a pleasure to acknowledge these efforts and to wish Masanori another
decade or more of success in the AROB field. 
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PT Complexity Modeling and its Applications 
Kazuyuki Aihara 

Institue of Industrial Science 
University of Tokyo 

4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan 
 a typical example of a complex system with much complexity
nctions. In this plenary talk, I will review our study on creating
brain with chaotic dynamics, or a chaotic brain. I will also
rtance of several bifaces in modelling complex systems, namely
universality & individuality / specialty, abstracted & detailed,
& instability. 
life and robotics 
SS-1 THE WORK OF  

NO, ROBERT KALABA, AND RICHARD BELLMAN 
Harriet H. Natsuyama 

 Los Angeles, CA 90066, hhnatsu@yahoo.com 
his paper recalls the critical developments of three exceptional

in the fields of nonlinear analysis, systems modeling,
al solution of initial value problems, system identification and

trol 
SS-3 ATRON Hardware Modules for Self-reconfigurable Robotics 
Henrik Hautop Lund, Richard Beck, Lars Dalgaard 

Maersk Mc-Kinney Moller Institute for Production Technology 
niversity of Southern Denmark, Campusvej 55, 5230 Odense M., Denmark

hhl@mip.sdu.dk   beck@mip.sdu.dk   dalgaard@mip.sdu.dk 
www.adaptronics.dk

stract: We exploit a holistic behavioural and morphological adaptation in
e design of new artefacts, and exemplify the potential of the new design
inciple through  the construction of robotic systems that can change
orphology. Here we present the ATRON design in which the modules are
dividually simple, attach through physical connections, and perform 3D
otions by collective actions. We produced 100 ATRON modules, and
rformed both simulation and real world experiments. In this paper, we
port on the ATRON hardware design and investigations related to the
rification of the suitability of the ATRON module design for
lf-reconfigurable robotics. 
SS-2 Machinery Cognition and Artificial Intelligent 
Y.G. Zhang1 and M. Sugisaka2 

te of Systems Science, Academia Sinica, Beijing China, 100080 
yzhang@iss.ac.cn

pt. of Electrical and Electronic Engineering, Oita University, Oita, 
Japan, 870-1192 msugi@ee.u-oita.edu.jp

 In this paper authors show some heuristic thinking first, and 
osed an engineering definition of artificial intelligence in 
rain that is the abilities to obtain knowledge, to use knowledge 
rate knowledge. There are still two open important problems: 
expression of knowledge for this goal and the other is how to 
he integration up operation and detailed down operation. 
: Artificial Intelligence, Creating intelligence, Knowledge, 
 Evolution of intelligence. 
 

 Prof. Henrik Hautop Lund
 
Prof. Yang-gang Zhang
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The Tenth International Symposium on 
ARTIFICIAL LIFE AND ROBOTICS 

(AROB 10th '05) 
   

 
 

Opening Ceremony 
  Chair: J.Johnson (Open University, UK) 
 

February 4 (Friday) 
Room D: 10:20-10:40 
 

Welcome Addresses  

1. General Chairman of AROB 
 

M. Sugisaka (Oita University, RIKEN, Japan) 

2. Advisory Committee Chairman 
       

F. Harashima (Tokyo Denki University, Japan) 

3. President of SOFT, 
 President of IEEE 

Nanotechnology Council 
 

T. Fukuda (Nagoya University, Japan) 

4. Program Chairman of AROB H. Tanaka  
(Tokyo Medical and Dental University, Japan) 
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TIME TABLE 
 RoomA RoomB RoomC RoomD 

   

Registration (Registration Desk) 

2/3(Thu.) 8:00 

13:00 

17:30 
Welcome Party (at Beppu Kamenoi Hotel 10th Floor) 

Registration (Registration Desk) 

GS6(4) Chair H.Tanaka GS7(4) Chair Y.G. Zhang 

 

IS4(4)  

Chair H.Yanagimoto 
Coffee Break 

 

 

Opening  
Ceremony  

Plenary Talk 
PT K. Aihara 
Chair J.J. Lee 

Lunch 

GS11(6) Chair H. Umeo 

 

 

GS14(4)  

Chair M.Okamoto 

will end at 14:00 

GS15(6) Chair X.Wang 

Coffee Break 

GS21(6)  

Chair S.M. Chen 

will end at 16:50 

IS8(5) Chair J.J.Lee  

 

will end at 16:30 

GS: General Session         IS: Invited Session

2/4(Fri.)   8:00 

8:40 
 

               
               

10:00 
10:20 

 
10:40 

 

11:40 

 
12:40 

 
 
 
 
 

14:40 
  

14:50 
  

 
 
 
 

16:50 
 
 
 
 
 
 

18:10 

GS5(3) Chair M.Oswald 

 

will end at 17:50 

IS5(4) Chair H.Suzuki 

 

will end at 17:50 

GS17(4) Chair K.Ohnishi 

 

will end at 16:10 

GS12(4) Chair K.B. Sim 

 

will end at 17:30 

 

GS1 Artificial Intelligence 
GS2 Artificial Life-I 
GS3 Artificial Life-Ⅱ 
GS4 Artificial Living 
GS5 Bioinformatics 
GS6 Complexity 
GS7 Cognitive Science 
GS8 Computer Graphics 
GS9 Evolutionary Computations-I 
GS10 Evolutionary Computations -Ⅱ 
GS11 Fuzzy Control 
GS12 Genetic Algorithms-I 
GS13 Genetic Algorithms-Ⅱ 
GS14 Intelligent Control and Modeling-I 
GS15 Intelligent Control and Modeling-Ⅱ 
GS16 Micro-Robot World Cup-Soccer Tournament 
GS17 Molecular Biology 
GS18 Mobile Vehicles-I 
GS19 Mobile Vehicles-Ⅱ 
GS20 Neural Networks-I 

GS21 Neural Networks-Ⅱ 
GS22 Robotics-I 
GS23 Robotics-Ⅱ 
GS24 Robotics-Ⅲ 
GS25 Image Processing 
IS1 Soft Robotics 
IS2 Computer Vision and Mobile Robot 
IS3 Intelligent Pattern Classification 
IS4 Intelligent Information Retrieval 
IS5 Analysis and Implementation of Nonlinear Models 
IS6 Hyper Human Technology 
IS7 Biomimetic Machines and Robots 
IS8 Robot Sensing and Control 
IS9 Robot Control and Application 
IS10 Human and Agents: Social Interaction and 

 Organization (1) 
IS11 Human and Agents: Social Interaction and 

 Organization (2) 
IS12 BIO MEDICAL field 
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GS: General Session         IS: Invited Session 

 RoomA RoomB RoomC RoomD 

Registration (Registration Desk) 

GS18(5) Chair J. Wang 

 

GS4(5) Chair T.Arita 

 

GS20(5) Chair A.Buller 

Coffee Break 

 
 
 

 Special Session 
Y.G. Zhang,  

H.Lund 
H.H.Natsuyama 

Chair Y.Yin 

Lunch 

IS1(4) Chair T.Yamamoto GS9(4) Chair K. Uosaki IS10(4) Chair K.Shimohara 

Coffee Break 

GS19(4) Chair K.Sugawara 

will end at 15:20  

GS10(5)  

Chair H. Kawamura 

will end at 15:40 

IS11(4) Chair K.Shimohara 

will end at 15:20  

GS13(4) Chair J. Johnson 

will end at 16:40. 

GS1(7) Chair P. Sapaty 

 

 

will end at 17:40.  

GS25(7)  

Chair S. Ishikawa 

 

will end at 18:00. 

IS12(3) Chair T.Ishimatsu 

will end at 17:40.  

AROB Award Ceremony (Chair: K. Watanabe) 

Banquet (Hotel Shiragiku) 

2/5(Sat.) 8:00 

8:40 
 
 
 
 
 
 

10:20 
10:30 

 
 
 
 

11:30 

12:30 

 
 
 

13:50 
  

14:00 
 
               

 
 

15:20 
 

15:40 
 

               
              

16:40 
 
 

 
 

18:10 

 

20:30 
 

 

GS1 Artificial Intelligence 
GS2 Artificial Life-I 
GS3 Artificial Life-Ⅱ 
GS4 Artificial Living 
GS5 Bioinformatics 
GS6 Complexity 
GS7 Cognitive Science 
GS8 Computer Graphics 
GS9 Evolutionary Computations-I 
GS10 Evolutionary Computations -Ⅱ 
GS11 Fuzzy Control 
GS12 Genetic Algorithms-I 
GS13 Genetic Algorithms-Ⅱ 
GS14 Intelligent Control and Modeling-I 
GS15 Intelligent Control and Modeling-Ⅱ 
GS16 Micro-Robot World Cup-Soccer Tournament 
GS17 Molecular Biology 
GS18 Mobile Vehicles-I 
GS19 Mobile Vehicles-Ⅱ 
GS20 Neural Networks-I 

GS21 Neural Networks-Ⅱ 
GS22 Robotics-I 
GS23 Robotics-Ⅱ 
GS24 Robotics-Ⅲ 
GS25 Image Processing 
IS1 Soft Robotics 
IS2 Computer Vision and Mobile Robot 
IS3 Intelligent Pattern Classification 
IS4 Intelligent Information Retrieval 
IS5 Analysis and Implementation of Nonlinear Models 
IS6 Hyper Human Technology 
IS7 Biomimetic Machines and Robots 
IS8 Robot Sensing and Control 
IS9 Robot Control and Application 
IS10 Human and Agents: Social Interaction and 

 Organization (1) 
IS11 Human and Agents: Social Interaction and 

 Organization (2) 
IS12 BIO MEDICAL field
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 RoomA RoomB RoomC RoomD 

Registration (Registration Desk) 

IS9(5) Chair S.H. Han 

 

IS2(5) Chair M.Kono GS22(5)  

Chair K. Nakano 

Coffee Break 

IS7(5) Chair K. Watanabe GS2(5) Chair M. Osano GS23(4) Chair J.M. Lee 

will end at 12:00 

Lunch 

IS6 (5) Chair M. Kaneko 

will end at 15:00. 

GS3(5) Chair N. Mirenkov 

will end at 15:00. 

GS24(6)  

Chair S.Sagara 

will end at 15:20. 

GS8(4) Chair M. Yokota 

will end at 16:20. 

IS3(4) Chair S. Omatu 

will end at 16:20. 

 

 

GS16(3) Chair J. Nishii 

will end at 16:20. 

Farewell Party (Room A) 

2/6(Sun.)  8:00 

8:40 

 
 

10:20 
10:40 

 

 
12:20 

 
 
               

13:20 
 
 
 
 
 

15:00 
 

15:20 
 

 
                
               

16:20 
 
 

17:20 
   

 

GS: General Session         IS: Invited Session 

GS1 Artificial Intelligence 
GS2 Artificial Life-I 
GS3 Artificial Life-Ⅱ 
GS4 Artificial Living 
GS5 Bioinformatics 
GS6 Complexity 
GS7 Cognitive Science 
GS8 Computer Graphics 
GS9 Evolutionary Computations-I 
GS10 Evolutionary Computations -Ⅱ 
GS11 Fuzzy Control 
GS12 Genetic Algorithms-I 
GS13 Genetic Algorithms-Ⅱ 
GS14 Intelligent Control and Modeling-I 
GS15 Intelligent Control and Modeling-Ⅱ 
GS16 Micro-Robot World Cup-Soccer Tournament 
GS17 Molecular Biology 
GS18 Mobile Vehicles-I 
GS19 Mobile Vehicles-Ⅱ 
GS20 Neural Networks-I 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

GS21 Neural Networks-Ⅱ 
GS22 Robotics-I 
GS23 Robotics-Ⅱ 
GS24 Robotics-Ⅲ 
GS25 Image Processing 
IS1 Soft Robotics 
IS2 Computer Vision and Mobile Robot 
IS3 Intelligent Pattern Classification 
IS4 Intelligent Information Retrieval 
IS5 Analysis and Implementation of Nonlinear Models 
IS6 Hyper Human Technology 
IS7 Biomimetic Machines and Robots 
IS8 Robot Sensing and Control 
IS9 Robot Control and Application 
IS10 Human and Agents: Social Interaction and 

 Organization (1) 
IS11 Human and Agents: Social Interaction and 

 Organization (2) 
IS12 BIO MEDICAL field

©ISAROB 2005                            P－12



 
The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05), 
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005 

TECHNICAL PAPER INDEX 
 
February 4 (Friday) 
 
Room D 
 
10:40~11:40 Plenary Talk  
Chair J.J. Lee (KAIST, Korea) 
 
PT  Complexity modeling and its applications 
      K. Aihara (University of Tokyo, Japan) 
 
 
February 5 (Saturday) 
 
10:30~11:30 Special Session on Artificial Life and Robotics 
Chair Y. Yin (The Beijing University of Science and Technology, China) 
 
SS-1  The work of Sueo Ueno, Robert Kalaba, and Richard Bellman 
      H.H. Natsuyama 
 
SS-2  Machinery cognition and artificial intelligent 
      Y.G. Zhang (Academia Sinica, China) 
      M. Sugisaka (Oita University, Japan) 
 
SS-3  ATRON hardware modules for self-reconfigurable robotics 
      H.H. Lund, R. Beck, L. Dalgaard (University of Southern Denmark, Denmark) 
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February 4 (Friday) 
 
8:00~ Registration 
 
Room A 
 
8:40~10:00 GS6 Complexity 
Chair: H. Tanaka (Tokyo medical & Dental University) 
 
GS6-1 An investigation into state-change complexities in synchronization algorithms for 

cellular automata 
      K. Matsumoto, H. Umeo (Osaka Electro-Communication University, Japan) 
 
GS6-2 State-efficient implementations of synchronization algorithms for two-dimensional 

cellular automata 
      H. Umeo, M. Teraoka, M. Hisaoka,M. Maeda (Osaka Electro-Communication 

University, Japan) 
 
GS6-3 A Study of the basic concept of information in a complex system 
      Y. Kinouchi, T. Komiyama (Tokyo University of Information Sciences, Japan) 
 
GS6-4 Qualitative analysis of self-organizing multi agent interaction with entropy and mutual 

information 
      K. Nishikawa, H. Kawamura, M. Yamamoto, A. Ohuchi (Hokkaido University, Japan) 
 
12:40~14:40 GS11 Fuzzy Control 
Chair: H. Umeo (Osaka Electro-Communication University, Japan) 
 
GS11-1 Development of the fuzzy control for a GPS-located airship 
      M. Sugisaka (Oita University, Japan) 
      F. Dai, Y. Fujihara, T. Kamoika (Matsue National College of Technology, Japan) 
 
GS11-2 Fuzzy information retrieval based on weighted power-mean averaging operators 
      W-S Hong, S-M Chen (National Taiwan University of Science and Technology, Taiwan) 
      S-J Chen (Ching-Yun University, Taiwan) 
 
GS11-3 Temperature prediction based on genetic simulated annealing techniques and 

high-order fuzzy time series  
      L-W Lee (National Taiwan University of Science and Technology, Taiwan) 
      L-H Wang (Chihlee Institute of Technology, Taiwan) 
      S-M Chen (National Taiwan University of Science and Technology, Taiwan) 
 
GS11-4 Design of a fuzzy expert system for electric vehicle speed control 
      M. Sugisaka, Z. Mbaitiga (Oita University, Japan) 
 
GS11-5 A harness line color recognition method based on fuzzy similarity measure 
      Y-T. Kim, H. Bae, Y-I. Kim, S. Kim (Pusan National University, Korea) 
 
GS11-6 An EPS system control for fuzzy logic in HILS system 
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      M.K. Lee, J.Y. Choi, S.K. Ha, M.H. Lee (Pusan National University, Korea) 
14:50~16:50 GS21 Neural Networks-Ⅱ 
Chair: S-M. Chen (National Taiwan University of Science and Technology, Taiwan) 
 
GS21-1 Applying FIFO-Queue ACO algorithm to broadcast problem of wireless Sensor 

Networks 
      J. Katsuki, T. Isokawa, N. Kamiura, N. Matsui (University of Hyogo, Japan) 
 
GS21-2 Predicting selection of artificial network by cluster coefficient 
      S. Yoshimura, S. Yoshii (Hokkaido University, Japan) 
 
GS21-3 Evolution of development and heterochrony in artificial neural networks 
      A. Matos, R. Suzuki, T. Arita (Nagoya University, Japan) 
 
GS21-4 Multi-procedure ozone concentration prediction using fuzzy clustering and DPNN 
      S-P Cheon, S-T Lee, S. Kim (Pusan National University, Korea) 
 
GS21-5 A model of emergence of reward expectancy neurons using reinforcement learning 

and neural network 
      S. Ishii (Oita University, Japan) 
      M. Shidara (National Institute of Advanced Industrial Science and Technology) 
      K. Shibata (Oita University, Japan) 
 
GS21-6 Shape-recognition using randomly selected pixel-pair neurons 
      V. Rose, J. Johnson (Open University, Uk) 
 
16:50~17:50 GS5 Bioinformatics 
Chair: M. Oswald (Vienna University of Technology, Austria) 
 
GS5-1 Information-theoretic approach to embodied category learning 
      G. Gomez (University of Zurich, Austria) 
      M. Lungarella (Tokyo University, Japan) 
      D. Tarapore (Indian Institute of Technology) 
 
GS5-2 On the diversity of HIV using cellular automata approach 
      H. Ueda, Y. Iwaya, T. Abe, T. Kinoshita (Tohoku University, Japan) 
 
GS5-3 Construction and strategy of a soccer team by the agent using immune concept 
      N. Kogawa, M. Obayashi, A. Maeda, K. Kobayashi, T. Kuremoto (Yamaguchi 

University, Japan) 
 
Room B 
 
8:40~10:00 GS7 Cognitive Science 
Chair: Y.G. Zhang (Academia Sinica, China) 
 
GS7-1 Transforming information to Knowledge and intelligence 

Y.X. Zhong (University of Post and Telecommunication, China)  
 
GS7-2 Establishment of sound-correspondence laws of word-initial consonants between 
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Finnish/Uralic and Malayo-Polynesian/ Proto-Austronesian languages: 
Towards making comparative analysis of word-initial consonant frequencies 

      K. Ohnishi, S. Akiyama,Y. Murayama, M. Goda (Niigata University, Japan) 
 
GS7-3 Effect of action selection on the emergence of one-way communication using Q-learning 
      M. Nakanishi, K. Shibata (Oita University, Japan) 
 
GS7-4 Design of a robust adaptive controller for a class of uncertain nonlinear systems with 

time-delay input 
T-M-H. Nguyen, T-N. Dinh, T-N. Nguyen, V-T.Tran (Center for Automation 
Technology-CAT, Vietnam)  

 
12:40~14:00 GS14 Intelligent Control and Modeling-Ⅰ 

Chair: M. Okamoto (Kyushu University, Japan) 
 
GS14-1 Solving Constrained Motion Problems Using the GI Method 
      Y. Y. Fan (University of California, U.S.A.) 
 
GS14-2 Moving robot path search including obstacles by GA using quadrant idea 
      H. Yamamoto, E. Marui (Gifu University, Japan) 
 
GS14-3 Design of novel adaptive routing by mimicking enzymic feedback control mechanism in 

the cell 
      T. Kawauchi (Kyushu University, Japan) 
      M. Hirakawa (Fukuoka International University, Japan) 
      M. Okamoto (Kyushu University, Japan) 
 
GS14-4 Agent based plant allocation and transfer routing of products in case of emergency 
      S. AlSehaim, M. Konishi (Okayama University, Japan) 
      K. Nose (Osaka Sangyo University, Japan) 
 
 
14:50~16:30 IS8 Robot Sensing and Control 
Chair: J.J. Lee (Korea Advanced Institute of Science and Technology, Korea) 

J.M. Lee (Pusan National University, Korea) 
 
IS8-1 The hybrid SOF-PID controller for the control of a MIMO biped robot 

T-Y Choi, S-Y Park, Ju-Jang Lee (Korea Advanced Institute of Science and Technology, 
Korea) 

 
IS8-2 Strategy of cooperative behaviors for distributed autonomous robotic systems 
      H-U Yoon, S-H Whang, D-W Kim, K-B Sim (Chung-Ang University, Korea) 
 
IS8-3 Development of the tactile sensor system using fiber Bragg grating sensors 
      J.S. Heo, Jung Ju Lee (Korea Advanced Institute of Science and Technology, Korea) 
 
IS8-4 A distributed precedence queue mechanism to assign efficient bandwidth in CAN 

networks 
      H.S. Choi, J.M. Lee (Pusan National University, Korea) 
 
IS8-5 Adaptive occupancy grid mapping with clusters 
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      B.G. Jang, T.Y. Choi, Ju-Jang Lee (Korea Advanced Institute of Science & Technology, 
Korea) 
 
16:30~17:50 IS5 Analysis and Implementation of Nonlinear Models 
Chair: H.Suzuki (University of Tokyo,Japan) 
Co-Chair: S. Horai (University of Tokyo,Japan)  
 
IS5-1 MOSFET implementation of class I*neurons coupled by gap junctions 
      T. Takemoto ( Tokyo University, Japan) 
      T. Kohno (Aihara Complexity Modeling Project, ERATO, JST, Japan) 
      K. Aihara, H. Suzuki (Tokyo University, Japan) 
 
IS5-2 Parameter tuning of a MOSFET-based nerve membrane 
      T. Kohno (Aihara Complexity Modeling Project, ERATO, JST, Japan) 
      K. Aihara, H. Suzuki (Tokyo University, Japan) 
 
IS5-3 Wayland test, noise, and surrogate 
      Y. Hirata ( Tokyo University, Japan) 
      S. Horai (Aihara Complexity Modeling Project, ERATO, JST, Japan) 
      K. Aihara, H. Suzuki (Tokyo University, Japan) 
 
IS5-4 Analysis of bifurcation and optimal response on the evolution of cooperation 
      Y-H Otake, K. Aihara, H. Suzuki (Tokyo University, Japan) 
 
Room C 
 
8:40~10:00 IS4 Intelligent Information Retrieval 
Chair: H.Yanagimoto (Osaka Prefecture University, Japan ) 
 
IS4-1 Information filtering using probabilistic model 
      H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan) 
 
IS4-2 Modification of user profile using the genetic algorithm 
      H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan) 
 
IS4-3 Information filtering using SVD and ICA 
      T. Yokoi, H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan) 
 
IS4-4 Improvement of information filtering using topic selection 
      T. Yokoi, H. Yanagimoto, S. Omatu (Osaka Prefecture University, Japan) 
 
12:40~14:40 GS15 Intelligent Control and Modeling-Ⅱ 
Chair: X. Wang(Tokushima University, Japan) 
 
GS15-1 Decision method of reference input time interval and sampling time interval that 

considered contour control performance in software servo system 
      S. Satou, M. Nakamura, S. Goto (Saga University, Japan) 
      N. Egashira (Kurume Institute of Technology, Japan) 
      N. Kyura (Kinki University, Japan) 
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GS15-2 An automatic decoupling control system for ship harbor maneuvers and its  
robustness evaluation 

      M-D Le (VINASHIN, Vietnam) 
      A-T Dang (SHIPSOFT JSC., Vietnam) 
  
GS15-3 CPU resource double auction system with an anonymous protocol 
      T. Matsumoto, H. Kawamura, A. Ohuchi (Hokkaido University, Japan) 
 
GS15-4 Issues and applications of robot control using internet 
      M. Sugisaka, H. Desa (Oita University, Japan) 
 
GS15-5 Hard / soft switching particle filters for efficient real-time visual tracking 
      T. Bando, T. Shibata, K. Doya, S. Ishii (Nara Institute of Science and Technology, Japan)
 
GS15-6 Robotics and the Q-analysis of behaviour 
      I. Pejman, J. Johnson, L.Rapanotti (The Open University, UK) 
 
 
14:50~16:10 GS17 Molecular Biology 
Chair: K. Ohnishi (Niigata University, Japan) 
 
GS17-1 Nanoparticles as biosensors components―a brief review 
      T. Kubik (Wroclaw University of Technology, Poland) 
      M. Sugisaka (Oita University, Japan) 
 
GS17-2 P systems with dynamic channels transporting membrane vesicles 
      R. Freund, M. Oswald (Vienna University of Technology, Austria) 
 
GS17-3 Design of soccer-ball-shape DNA molecules and preliminary experiments in vitro 
      Y. Kita ( Hokkaido University, Japan) 

A. Kameda, (CREST, Japan Science and Technology Agency, Japan) 
M. Yamamoto, A. Ohuchi (CREST, Hokkaido University, Japan) 

 
GS17-4 Amoebic ability to arrive at signal sources in obstacle-rich space 
      S. I. Nishimura, M. Sasai (Nagoya University, Japan) 
 
16:10~17:30 GS12 Genetic Algorithms-Ⅰ 
Chair: K-B. Sim (Chung-Ang University) 
 
GS12-1 The analysis for the movement characteristics of the flying object with genetic  

 algorithms 
      R. Goto, Y. Sato (Hosei University, Japan) 
 
GS12-2 Proposal of serially and dynamically separating genetic algorithm and its application 

 to optimization of robot control systems 
      K. Nakayama (Kyoto University, Japan) 
      H. Matsui (Mie University, Japan) 
      K. Shimohara (ATR Network Informatics Laboratories, Japan) 
      O. Katai (Kyoto University, Japan) 
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GS12-3 Proposal of genetic operations reducing the evaluator workload to the voice quality 
 conversion using interactive GA 

      T. Nishizono, S. Noami, Y. Sato (Hosei University, Japan) 
 
GS12-4 Fitness modification in genetic algorithms for function optimization problems 
      T. Yoshida, T. Nakashima, H. Ishibuchi (Osaka Prefecture University, Japan) 
 
 
February 5 (Saturday) 
 
8:00~ Registration 
 
Room A 
 
8:40~10:20 GS18 Mobile Vehicles-I 

Chair: J. Wang (Oita University, Japan) 
 
GS18-1 A Controller design method for an articulated vehicle employing self-organizing 

 relationship(SOR) network 
      T. Koga, K. Horio, T. Yamakawa (Kyushu Institute of Technology, Japan) 
 
GS18-2 Automatic control of an electric vehicle using visual information 
      K. Tokuda, M. Sugisaka, Z. Mbaitiga (Oita University, Japan) 
 
GS18-3 Mobile sensor device in intelligent space 
      H. Isu, T. Sasaki, H. Hashimoto (Tokyo University, Japan) 
 
GS18-4 Real-time path planning for senor-based mobile robot based on probabilistic 

 roadmap method 
      Z. Li, X. Chen (Fudan University, China) 
 
GS18-5 Gesture clustering and imitative behavior generation for partner robots 
      Y. Nojima (Osaka Prefecture University, Japan) 
      N. Kubota (Tokyo Metropolitan University, Japan) 
      F. Kojima (Kobe University, Japan) 
  
 
12:30~13:50 IS1 Soft Robotics 
Chair: T. Yamamoto (University of Ryukyus, Japan) 
Co-Chair: H. Kinjo (University of Ryukyus, Japan) 
 
IS1-1 Improvement of the real-coded genetic algorithms for optimization problems 
      H. Kinjo, H. Nakanishi, T. Yamamoto (University of the Ryukyus, Japan) 

D.S. Chau (Hanoi Agricultural University, Vietnam) 
 
IS1-2 Enhanced performance for multi- variable optimization problems by use of GAs with 

 recessive gene structure 
      E. Muhando, H. Kinjo, T. Yamamoto (University of the Ryukyus, Japan) 
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IS1-3 Identification of time series signals using dynamical neural network with GA-based 
 training 

      K. Nakazono (University of the Ryukyus, Japan) 
      K. Ohnishi (Keio University, Japan) 
      H. Kinjo, (University of the Ryukyus, Japan) 
 
IS1-4 Spontaneous speciation by GA for division of labor in two-agent systems 
      N. Oshiro, K. Kurata, T. Yamamoto (University of the Ryukyus, Japan) 
 
14:00~15:20 GS19 Mobile Vehicles-Ⅱ 
Chair: K. Sugawara (Tohoku Gakuin University, Japan) 
 
GS19-1 How to make a mobile robot move more reliably? 
      J. Wang, M. Sugisaka (Oita University, Japan) 
 
GS19-2 PID orbit motion controller for indoor blimp robot 
      H. Kadota, H. Kawamura, M. Yamamoto (Hokkaido University, Japan) 
      T. Takaya (RICOH SYSTEM KAIHATU COMPANY, LTD.) 
      A. Ohuchi (Hokkaido University, Japan) 
 
GS19-3 Automated moving objects detection with an on-board camera for avoidance of 

 car accident 
      S. Sunahara, Y. Tsuboi, O. Ono (Meiji University, Japan) 
 
GS19-4 Improving odometry accuracy for a car using tire radii measurements 
      H.C. Lee, C.S. Kim, K-S Hong, M.H. Lee (Pusan National University, Japan) 
 
15:20~17:40 GS1 Artificial Intelligence 
Chair: P. Sapaty (Aizu University, Japan) 
 
GS1-1 Learning algorithms and uncertain variables in knowledge-based pattern recognition 
      Z. Bunicki (Wroclaw University, Poland) 
 
GS1-2 Association rule mining using genetic network programming 
      K. Shimada, K. Hirasawa, T. Furutsuki (Waseda University, Japan) 
 
GS1-3 Evolution of metaparameters for efficient real time learning 
      G.. Capi (Fukuoka Institute of Technology, Japan) 
      M. Yokota (Fukuoka Institute of Technology, Japan) 
      K. Doya (CREST, Japan Science and Technology Agency, Japan) 
 
GS1-4 A reinforcement learning scheme of adaptive flocking behavior 
      M. Tomimasu, H. Nishimura, K. Morihiro, T. Isokawa, N. Matsui (University of Hyogo, 

Japan) 
 
GS1-5 Learning control of manipulator with a free joint 
      T. Goto, H. Lee (Tohoku University, Japan) 
      K. Abe (Tohoku University, Japan) 
      H. Kamaya (Hachinohe National College of Technology, Japan) 
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GS1-6 Evolutionary simulations based on a robotic approach to emotion 
      T. Kato, T. Arita (Nagoya University, Japan) 
 
GS1-7 Models of individuals for constructive approach of dynamic view of language and society 
      T. Hashimoto, T. Sato, A. Masumi (Japan Advanced Institute of Science and Technology, 

Japan) 
 
Room B 
 
8:40~10:20 GS4 Artificial Living 
Chair: T. Arita (Nagoya University, Japan) 
 
GS4-1 Interactive musical editing system for supporting human error and offering personal 

 preferences for an automatic piano-preference database for crescendo and decrescendo- 
      E. Hayashi, Y. Takamatsu (Kyushu Institute of Technology, Japan) 
 
GS4-2 The role of population structure in language evolution 
      Y. Lee, T.C. Collier, E.P. Stabler, C.E. Taylor (University of California, Los Angeles, 

U.S.A.) 
 
GS4-3 Truth table language for generating self-replicating systems 
      H. Harada, Y. Toquenaga (Tsukuba University, Japan) 
 
GS4-4 Effectiveness of emerged pheromone communication in an ant foraging model 
      Y. Nakamichi, T. Arita (Nagoya University, Japan) 
 
GS4-5 Foraging behavior of ant-like Robots with virtual pheromone 
      K. Sugawara, T. Kazama (Tohoku Gakuin University, Japan) 
 
12:30~13:50 GS9 Evolutionary Computations-I 
Chair: K. Uosaki (Osaka University, Japan) 
 
GS9-1 DNA computing approach to evolutional reasoning algorithm by using restriction 

Enzyme 
      Y. Tsuboi, I. Zuwairie, O. Ono (Meiji University, Japan) 
 
GS9-2 A model for coevolution 
      K. Makino (Tokyo Institute of Technology, Japan) 
      K. Nakano (Tokyo University of Technology, Japan) 
 
GS9-3 Simultaneous state and parameter estimation of nonlinear models by evolution 

strategies based particle filters 
      K. Uosaki, T. Hatanaka (Osaka University, Japan) 
 
GS9-4 Evaluating a solution of tour planning problem based on the partially exhaustive 

exploration Monte Carlo method 
      M. Onodera, H. Kawamura, A. Ohuchi (Hokkaido University, Japan) 
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14:00~15:40 GS10 Evolutionary Computations-Ⅱ 
Chair: H. Kawamura (Hokkaido University, Japan) 
 
GS10-1 A comprehensive evaluation of the methods for evolving a cooperative team 
      Y. Suzuki, T. Arita (Graduate School of Information Science, Nagoya University) 

 
GS10-2 A fast algorithm in finding communities of book network 
      S. Wang, C. Zhang (Tsinghua University, China) 
 
GS10-3 Autonomous evolutionary machine vision systems 
      J.H. Johnson, V. Rose (Open University, United Kingdom) 
 
GS10-4 Real-time adaptive maintenance for performance improvement on daily-use computer 
      S. Hirose, S.Yoshii (Hokkaido University, Japan) 
 
GS10-5 Swarm search for fast face detection with neural networks 
      X. Fan, M. Sugisaka (Oita University, Japan) 
 
15:40 ~18:00 GS25 Image Processing 
Chair: S. Ishikawa (Kyushu Institute of Technology, Japan) 
 
GS25-1 An optimal capturing trajectory planning for a moving object 
      B-S. Choi, J-M. Lee (Pusan National University, Korea) 
 
GS25-2 Proposing a passive biometric system for robotic vision 
      M.M. Rahman, S. Ishikawa (Kyushu Institute of Technology, Japan) 
 
GS25-3 Human motion recovery by mobile stereoscopic cameras 
      J.K. Tan, I. Yamaguchi, S. Ishikawa (Kyushu Institute of Technology, Japan)  
      T. Naito, M. Yokota (Kyushu Dental College, Japan) 
 
GS25-4 A high-speed human motion recovery based on back projection 
      M. Uchinoumi, J.K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan) 
      T. Naito, M. Yokota (Kyushu Dental College, Japan) 
 
GS25-5 Auto-correlation probabilistic relaxation matching method 
      X. Wang (The University of Tokushima, Japan) 
      M. Sugisaka (Oita University, Japan) 
      J. Wang (Hebei University of Science & Technology, China) 
 
GS25-6 Segmentation and object recognition for robot bin picking systems 
      R. Nagarajan, (Universiti Malaysia Sabah, Malaysia) 
      Y. Sazali (Northern Malaysia University College of Engineering, Malaysia) 
      P. Pandiyan (Universiti Malaysia Sabah, Malaysia) 
      C. R. Hema (Universiti Malaysia Sabah, Malaysia) 
      A. Shamsudin (Universiti Teknologi Malaysia, Malaysia) 
      K. Marzuki (Universiti Teknologi Malaysia, Malaysia) 
      M. Rizon (Northern Malaysia University College of Engineering, Malaysia) 
 
GS25-7 Stereo camera based artificial vision for blind through hearing 
      G. Balakrishnan, G. Sainarayanan, R. Nagarajan (Universiti Malaysia Sabah, Malaysia) 
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      Y. Sazali, M. Rizon (Northern Malaysia University College of Engineering, Malaysia) 
Room C 
 
8:40~10:20 GS20 Neural Networks-Ⅰ 
Chair: A.Buller (ATR Network Infomatics Laboratories, Japan) 
 
GS20-1 Improving the tuning capability of the adjusting neural network 
      Y. Sugita (Hitachi,Ltd. Hitachi Research Laboratory, Japan) 
      K. Hirasawa (Waseda University, Japan) 
 
GS20-2 Fault diagnosis for electro-mechanical control system by neural networks 
      T. Torigoe, M. Konishi, J.Imai, T. Nishi (Okayama University, Japan) 
 
GS20-3 Image processing for GIS applications supported by the use of artificial neural 

networks 
      T. Kubik, W. Paluszynski (Wroclaw University of Technology, Poland) 
      A. Iwaniak, P. Tymkow (Agricultural University of Wroclaw, Poland) 
   
GS20-4 A supervised learning rule adjusting input-output pulse timing for pulsed neural 

 network   
      M. Motoki, S. Koakutsu, H. Hirata (Chiba University, Japan) 
 
GS20-5 Remarks on tracking method of neural network weight change for learning type neural 

network direct controller 
      T. Yamada (Ibaraki University) 
 
12:30~13:50 IS10 Artificial Human and Agents: Social Interaction and 
Organization (1) 
Chair: K. Shimohara (Kyoto University, ATR Network Laboratories, Japan) 
Co-Chair: H. Fujii 
 
IS10-1 Sociable and affective artificial cohabitant 
      N. Matsumoto and A. Tokosumi (Tokyo Institute of Technology, Japan) 

 
IS10-2 Child-robot interaction mediated by building blocks: From field observation in 

a public space 
      M. Goan, H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan) 
 
IS10-3 Social influence of overheard communication by life-like agents to a user 
      S.V. Suzuki (DCISS, IGSSE, Tokyo Institute of Technology, Japan) 
      S. Yamada (National Institute of Informatics, Japan) 
 
IS10-4 Do complementarities exist in agent interactions? 
      M. Lee, M. Goan, M. Okada (ATR Network Informatics Laboratories, Japan) 
 
14:00~15:20 IS11 Artificial Human and Agents: Social Interaction and 
Organization (2) 
Chair: K. Shimohara (Kyoto University, ATR Network Laboratories, Japan) 
Co-Chair: M. Goan (ATR Network Informatics Laboratories, Japan) 
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IS11-1 Multi user learning agent based on social interaction 
      D. Katagami, H. Ohmura, Y. Yasumura, K. Nitta (CISS, IGSSE, Tokyo Institute of 

Technology, Japan) 
 
IS11-2 Can robots get "membership" through social interaction? 
      H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan) 
 
IS11-3 Minimal design for human-agent communication 
      N. Matsumoto, H. Fujii, M. Okada (ATR Network Informatics Laboratories, Japan) 
 
IS11-4 Development of a speech-driven embodied laser pointer with a visualized response 

equivalent to nodding 
      H. Nagai, T. Watanabe, M. Yamamoto (Okayama Prefectural University, Japan) 
 
15:20 ~16:40 GS13 Genetic Algorithms-Ⅱ 
Chair: J. Johnson (Open University, UK) 
 
GS13-1 Data mining using genetic network programming 
      T. Fukuda, K. Shimada, K. Hirasawa, T.Furuzuki (Waseda University, Japan) 
 
GS13-2 Performance comparison between fuzzy rules and interval rules in rule-base 

classification systems 
      S. Namba, Y. Nojima, H. Ishibuchi (Osaka Prefecture University, Japan) 
 
GS13-3 Design of an augmented automatic choosing control with the weighted automatic 

 choosing functions using Hamiltonian and genetic algorithm 
      T. Nawata (Kumamoto National College of Technology, Japan) 
      H. Takata (Kagoshima University, Japan) 
  
GS13-4 Evolution and niche construction in NKES fitness landscape 
      R. Suzuki, T. Arita (Nagoya University, Japan) 
 
16:40 ~17:40 IS12 Bio Medical Field 
Chair: T. Ishimatsu (Nagasaki University, Japan) 
 
IS12-1 Development of pointing device to use vision for people with disability 
      M. Kubo, M. Tanaka, S. Moromugi, Y. Shimomoto, Y. Ohgiya, T. Ishimatsu (Nagasaki 

University, Japan) 
 

IS12-2 Monitoring system of body movements for bedridden elderly 
      R-S. Dong, M. Tanaka, M. Ushijima, T. Ishimatsu (Nagasaki University, Japan) 
 
IS12-3 Development of a training machine for elderly people with muscle activity sensor 
      S-J. Yoon, S-H. Kim, M. Tanaka, S. Moromugi, Y. Ohgiya, N. Matsuzaka, T. Ishimatsu 

(Nagasaki University, Japan) 
 
 
February 6 (Sunday) 
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8:00~ Registration 
 
Room A 
 
8:40~10:20 IS9 Robot Control and Application 
Chair: S.H. Han (Kyungnam University, Korea) 
 
IS9-1 Real time implementation of visual servoing control for SCARA robot with eight joints 
      D-Y. Jung, H-R. Kim, S-H. Han (Kyungnam University, Korea) 

 
IS9-2 Tolerance of permanent magnet Biased bidirectional magnetic bearings and its robotic 

application 
      Y- T. Kim, U-J. Na (Kyungnam University, Korea) 
 
IS9-3 Detecting method of friction force on linear actuators of a parallel manipulator based on 

 the gravitational force 
      H-B. Shin, S-H. Lee (Kyungnam University, Korea) 
 
IS9-4 Real time control of feature based visual tracking for dual-arm robot 
      J-S. Kim, H-R. Kim, S-H. Han (Kyungnam University, Korea) 
 
IS9-5 Calibration and control experiments on redundant legs of a Stewart platform based 

machine tool 
      W-S. Lee, H-S. Kim (Kyungnam University, Korea) 
 
10:40~12:20 IS7 Biomimetic Machines and Robots 
Chair: K. Watanabe (Saga University, Japan) 
Co-Chair: K. Izumi (Saga University, Japan) 
 
IS7-1 A view-based navigation system for autonomous robots 
      C. Pathirana, K. Watanabe, K. Izumi (Saga University, Japan) 

 
IS7-2 Intelligent vision system for dynamic environments 

C. Pathirana, K. Watanabe, K. Izumi (Saga University, Japan) 
A. Hewawasam, L. Udawatta (University of Moratuwa, Sri Lanka) 

  
IS7-3 Human interaction with binocular vision robots in ubiquitous environment 
      J.C. Balasuriya, K. Watanabe, K. Izumi (Saga University, Japan) 
 
IS7-4 Fuzzy coach player method with shared environmental data 
      K. Izumi, K. Watanabe, Y. Tamano, A. Oshima (Saga University, Japan) 
 
IS7-5 Cost function analysis of optimizing fuzzy energy regions in control of underactuated 

manipulators 
      K. Izumi, K. Ichida, K. Watanabe, (Saga University, Japan) 
 
13:20~15:00 IS6 Hyper Human Technology 
Chair: M. Kaneko (Hiroshima University, Japan) 
 
IS6-1 Dynamic preshaping based design of capturing robot driven by wire 
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      S. Nishio, M. Higashimori, M. Kaneko (Hiroshima University, Japan) 
 
IS6-2 Design of tracing type jumping robots 
      M. Harada, M. Higashimori, I. Ishii, M. Kaneko (Hiroshima University, Japan) 
 
IS6-3 Development of a laparoscopic surgery training system and preliminary experiments 
      H. Masugami, T. Kawahara, H. Egi, M. Yoshimitsu, M. Okajima, M. Kaneko (Hiroshima 

University, Japan) 
 
IS6-4 Toward a real time force measurement by vision 
      T. Mizoi, I. Ishii, M. Kaneko (Hiroshima University, Japan) 
 
IS6-5 Non-contact impedance sensing 
      T. Kawahara, K. Tokuda, M. Kaneko (Hiroshima University, Japan) 
 
15:00~16:20 GS8 Computer Graphics 
Chair: M.Yokota (Fukuoka Institute of Technology, Japan) 
 
GS8-1 Optimization of camera positions for taking all indoor sceneries by GA 
      Y. Tominari, T. Nakagawa, K. Yamamori, I. Yoshihara (University of Miyazaki, Japan) 
      H. Takeda (Office of Strategic Planning Systems Development Laboratory Hitachi,Ltd.) 
 
GS8-2 Real time structure preserving image noise reduction for computer 

vision on embedded platforms  
      W. Nistico, U. Schwiegelshohn, M. Hebbel, I. Dahm (University of Dortmund, 

Germany) 
 
GS8-3 Model-less visual servoing using modified simplex optimization 
      H. Inooka, K. Hashimoto (Tohoku University, Japan) 
      J. Gangloff, M. de Mathelin (Louis Pasteur Strasbourg University, France) 
      K. Miura (Tohoku University, Japan) 
 
GS8-4 Impulsive noise reduction using M-transform and wavelet with applications to AFM 

signals 
      H. Harada, S.K. Jeon, H. Kashiwagi (Kumamoto University, Japan) 
 
Room B 
 
8:40~10:20 IS2 Computer Vision and Mobile Robot 
Chair: M. Kono (University of Miyazaki, Japan) 
Co-Chair: M. Yokomichi (University of Miyazaki, Japan) 
 
IS2-1 Indication of object spatial position by finger pointing 
      M. Hirasawa, M. Oshima (Tokyo University of Marine Science and Technology, Japan) 
 
IS2-2 Accepting powers of four-dimensional alternating turing machines with only 

 universal states 
      Y. Nakama, M. Sakamoto, M. Saito, S. Taniguchi, (University of Miyazaki, Japan) 
      T. Ito (Ube Natinal College of Technology, Japan) 
      K. Inoue (Yamaguchi University, Japan) 
      H. Furutani S. Katayama (University of Miyazaki, Japan) 
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IS2-3 Some properties of four-dimensional multicounter automata 
      M. Saito, M. Sakamoto, Y. Nakama (University of Miyazaki, Japan) 
      T. Ito (Ube Natinal College of Technology, Japan)  
      K. Inoue (Yamaguchi University, Japan) 
      H. Furutani1, S. Katayama (University of Miyazaki, Japan)
 
IS2-4 Simulation study for intelligent wheelchair vehicle with ultrasonic and infrared sensors 
      K. Kamimura, T. Kai, M. Yokomichi (University of Miyazaki, Japan) 
      T. Kitazoe (The Inter National University of Kagoshima, Japan) 
 
IS2-5 Object recognition using a self-organizing map for an autonomous mobile robot 
      M. Tabuse, H. Kaneko (Kyoto Prefectural University, Japan) 
 
10:40~12:20 GS2 Artificial Life-Ⅰ 
Chair: M. Osano (Aizu University, Japan) 
 
GS2-1 Grasping the distributed entirety 
      P. Sapaty (National Academy of Science, Ukraine) 
      M. Sugisaka (Oita University, Japan) 
      N. Mirenkov, M. Osano (University of Aizu) 
      R. Finkelstein (Robotic Technology Inc., U.S.A) 
 
GS2-2 Motion control of biped robot bending the knees 
      K. Umezaki, M. Sugisaka (Oita University, Japan) 
 
GS2-3 Acquisition of common symbols with development of cooperative behaviors 
      Y. Hashizume, J. Nishii ( Yamaguchi University, Japan) 
 
GS2-4 A hierarchical learning model for basic locomotor patterns 
      T. Hioki, J. Nishii ( Yamaguchi University, Japan) 

 
GS2-5 Artificial life-based search technique on the solution of singular configurations 

concerning screw parameters in helicoidal robots 
      I. Juarez-Campos ( Universidad Michoacana, Mexico) 
 
13:20~15:00 GS3 Artificial Life-Ⅱ 
Chair: N. Mirenkov (Aizu University, Japan) 
 
GS3-1 Human-following robot using the particle filter in ISpace with distributed vision 

senosrs  
      T-S. Jin, K. Morioka, H. Hashimoto (University of Tokyo, Japan) 

  
GS3-2 On vector autoregressive model for action of human arm’s 
      K. Tomizawa (Tokyo Denki University, Japan), K. Oura (Kokushikan University, Japan) 

I. Hanazaki (Tokyo Denki University, Japan)   
 
GS3-3 Outwit game -- a dynamical systems game for market dynamics 
      M. Konno, T. Hashimoto (Advanced Institute of Science and Technology (JAIST), 

Japan)  
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GS3-4 Artificial ecosystem on the resource-conservative tierra structure 
      S. Matsuzaki (Aizu University, Japan) 
      H. Suzuki (ATR Human Information Science Labs., Japan) 
      M. Osano (Aizu University, Japan) 
 
GS3-5 Rule ecology dynamics for studying dynamical and interactional nature of social 

institutions 
      T. Hashimoto (Japan Advanced Institute of Science and Technology, Japan) 
      M. Nishibe (Hokkaido University, Japan) 
 
15:00~16:20 IS3 Intelligent Pattern Classification 
Chair: S. Omatu (Osaka Prefecture University, Japan) 
 
IS3-1 Image compression for bill money by neural networks 
      S. Omatu, K. Kibi (Osaka Prefecture University, Japan) 
      M. Teranishi (Nara University of Education, Japan) 
      T. Kosaka (Glory Ltd, Japan) 
 
IS3-2 Intelligent classification of bill money 
      S. Omatu (Osaka Prefecture University, Japan) 
      T. Kosaka (Glory Ltd., Japan) 
 
IS3-3 An image segmentation method using the histograms and the human characteristics of 

 HSI color space for a scene image 
      S. Ito, M. Yoshioka, S. Omatu (Osaka Prefecture University, Japan) 
      K. Kita, K. Kugo ( Noritsu Koki Co. Ltd., Japan) 
 
IS3-4 An image recognition method by rough classification for a scene image 
      S. Ito, M. Yoshioka, S. Omatu (Osaka Prefecture University, Japan) 
      K. Kita, K. Kugo (Noritsu Koki Co. Ltd., Japan) 
 
Room C 
 
8:40~10:20 GS22 Robotics-Ⅰ 
Chair: K. Nakano (The University of Electro-communications, Japan) 
 
GS22-1 Development of the autonomous driving personal robot “The visual processing system 

 for autonomous driving” 
      T. Umeno, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
GS22-2 Development of a system for self-driving by an autonomous robot 
      E. Hayashi, K. Ikeda (Kyushu Institute of Techonology, Japan) 

 
GS22-3 Research about ZMP of biped walking robot 
      K. Imamura, M. Sugisaka (Oita University, JAPAN) 
 
GS22-4 Verification of trajectory generation of bipedal walking robot 
      N. Masuda, M. Sugisaka (Oita University, Japan) 
 
GS22-5 Run control of the mobile robot using visual information 
      T. Hashizume, M. Sugisaka (Oita University, Japan) 
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10:40~12:00 GS23 Robotics-Ⅱ 
Chair: J.M. Lee (Pusan National University, Korea) 
 
GS23-1 Digital RAC for underwater vehicle-manipulator systems considering singular 

configuration 
      S. Sagara, M. Tamura, T. Yatoh, K. Shibuya (Kyushu Institute of Technology, Japan) 
 
GS23-2 Modeling of pneunatic artificial muscle actuator 
      H. Zhao, M. Sugisaka (Oita University, Japan) 
     D. Yu (Zhengzhou University, China) 
 
GS23-3 Secure cooperation in a distributed robot system using active RFIDs 
      M. Obayashi (Tokyo Metropolitan Industrial Technology Research Institute, Japan) 
      H. Nishiyama, F. Mizoguchi (Tokyo University of Science, Japan) 
 
GS23-4 A soccer robot control design based on the immune system 
      J. Ito, K. Sakurama, K. Nakano (The University of Electro-Communications, Japan) 
 
13:20~15:20 GS24 Robotics-Ⅲ 
Chair: S. Sagara (Kyushu Institute of Techonology, Japan) 
 
GS24-1 Robot’s behavior driven by internal tensions regulated by pulsed para-neural networks 
      J. Li, (University of Science and Technology, China) 
      A. Buller, J. Liu (ATR Network Informatics Labs., Japan) 
 
GS24-2 Robotic-control blocks (RCB) for research and education 
      A. Stefanski, A. Buller (ATR Network Informatics Labs., Japan) 
 
GS24-3 Human-robot communication through a mind model based on the mental image 

Directed Semantic Theory 
      M. Yokota (Fukuoka Institute of Technology, Japan) 
      M. Shiraishi (Fukuoka University of Education, Japan) 
      G. Capi (Fukuoka Institute of Technology, Japan) 
 
GS24-4 The case for radical epigenetic robotics 
      A.I. Kovacs, H. Ueno (The Graduate University for Advanced Studies, National Institute 

of Informatics, Japan) 
 
GS24-5 Development of a robotic surgical manipulator for minimally invasive surgery system 
      H-S. Song, J-H. Jung, Jung Ju. Lee (Korea Advanced Institute of Science and 

Technology, Korea) 
 

GS24-6 Identification of nonlinear mechatronic servo motor system having backlash 
      Y. Toyozawa (FANUC Corp., Japan) 
      H. Harada, H. Kashiwagi (Kumamoto University, Japan) 
 
15:20~16:20 GS16 Micro-Robot World Cup-Soccer Tournament 
Chair: J. Nishii (Yamaguchi University, Japan)  
 
GS16-1 Cooperative behavior acquisition for multiple autonomous mobile robots 
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      K.Nakano, M. Obayashi, K. Kobayashi, T. Kuremoto (Yamaguchi University, Japan) 
 
GS16-2 Multi-agent learning mechanism based on diversity of rules: from the view point of 

LCS 
      H.Inoue (Kyoto University, ATR Network Informatics Laboratories, Japan) 
      Y.L. Suematsu (Kyoto University, ATR Network Informatics Laboratories, Japan) 
      K. Takadama (Science, Tokyo Institute of Technology ATR Network Informatics 

Laboratories, Japan)  
      K. Shimohara (Kyoto University, ATR Network Informatics Laboratories Japan) 
      O. Katai (Kyoto University, Japan) 
 
GS16-3 Gradual emergence of communication in multi-agent environment 
      S. Tensho(Nara Institute of Science and Technology, Japan) 
      S. Maekawa (National Institute of Information and Communications Technology, Japan) 
      J. Yoshimoto (Okinawa Institute of Science and Technology, Japan) 
      T. Shibata, S. Ishii (Nara Institute of Science and Technology, Japan) 
 

©ISAROB 2005                     P－30



Complexity Modelling and its Applications

Kazuyuki Aihara

Institute of Industrial Science, University of Tokyo

4-6-1 Komaba, Meguro-ku, Tokyo153-8505, Japan

and

Aihara Complexity Modelling Project, ERATO, JST

45-18 Oyama-cho, Shibuya-ku, Tokyo 151-0065, Japan

aihara@sat.t.u-tokyo.ac.jp

Abstract

In this plenary talk, I review our study on creat-
ing an artificial brain with chaotic dynamics and its
possible applications.

keywords: Complexity, Chaos, Mathematical Mod-
elling, Neural Networks, Combinatorial Optimization

Recent progress in nonlinear systems analysis has
made possible mathematical modelling of complex
phenomena not only in natural systems but also in
engineering systems [1, 2]. Among various complex
systems in this real world, the brain is a typical ex-
ample of a complex system with much complexity and
many superior functions. In this plenary talk, I review
our study on creating an artificial brain with chaotic
dynamics, or a chaotic brain [3].

Biological neurons are highly nonlinear and dynam-
ical devices. For example, we can observe chaotic
responses and different bifurcations in nonlinear dy-
namics of nerve membranes both experimentally with
squid giant axons and numerically with nerve equa-
tions [4]. The chaotic properties of nerve membranes
have provided a clue of making a chaotic brain com-
posed of chaotic neural networks with spatio-temporal
chaos, which are derived based on the experimentally
observed neuronal chaos and described by coupled bi-
modal maps [5]. Moreover, the chaotic brain has
possible applications to biologically inspired compu-
tation like combinatorial optimization such as travel-
ing salesman problems and quadratic assignment prob-
lems [6, 7] and hardware implementation with analog
electronic circuits [8, 9].

Finally, I discuss importance of several bifaces in
modelling complex systems, namely generality / uni-
versality & individuality / specialty, abstracted & de-
tailed, and stability & instability.
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Abstract 

 
This paper recalls the critical developments of three 
exceptional individuals in the fields of nonlinear analysis, 
systems modeling, computational solution of initial value 
problems, system identification and optimal control. 
 
1   Introduction 
 
This paper was suggested by Masanori Sugisaka who 
initiated the AROB symposia ten years ago and who 
attributes their success to the inspiration and 
contributions of three giants: Sueo Ueno, Robert Kalaba, 
and Richard Bellman. They are special for their great 
talents, productivity and personalities. I am privileged to 
have worked with them since the early 1960s. 
 
2   Decades of Research 
 
My relationship with these three giants of modern 
analysis and computing is very special to me. It goes 
back to the early days of the Rand Corporation, the 
quasi-governmental think tank in Santa Monica. In the 
decade of the 1950s, after their World War II efforts had 
ceased, many of the top scientists from Los Alamos 
National Laboratories joined the exciting new work at 
Rand.  
 
John von Neumann developed the general-purpose 
digital computer (as opposed to special purpose military 
computers) in the basement and it was fondly called the 
Johnniac. Programmers used machine language to code 
paper tapes. The field of computer science had yet to be 
named, and the mathematicians using these computers 
called themselves numerical analysts. 
 
When I joined Rand in 1961, IBM had introduced their 
mainframe computers and I learned Fortran by reading 
the manual written by McCracken. Fresh out of graduate 
school with a masters degree in physics, I had been hired 
to assist Bob Kalaba and Dick Bellman in their 
computational experiments.  
 

Dick Bellman had already introduced the principle of 
optimality and the concept of dynamic programming for 
nonlinear optimization problems. Some numerical 
examples had been worked out and more computations 
were needed. Dynamic programming, I learned during 
my later years, applies to life as well as manmade 
systems 
 
Bob Kalaba had created the technique called 
quasilinearization to solve nonlinear two-point boundary 
value problems, such as those that arise when solving 
Euler equations from the calculus of variations. One of 
the first problems that we attacked together was that of 
orbit determination. Remember this was going on during 
the early days of the space program. We formulated the 
problem of estimating the orbit of a moving body whose 
angular position has been observed at various instants of 
time. In other words, a complete set of initial conditions 
would be sought such that the theoretical orbit explained 
the observations in a least squares sense. This is a 
multipoint boundary value problem.  
 
We extended Bob’s quasilinearization to handle the 
multiple conditions. We were delighted to see that 
solutions converged quadratically and we could 
determine the missing initial conditions even when the 
initial estimates were rather crude. We also introduced 
noise into the measurements and it still worked. Then we 
tried estimating the unknown mass of the moving object, 
letting its dynamical equation be that the time derivative 
of mass is zero and requiring that its initial condition be 
determined along with the other initial conditions for the 
equations of motion. This experiment was successful 
also. The results were published in the Proceedings of 
the National Academy of Sciences, and there were many, 
many requests from aerospace companies for reprints of 
this paper. 
 
A couple of years later, Sueo Ueno from Kyoto 
University arrived at Rand. This distinguished 
astrophysicist had been in correspondence with Dick 
Bellman for a number of years. Dick wanted to learn 
more about the multiple scattering of radiation through 
slabs of finite thickness. Dick saw that there was a 
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resemblance with the problems of neutron transport 
which he had dealt with at Los Alamos with Milt Wing 
using the new method of invariant imbedding. But the 
physical aspects seemed more complex. He wanted Prof. 
Ueno to spend some time at Rand so they could apply 
invariant imbedding to radiative transfer. 
 
Prof. Ueno, during these correspondences, was spending 
a year with Jacqueline Lenoble and other French 
scientists in Paris, with side trips to visit Ida Busbridge in 
Cambridge, Ambarzumian in Leningrad, and Sobolev in 
Moscow. Then he had to return to Kyoto University for 
another year before he could go abroad again. Thus it 
was that he arrived in Santa Monica after I had been 
there for a while. 
 
Prof. Ueno taught us the physical principles of multiple 
scattering so that we could “count photons” for invariant 
imbedding and derive initial value problems for the 
Riccati equations of reflection functions. We, or rather it 
was I, who wrote the Fortran programs for large systems 
of ordinary differential equations with initial conditions. 
When we integrated these equations using fourth-order 
Runge-Kutta, the solutions agreed with those previously 
published for very thin or very thick slabs. Furthermore, 
we obtained solutions for all thicknesses between zero 
and effectively infinity. We saw reflection functions that 
no one else had seen before! 
 
This research program in which I was involved led to 
Prof. Ueno becoming my advisor for the doctoral degree 
in uchu butsuri in the Department of Astrophysics of 
Kyoto University. In particular I investigated and 
demonstrated various techniques for solving inverse 
problems of atmospheric physics as system identification 
problems. 
 
While the approach of invariant imbedding  was 
regarded by Bob and Dick as dynamic programming 
without the optimization, it led to a nonlinear filter, a 
powerful extension of the Kalman filter. This filter was 
developed in collaboration with R. Sridhar, and further 
developed by M. Sugisaka. Indeed, Prof. Sugisaka was 
introduced to this nonlinear filter by Sueo Ueno, and that 
is how we came to meet each other and how I spent three 
delightful months in his department at Oita University in 
the fall of 1995. 
 
In subsequent years, I had the opportunity to spend time 
on various occasions with Prof. Ueno and learn about his 
life and his work. By this time, he had retired from 
Kyoto University and Kanazawa Institute of Technology, 
and he was head of information systems at Kyoto 
Computer Gakuin. We produced the Springer book on 
terrestrial radiative transfer with Alan Wang. I compiled 
Prof. Ueno’s collected works and deposited them in the 

new library of Kyoto University where they are available 
for researchers and students alike. Prof. Ueno lives 
quietly in Yokohama. 
 
In the late sixties both Dick and Bob left Rand to become 
professors at the University of Southern California. Dick, 
who established a program in biomathematics, passed 
away in 1984.  
 
Robert Kalaba held a joint appointment at the University 
of Southern California in the departments of economics 
and biomedical engineering. There, he prepared a new 
generation of students and was well-loved by students 
and staff alike. Bob passed away at the end of September, 
2004. Dr. Yueyue Fan, the last of Bob’s doctoral 
students, and I are in the process of organizing Bob’s 
papers so that a library can be established in his memory 
at USC. 
 
3   Summary 
 
Richard Bellman, Robert Kalaba, and Sueo Ueno – to 
these pioneers we owe great thanks. And I thank you for 
your interest in continuing these explorations. 
 
4.   Bibliography 
 
Richard E. Bellman: see Memorial Tributes, National 
Academy of Engineering, Vol. 3, pp 22-29, 1989, and 
The Bellman Continuum, Robert S. Roth (ed.), World 
Scientific Pub. Co., 1986. 
 
Robert E. Kalaba: see the special issue, Applied 
Mathematics and Computation, Vol. 45, n. 2, 
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Sueo Ueno: see the special issue, Applied Mathematics 
and Computation, Vol. 116, n. 1-2, November 2000, and 
Terrestrial Radiative Transfer: Modeling, Computation, 
and Data Analysis, H. H. Natsuyama, S. Ueno, A.P. 
Wang, Springer-Verlag Telos, 1998. 
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UABSTRACT U  In this paper authors show some heuristic thinking first, and then 
proposed an engineering definition of artificial intelligence in artificial brain that is 
the abilities to obtain knowledge, to use knowledge and to operate knowledge. There 
are still two open important problems: one is the expression of knowledge for this 
goal and the other is how to construct the integration up operation and detailed down 
operation. 
 
UKeywords: U Artificial Intelligence, Creating intelligence, Knowledge, cognition, 
Evolution of intelligence. 

 

I. Introduction 
Animal Brain’s basic function is to process 

the information received from the sensing 
organs build in the body. That means it could 
process the visual sensing information, auditory 
sensing information and others simultaneously, 
which include tactual, gustatory and olfactory 
information. However, the observations results 
from the wolf boy told us that although the wolf 
boy has human’s sensing organs and human’s 
brain, but he has only the intelligence level of 
wolf. The reason is that his “mother” is a wolf 
but not human’s mother. His ability to cognize 
the world surrounded him is kept in the level of 
wolf. So, the appearance of intelligence is not 
only depends on the physical device—Brain, but 
also mother’s teaching and communication with 
the “society” surrounded him.  

 
If we want to create a machine which 

possesses certain intelligence, the machine has 
to have two functions, one is to cognize the 
outer world by perceptron equipped on its 
“body”, the other is to accept the teaching and 
communication from “mother” (or “teacher") 
and the other members in the “society” 
surrounded it. In animal world mammal mother 
teaches their child how to find food and avoid 
enemy by her body language and very simple 
primitive natural language (different voice).  

 
Usually, the results of cognition are the 

understanding outer world. It must be expressed 

as memory of something, this king memory is 
different from the process in computer. For 
biological individuals, usually the memory in 
brain is a gradual process to accept and strength 
a cognized result. Once it is be memorized and 
understood, it is formed a scheme in which 
possesses certain structure.  The knowledge we 
talked in this paper can be expressed as a 
relation of several schemes, and this relation is 
with fixed pattern. So far, we did not see this 
kind of knowledge warehouse. If we want to 
implement a true artificial intelligence based on 
knowledge using some equipments and machine 
or computer, machinery cognition must be 
needed. Following this introduction we will 
explain and describe more deep thinking.    

 
 

II. Emerge multiple 
-modal information TP

1
PT 

 
Now many achievements about computer 

vision and computer hearing appeared and new 
equipments related them have been developed 
very fast. The problem is how to emerge this 
kind of information as the result of machinery 
cognition.  

 
2.1 Scheme 
 
General speaking, the computer vision and 

                                                        
TP

1
PT This work is supported by Chinese Natural Science 

Foundation, Number # 60275016 
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hearing are different type of information, vision 
is image information and hearing is sonic 
information, processing methods of them are 
different. When mother shoes baby an apple in 
her hand it give baby a impression that consist 
of a moving pictures and mother’s voice or 
language, baby memories the both components 
together simultaneously in his/her brain, though 
they are input from different path. This 
impression is on a concrete subject or thing with 
their attributes, sometimes the impression is on 
an action with dynamic atributtes. We say all 
these presentative impressions as a scheme, they 
are the basic components of memories. 

 
To express a scheme in computer we need a 

unit, in which store a presentative impression 
which may be a subject image plus a noun 
sound, or an action moving picture plus a verb 
sound. Of course, for real biological individual 
this unit (the scheme) not only includes visional 
and hearing information, but also includes 
tactual, gustatory and olfactory information. 
However, to implement machinery cognition we 
limit our attention into the computer vision and 
computer hearing. Once we build up this kind of 
unit in computer we should build up the 
relations between units and to form knowledge.      
 

 
2.2 From scheme to knowledge 

 
Scheme is essentially some primitive 

knowledge due to it has incomplete structure of 
knowledge comparison with human knowledge 
structure, even if for a human child. Scheme is 
only a fragment of knowledge discussed in this 
paper and it is not the final result of cognition. 
In this paper we try to discuss the knowledge 
with certain structure and similar to human’s 
knowledge, or the evolutionary configuration of 
knowledge. In fact, we could observe the 
process of mother teaching baby language and 
you could find that “mother” use natural 
language to make a link of schemes stored in 
baby’s brain. Natural language is the link 
between scheme and human baby knowledge. At 
beginning the human baby could know mother’s 
face, the taste of mother’s milk, some toys and 
mother’s sound, and then they try to understand 
some very simple repetitive worlds. The baby 
gradually learned them and could repeat them. 
Thus baby got some schemes and obtained 
primitive knowledge about the surrounded 
world. Later they could understand some simple 
sentence; they start to get complete knowledge. 

 
So, we say that the natural language is the 

key from scheme to presentative knowledge. 
 

2.3 Structure of presentative  
 knowledge  

 
From the above we could try to explain 

the structure of presentative knowledge. First, 
the schemes are divided into several groups 
according to the noun, verb, adjective, and 
adverb and so on. The relations are defined 
according to grammar. The relations are 
grouped as several layers, such that “fragment”, 
“very simple”, “simple”, “usual”, “complex”, 
“very complex”, etc. any relation in those 
groups will combine some schemes, this 
combination is very similar to the structure of a 
sentence but it is not a sentence. A combination 
corresponds a mapping between the semantic of 
combination and a real scene or subject. So, the 
knowledge expression is to define those rules 
grouped schemes as different layers. 

 
Examples of the relations: 

“fragment”: 
     (Food--Noun scheme); 
     (Eating--Action scheme); 
     (Color—Adjective scheme). 
“very simple”: 
     (Eating）+  (food). 
“usual”:  
     (Look) + ( at ) + (here). 

 
The people in different countries speak 

various languages, and the grammar is different. 
The rules defined groups of relation layers is 
really different, however, if the mapping 
between the semantic and the scene or subject is 
the same we could say that it means the same 
knowledge. 

 
If using several combination to construct 

a bigger combination, it is similar to a 
paragraph consists of several sentences in a 
article. At this time the mapping is a composite 
of mapping. Note, the structure of knowledge 
must can be extended in the same manner. So, 
the knowledge in a human brain is definitely not 
isolated, it is similar to an article or a tree, it has 
fractal property.  

 
 

2.4 Knowledge warehouse 
 
The result of machinery cognition is to 

combine with the schemes as the presentative 
knowledge. So, we expect a special storage 
form in computer, in which there are “units” to 
save schemes simultaneously formed by using 
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of machinery visual and sonic perceptron; in 
which there are defined rules to construct 
knowledge; also, the real knowledge--mapping 
to obtained. 

 
This kind of knowledge warehouse must 

be parallel operation. The storage of scheme 
may be not very difficult, but the retrieve of 
scheme may be more difficult. 

     
 
III. Knowledge’s emergence 
 

Machinery perceptrons are not enough if 
we want to create an Artificial Brain. Naturally, 
it concern the question that what is knowledge 
stored in computer? How dose the knowledge is 
emerged from the information cognized by 
computer vision and computer hearing? The first 
question has been discussed previously. The 
second question concerns with a very difficult 
field that the creation of intelligence or 
knowledge emergence.  

 
In fact, knowledge emergence is a process 

to operate knowledge. It contains two operations; 
one is the detail down process. This operation 
make the obtained knowledge has more detailed 
contents. On the other hand, baby can find the 
common attributes between some similar 
schemes himself or by mother’s teaching, for 
example, baby learned “apple”, “strawberry”, 
“pear” and know all these are eatable and a new 
scheme “fruit” was established. This is also a 
process to operate knowledge; we say it as an 
integrated up process. This process maybe 
cause knowledge emergence. Both processes are 
to make the relation and mapping between 
schemes and subject (or scene) more 
complicated. Knowledge emergence will make 
all knowledge has the free-scale structure  

 
A lot of cognitive and psychological study 

experiments for children’s intelligence tell us 
how they cognize outside environment and 
obtain knowledge, these are very important. 
Here we want to emphasize mother’s role. At 
beginning period of babyhood they just could 
see some objects surrounding them and could 
hear the voice from mother mainly. Mother’s 
voice and gesture language make baby establish 
a mapping gradually. This mapping is the 
process to establish a structure to fit attributes of 
scheme Of course, not only vision and hearing. 
This mapping will store in baby’s brain. When 
this mapping was established firmly, the baby 
had obtained knowledge.  

IV. Intelligence on artificial 
 brain        

 
To study machinery cognition is try to 

investigate the new ways creating artificial 
intelligence. Once artificial brain is mounted 
computer vision and hearing the machinery 
cognition will be basic component. We cannot 
expect artificial brain has the same intelligence 
like human being’s, however, our research focus 
on the creation of intelligence using artificial 
brain. We could hope that to do some 
experiments on it. What kind intelligence could 
appear on artificial brain? We limit the 
definition here as the following: 

“Intelligence” is the abilities that to 
obtain knowledge, to use knowledge and to 
operate knowledge. 

Based on our analysis here we want to 
promote the study of knowledge based artificial 
brain. We propose the key techniques on the 
research as the following: 

a. Knowledge expression; 
b. Knowledge warehouse; 
c. Knowledge emergence and operation. 

After these key techniques were implemented, 
we could play as “mother” to teach and train the 
artificial brain gradually. The human being’s 
intelligence is evolutionary result with the 
evolutionary process of human being’s natural 
language. So, artificial intelligence mounted on 
artificial brain should be evolutionary either.   
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Abstract 
We exploit a holistic behavioural and 
morphological adaptation in the design of new 
artefacts, and exemplify the potential of the new 
design principle through the construction of 
robotic systems that can change morphology. 
Here we present the ATRON design in which the 
modules are individually simple, attach through 
physical connections, and perform 3D motions 
by collective actions. We produced 100 ATRON 
modules, and performed both simulation and real 
world experiments. In this paper, we report on 
the ATRON hardware design and investigations 
related to the verification of the suitability of the 
ATRON module design for self-reconfigurable 
robotics. 
 

Introduction 
One of the main objectives of our work is to 

provide an architecture made up of simple 
building blocks, simple connections, and simple 
interactions, in order to allow end-users of our 
approach to design new artefacts in an easy 
manner. Indeed, the ATRON modules are simple 
building blocks that can be viewed as simple 
“cells” or “atoms” in a larger system composed 
of numerous of these individually simple 
building blocks. Ultimately, the design should 
allow a suitable way of performing self-
reconfiguration by limiting the motion 
constraints in the system of building blocks as 
much as possible. 

The connector mechanism of self-
reconfigurable robots is known to be difficult to 
design because of the many constraints on the 
connector mechanism. Therefore, this problem 
was addressed with highest priority, since 3D 
motion in a terrestrial scenario demands 
attachment of modules to each other.   

The methodology for choosing the right 
design for the connectors was to extract 
inspiration from the biological designs and to 

perform an extensive comparison of state-of-the-
art, and afterwards make several design, 
realization and evaluation cycles for developing 
the final, mechanical solution for the modules. 
The biological designs pointed us towards a 
minimal design of “cells” that each should be 
very simple, but provide extensive possibilities 
for self-design and self-repair when combined in 
huge numbers. The survey of the state-of-the-art 
[1] told us that such a system based on these 
considerations would be novel. Related work 
includes the CONRO [2] and the M-TRAN [3] 
self-reconfigurable robotic systems. Other 
approaches include the Telecubes [5], the 
PolyBots [6] and the Crystalline [7]. Based on 
the inspiration from cell biology, we wanted to 
design a module to be simple and provide simple 
ways of avoiding many of the motion constraints 
known from other systems. 

 

 
Figure 1. ATRON modules for self-reconfigurable 
robotics. 

Module Design 
The ATRON modules are placed in a surface-

centred cubic lattice structure that corresponds to 
the titanium atoms in the CuTi3 crystal lattice. 
The basic idea behind the ATRON modules is to 
have two half cells joint together by a rotation 
mechanism. On each half cell, there are two 
female and two actuated male connectors, by 
which a module can connect to the neighbouring 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 9



modules. A major advantage for reaching the 
objective of producing many modules is that the 
ATRON modules are designed to be 
homogenous. Also, an ATRON module can 
switch or rotate either rotation axis 180°, 
maintaining the same global function of the 
module. Further, the shape allows one module to 
move to an adjacent hole in an otherwise fully 
packed structure (without colliding with other 
modules). So the module design seems to fulfill 
our objectives. Indeed, the design was guided by 
the considerations on how to reduce control 
complexity of self-reconfiguration by an 
appropriate module design. However, the design 
that meets these objectives demands strong and 
reliable point-to-point connectors, which also is 
achieved in the ATRON module with the novel, 
mechanical connectors, which are fast, strong 
and reliable. 

A module may communicate with 
neighbouring modules through IR 
communication. When placed in the surface-
centred cubic lattice structure, the modules can 
move in this structure to self-reconfigure into 
different overall arrangements or movements.  

 

   
Figure 2. The first, second, and third (final) hardware 
prototype of the ATRON modules. 

 
If a first ATRON module is attached to a 

second neighbouring module and detached on 
other connection points, the second neighbouring 
module may move the first ATRON module by 
turning around equator with the rotation 
mechanism. Hence, the first ATRON module 
may be moved to another position in the lattice 
structure where it may attach itself to another 
module in the structure and, for instance, detach 
itself from the second ATRON module that 
transported it to the new position.  

As illustrated above, the reconfiguration of 
the overall system becomes a process of 
transitions in the lattice structure. Simulations 
(e.g. [xx, xx]) showed that, if we can perform the 
individual transitions in the hardware 
implementation in a reliable manner, numerous 
distributed control possibilities exist and will 
lead to self-reconfigurable and mobile systems. 
Hence, the module design and tests described 
below were guided by this demand.  

Mechanical Design 
The mechanical design was guided by the 

demand for strong point-to-point connectors in 
modules being able to lift another two modules 
and being placed in the surface-centred cubic 
lattice structure.  

 

 
Figure 3. An ATRON module: a) Northern 
hemisphere, b) southern hemisphere. 

 
Connectors 
Based on the knowledge gained from the 

survey of state-of-the-art, three alternative 
connector designs were developed and 
considered. The first was based on a screw for 
holding two connected modules together. The 
second connector design was based on a pushing 
block, while the third is based on a triangular 
configuration of hooks, with a large base line for 
good rigidity. The screw mechanism was used in 
the first prototype, but shown not to be robust. 
Therefore, this design was abandoned. The 
remaining two approaches originated from the 
same idea and conformed to the same overall 
constraints. They differed in several mechanical 
aspects, the major differences between them 
being in the mechanical parts, which physically 
connect two neighbouring modules and in the 
rotation mechanism coupling the two 
hemispheres of the ATRON module. The two 
alternative connector designs were tested using 
two different hardware prototypes, and both 
connector prototypes performed comparably on 
most criteria, but the hook-based design was 
found to be most robust. The pushing-block 
design had a “weak” direction in which it 
sometimes would lock due to friction forces. For 
this reason the hook-based design was selected 
for the final design of the ATRON modules for 
the terrestrial scenario. 

 
Active Connector 
The push mechanism in the active male 

connectors is designed in such a way that a lead 
screw is used to transmit rotation to linear 
movement, and both lead screws and motors are 
installed in the same frame as the passive female 
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connector parts. Figure 4 right illustrates the 
female frame parts where the motor and lead 
screw are installed. The push mechanism has 
been designed so that it is self-locking and very 
stiff, thereby ensuring that the connection 
between modules is always stable. The 
remaining parts of the active male connector 
mechanism are illustrated in figure 4 left. 

The new teflon coated lead screw used in the 
actuation mechanism of the active male 
connectors has reduced the required torque from 
the connector motor, such that the connection 
time could be reduced to two seconds (the better 
efficiency compared to earlier prototypes made it 
possible to achieve the same force using a thread 
with greater pitch). 

 

      
 

       
Figure 4. Left: Male hook that may transfer positive 
voltage. Right: An electrical isolated plate behind the 
female connector allows the male hook to touch the 
plate and power-share.  
 

Centre Arrangement 
A 1-stage planet gear in the centre of the 

module reduces the load requirements of the 
industrial gearbox with a factor of 118/10. 
Therefore the size of the gearbox is reduced 
compared to earlier prototypes, such that the 
centre motor and gearbox are fully contained in 
the northern hemisphere of the module.  

Also, the identical frames used in the 
northern and southern hemispheres only differ in 
their centre part. 

 
Slip Ring 
To facilitate the ATRON module with intra-

module power and signal distribution over 
equator, a slipring combined with carbon shoes 
has been installed in the module. The slipring is 
shown in figure 4b, where the inner five rings are 
used for electrical signals. The specialized 

slipring has been gold plated to ensure stable 
electrical connections. Furthermore the reflection 
abilities for the optical encoders are enhanced 
using a black diffuse background for better 
contrast (the outer fields are for the optical 
encoder). The encoders and carbon shoes are 
illustrated in figure 5a. 
 

 
Figure 5. Centre arrangement with gears and slip ring 
for transferring power and data between the two half 
spheres of the ATRON module. a) northern 
hemisphere, b) southern hemisphere. 

 
Rotational Lock 
The mechanism to drive the rotation of the 

module consists of the 1-stage planet gear, and 
the industrial planet gearbox and is thus not a 
self-locking transmission. The module has 
therefore been equipped with a solenoid that can 
drive a bar into rotational lock holes placed in 
both the northern and southern centre plates. The 
holes are positioned, such that the rotation can be 
locked in 90° intervals. 

 
Wheel 
The centre plates are made circular to aid 

manufacturing but also to add “wheel 
functionality” to the module. One of the centre 
plates is equipped with a O-ring (see figure 1). 
The O-ring acts as a tire, and a module can 
therefore be used as a wheel when placed in an 
upright position. This facilitates the creation of 
wheeling organisms. 

 
Shell 
The plastic shell illustrated in figure 1 has 

been designed to protect the electric and 
mechanical parts of the module and to ease the 
visual distinction and orientation of each module 
in a given structure. The shell has been produced 
in four different colors, which extends the visual 
distinction. Since the shell also gives a module a 
surface the infra-red proximity detection is made 
more stable and reliable. The shell also gives the 
ATRON module a more compact look. 
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Electronics Design 
Every ATRON module has, besides its five 

main actuators, a solenoid actuator, a tilt sensor 
for measuring its two tilt angles with respect to 
the horizontal plane, eight Light Emitting Diodes 
(LEDs) useful for easy readout, a solenoid 
controlled plug for keeping the rotational angle 
between the two hemispheres at strict 90° 
intervals and an encoder disc placed 
perpendicular to the centre axis for measuring 
both the absolute rotational angle and relative 
rotational angle (for velocity calculations). 

For neighbouring modules to inter-
communicate, each connector is equipped with 
an infra red (IR) light transmitter and receiver 
allowing a wireless communication channel to be 
established between two modules. The IR diodes 
are also used for simple distance measurements. 

Each ATRON module also contains two 
rechargeable Lithium-Ion Polymer batteries 
wired to enable power-sharing among connected 
ATRON modules. Power-sharing is necessary to 
power compensate the more motion active 
modules with power from the more motion 
passive modules. This is implemented through 
the connectors such that a mechanical connection 
between two ATRON modules also results in an 
electrical connection between the modules. A 
consequence of this is that re-charging the 
batteries of an ATRON module can be done even 
if it is placed within a structure formed by 
several ATRON modules. 

To be able to electronically control all these 
hardware components several printed circuit 
boards (PCB) were constructed. On the Northern 
Hemisphere an ATmega8 (henceforth denoted 
North-AT8) microcontroller from ATMEL is 
responsible for reading the tilt sensor, controlling 
the centre motor in conjunction with the encoder 
disc, toggling the solenoid plug and opening and 
closing the two actuated male connectors. 

The North-AT8 is also connected to an 
ATmega128 (henceforth denoted North-AT128) 
through the I2C-bus. The North-AT128 is 
responsible for controlling the IR communication 
to and from the Northern Hemisphere but its 
main task is to function as the main coordinator 
of the components of the entire module (i.e. the 
main part of the ATRONcontroller). 

On the Southern Hemisphere an ATmega8 
(henceforth denoted South-AT8) is used for 
implementing the power control of the ATRON 
module. That is, charging the battery and making 
sure that a correct internal voltage levels is kept 

no matter the voltage level of connected modules 
or external power supply. 

The South-AT8 is also connected to an 
ATmega128 (henceforth denoted South-AT128) 
through the I2C-bus which is responsible for 
controlling the IR communication to and from 
the Southern Hemisphere and also for opening 
and closing the two actuated male connectors. 

The two ATmega128 run at a clock frequency 
of 16 MHz and the two ATmega8 at 1 MHz. 

The Northern and Southern Hemispheres are 
electrically connected through the rotational 
centre axis through a gold plated slipring (see 
above) with which carbon shoes maintain electri-
cal contact also during rotation. The communi-
cation between the two hemispheres is conducted 
through a RS485 network of which the North-
AT128 and the South-AT128 are the only nodes. 
The encoder disc for measuring the rotational 
angel is also placed on the slipring but is read 
optically. Figure 6 shows a block diagram of the 
electronic components in an ATRON module to 
which unit numbers in the following refer.    

Figure 6. Overview of the electronic components in an 
ATRON module. 

 
Tilt Sensor Interface 
The Tilt Sensor Interface produces two DC 

voltage levels to the North-128 proportional to 
the level of tilt (±90 degrees) in the planar x and 
y axis. 

 
Connector Motor Interface 
The connector actuator (figure 6, Unit 6 and 

Unit 13) is used for actuating the two male, 
active parts of a connection mechanism in each 
hemisphere. The actuator is a single DC motor 
rotating the arms until a firm connection is 
achieved. 
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Power electronics 
The power electronics (Unit 6a and Unit 13a) 

used for controlling the DC motor is a fullbridge 
H-bridge build from an integrated circuit A3966. 

 
Feedback 
The only feedback from the actuators (Unit 

6b and Unit 13b) that gives important 
information on the actuation is the power 
consumed by the motors. This is monitored 
through shunt resistors and when the current 
consumption reaches its highest level the arms 
are either fully extended or retracted and the 
motors are therefore stalled. This information is 
used to disable the motors to avoid overloading. 

 
Centre Motor Interface 
The Centre Motor Interface (Unit 14 called 

Main Actuator) consists of a brushless AC motor 
controlled by a dedicated driver circuit genera-
ting the necessary control signals (ASIC5660) 
and delivering the necessary power (L6234). 

The torque delivered to the motor is 
controlled from the North-AT8 which generates a 
PWM signal to the ASIC5660 with a duty-cycle 
proportional to the desired torque. Two output 
pins from the North-AT8 controls the rotational 
direction and brake status (on/off), respectively. 

 
Encoder Interface 
The Encoder Interface implements the optical 

reader of the three outer rings of the slipring (see 
Figure 5b). The outermost ring has 108 “slots” 
which are read optically by two infrared readers 
(see Figure 5a) phase shifted 90° with respect to 
each other. This means that in one rotational 
direction one signal lags the other and if the 
rotational direction is changed it will instead lead 
the other. By feeding these signals to a D type 
Flip-Flop using one signal as clock and the other 
as data, the output will be either high or 
low depending on the rotational direction. This 
information along with the “clock” is read by the 
North-AT8. 

The other two rings on the slipring implement 
a 2-bit gray-code (meaning only one bit changes 
at a time) allowing detection of 90° intervals 
when a transition occurs. This is used for 
accurate positioning of the rotational angle and is 
also read by the North-AT8. 

  
Solenoid Interface 
The Solenoid Interface (Unit 11) delivers 

power to the solenoid that drives the metal bar 
for the rotational lock mechanism. The solenoid 
is controlled by the North-AT8. 

IR Interface 
Unit 5 and Unit 10 are responsible for the IR 

communication and proximity measurement. 
Each hemisphere has four IR send-receive pairs 
(channels) able to communicate via the IrDA 
protocol at 9600 Baud or they can be used for 
proximity measurements. However, only one 
channel can be used at a time for either 
communication or for proximity measurement on 
each hemisphere. 

The communication part is implemented 
using an IrDA physical-layer controller 
(MCP2120) that interfaces directly to the RS232 
serial port of the North-AT128 and South-AT128 
and the channel to use is selected by IO-pins. 

The proximity measurement is implemented 
mostly in, but it relies on the ability of changing 
the strength of the light emitted thus a power 
control circuit was implemented by low-pass 
filtering a microcontroller generated PWM 
signal. 

 
RS485 Interface 
The RS485 Interface is implemented using 

two RS485 line-drivers connected through the 
slipring. One line-driver is connected to the 
RS232 serial interface of the North-AT128 and 
the other similarly to the South-AT128. 

 
LED Interface 
The LED Interface consists of 8 LEDs which 

can be toggled on/off by the North-AT128. 
 
Power Interface 
The power management unit (Unit 1) is 

mainly responsible for supplying the ATRON 
module with power based on the current state of 
the batteries, the unregulated power and the 
current energy consumption. In addition, if the 
power manager detects that the voltage on the 
unregulated power supply meets a certain 
criterion it knows that the ATRON module is 
connected to a recharger and informs the battery 
charger that it may start charging the batteries. 
The power management unit is supported by four 
subparts each of which is described below: 

 
Sharemanager 
The Sharemanager (Unit 1a) pays attention to 

the modules battery supply and compares it to 
the voltage on the unregulated power supply and 
decides if it is safe to share power with other 
ATRON modules. The Sharemanager can choose 
how much current to deliver to the bus and, if 
necessary, entirely turn off the sharing. 
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Charger 
The charging unit (Unit 1b) maintains all 

aspects of the actual charging of the battery pack 
and is ordered to start or stop charging by the 
power manager. Since the batteries are coupled 
and thus charged in series it is essential that the 
voltage difference between the two batteries is 
kept very low to avoid that the battery with the 
lowest potential drains the other. 

This prevents proper charging and could 
potentially lead to battery malfunction. To 
account for this a voltage divider has been placed 
across one of the batteries and the voltage is 
measured by an AD-converter and compared to 
the series voltage also measured. This allows the 
power circuit to detect a skew voltage level and 
to react by preventing battery charging (however, 
we have also implemented a manual disconnect 
of the voltage divider when the module is 
inactive). 

 
Battery pack 
The batteries (Unit 1c) powering a single 

module consists of two series coupled Ion-
Lithium Polymer batteries which can be charged 
to a maximum level of 4.2V each, giving a total 
of 8.4V maximum. Experiments on their 
operational time (before recharging is necessary) 
were conducted (see below) and the conclusion 
was that the batteries could sustain about 150 
minutes at medium current load (300 mA). 

 
Power Selector 
The power selector (Unit 1d) monitors the 

voltage drop across the batteries and the voltage 
on the unregulated power supply. The highest is 
selected and used for supply. This ensures that a 
module will consume power from the source 
with the highest energy supply at any time. 

 
Power converter 
The unregulated power supplied from the 

Power Manager (Unit 1) in the Southern 
Hemisphere is passed through to the Northern 
Hemisphere. The Power Electronics (Unit 6a, 
Unit 11a, Unit 13a and Unit 14a) is directly 
connected to the unregulated power. 

In each hemisphere the unregulated power is 
down converted to 5V by the power converter 
units (Unit 3 and Unit 8). The 5V from the power 
converters is needed to drive the basic electronic 
components and the micro controllers. 

 

Module Tests 
In order to test the mechanical and 

electronical design of the ATRON module, we 
performed a number of simple tests before going 
to the larger experiments related to self-
reconfiguration and self-repair. These simple 
tests are reported below. 

 
Battery Discharge Test 
In order to test the operational time of an 

ATRON module with fully charged batteries, a 
burnout test of a module was performed. The 
code executed was a repetitious open-close 
sequence of the male connectors on the Northern 
Hemisphere. Current measurements during the 
test showed that the current used was somewhere 
between 200-400mA which is about half the 
maximum level. It was estimated that this level is 
a good representation of an average working 
condition. 

 
Figure 7. The battery discharge curve during burn-out 
test. 

 
Figure 7 shows the voltage over the two 

series coupled batteries as the experiment 
progressed. It is noted that the starting level was 
8.3V and after about 150 min. the voltage level 
had dropped to about 7.2V. From here it drops 
rapidly to about 6.0V in only 15 min. This 
discharge curve is consistent with the supplied 
data sheet for the batteries which also states that 
the battery voltage of any one battery must not 
fall below 3V where it may suffer damage. 

From these information it can be concluded 
that 7.2V across the batteries is a good and safe 
choice for indicating that the batteries urgently 
need recharging. Furthermore the test showed 
that about 150 min. of operational time can be 
expected on fully charged batteries, which is 
acceptable. 

  
Mechanical Deformation Test 
A mechanical test has been performed, to 

measure the vertical deformation of a module 
structure due to slackness, elasticity and 
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inaccuracies in the manufactured components 
and the angular tilt of the ball bearings. Figure 8 
shows the setup used for the test where the red 
line illustrates a horizontal laser beam. The 
points A and B indicate where the deformation 
was measured. 

A laser was placed on a table on the left side 
on the picture (not shown). The laser beam was 
levelled out horizontally by a mirror fixed to the 
steel bar seen on the right side of the picture and 
was adjusted such that the reflected beam was 
returned to the same horizontal level as its origin. 
After this the mirror was replaced by the module 
structure as shown in the picture such that the 
laser beam met the topmost point of the module 
attached to the steel bar (denoted A in the 
picture). A piece of card board was fixed at the 
topmost point on the leftmost module and the 
laser dot was marked at point B and the vertical 
displacement (the deformation) was measured to 
be 3.1mm. This value is surprisingly low but 
underlines the fact that the mechanical 
contruction is very stiff. 

According to the manufacturer of the bearing 
the maximum angular tilt of the bearing is 
0.0009 radians which result in a maximum 
vertical deformation due to the bearing of  
0.42mm. Since our measurement shows a total 
deformation of 3.1mm, the remaining 2.68mm 
are therefore due to slackness, inaccuracies and 
elasticity in the components. 

Figure 8. The setup for the mechanical deformation 
test. 

 
Power Sharing Test 
This test verifies that the modules are able to 

share power through their power sharing 
facilities. Figure 9 shows 4 pictures dumped 
form a video which illustrate a successful power 
sharing test. 

Module A in figure 9 a) is a half passive 
module fixed to metal plate, and its power 
sharing circuit is externally connected to a power 
supply. Module B is switched off and is therefore 
supplied through its connection with module A. 
Module C is switched off. 

In figure 9 a) Module B has started a 
connection to module C. In b) an electrical 
connection of the power sharing circuit has been 
established and the LEDs are turned on (marked 
with a circle). In c) the mechanical connection 
has completed and the two connectors in the 
upper hemisphere of module C is being actuated. 
In d) the connectors are fully extended. 

 
Figure 9. The setup for the power sharing test. 

  
Rotation Test 
In Figure 10 a setup for testing the rotational 

load abilities of an ATRON module is shown. 
The four pictures are screenshots from a video 
where the battery powered module B 
continuously rotates the two passive modules C 
and D. To obtain a stable platform, module B is 
connected to module A which is a half passive 
module fixed to metal plate. 

 

 
Figure 10. The setup for the rotation test. 
 

In Figure 10 a) the initial position is shown. 
The rotation is initiated with an angular velocity 
of approximately 0.8 rad/s. In b) the modules 
have been rotated about 45° in counterclockwise 
direction and are approaching the 90° position c) 
where the inertial load is greatest. 
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Here the rotation is stopped and the solenoid 
lock is activated holding the modules in place for 
3 sec. Hereafter the lock is released and the 
rotation continues as seen in d) pausing at the 
180°, 270°, 360°, and 90° positions. 

One of our initial design criteria for an 
ATRON module’s rotational load abilities was 
that it should be able to smoothly rotate two 
other modules in a configuration as seen on 
Figure 10. This criterion was required to allow 
the overall system to have the necessary degrees-
of-freedom to build complex structures and to 
limit motion constraints, and has now been 
verified to hold for the physical platform. 

 
Misalignment Test 
The purpose of this test is to show the 

ATRON module’s abilities to connect to 
misaligned modules. Figure 11 shows 4 pictures 
of a successful connection between an active 
module and a passive misaligned module. In a) 
the active module has started the connection 
process. In b) the passive module is pulled 
towards the active module. In c) the passive 
module is twisted into its right lattice position. 

 

 
Figure 11. The setup for the misalignment test. 

 
The misalignment corrections guides are 

illustrated in figure 12. The construction allows 
misalignment corrections of ± 5.7mm in the x 
direction, and at least ± 3.0mm in the y direction. 

 

 
Figure 12. CAD drawings illustrating the possible 
misalignment corrections. (Left) The female frame 
part with guides, which allow misalignment 
corrections of ± 5.7mm in the x direction. (Right) The 
lower active male arm, which allows misalignment 
corrections of at least ± 3.0mm in the y direction. 

Conclusion 
We developed the ATRON design as simple 

building blocks with simple connections for 
simple interactions, in order to provide a design 
suitable for performing self-reconfiguration and 

for future miniaturization. Of great importance is 
the connector mechanism that is strong, fast and 
reliable despite being a point-to-point connector.  
Tests showed that the modules connect even 
when misaligned in the three dimensions, that a 
module can lift another two modules, that on-
board batteries provide energy for approximately 
150 minutes, and that power sharing between 
modules may be possible with the design 
outlined in this paper. We therefore believe the 
design to be suitable for self-reconfiguration  and 
self-repair experiments (e.g. [8]), and will show 
such in future work with the 100 ATRON 
modules that we have produced now. 
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Abstract

Genetic algorithms (GAs) are widely used in solv-
ing optimization problems. In this paper, we present
a crossover method used in real-coded GAs for
multivariable optimization problems. A well-known
crossover operator of real-coded GAs is the blend
crossover (BLX). The BLX has a range parameter that
determines the offspring production range. The search
performance of the GA depends on the value of the
range parameter. However, determination of the range
parameter is sometimes difficult. In this paper, we
propose a crossover operator for real-coded GAs that
is a close-to-parent offspring. The crossover is based on
the idea that offspring should be close to their parents.
In order to improve the evolution performance, we ap-
plied a mutation operator to the real-coded GA. Simu-
lation shows that the use of a close-to-parent crossover
with the mutation operator effectively improves search
performance.

Keywords: Real-coded GA, Crossover method,
Close-to-parent offspring, Optimization problem.

1 Introduction

Recently, genetic algorithms (GAs) have been ap-
plied widely and effectively in various fields [1]-[3]. The
most useful property of GAs is their ability to solve
search and optimization problems with very little re-
quired information about the problems. The perfor-
mance of GAs depends, to a great extent, on the per-
formance of the crossover operator used. The crossover
operation is performed upon the selected chromosome.
The crossover operates on two chromosomes at a time
and generates offspring by combining the features of
both chromosomes. A chromosome is usually a bi-
nary bit string, but not necessarily. There are several
different variants of basic GAs. It is possible to use
real-coded (or floating-point) genes and actually, sev-
eral methods have been presented that use real-coded

genes [4]. The crossover operators of the real-coded
GA called the blend crossover (BLX-α). The BLX
has a range parameter that determines the production
ranges of the offspring. The evolution performance of
GAs is dependent on the value of the range parameter.
Selection the range parameter is determined by trial
and error. However, the determination of the range
parameter is sometimes difficult.

The BLX is an offspring production method using a
random number of uniform distributions based on the
intervals of two parents and a range parameter. That
is, the method is not based on the parents them selves
but on the intervals between parents. We consider that
offspring production should be based on the parents
them selves. Based on the above-mentioned idea, in
this paper, we present a new method, i.e., a close-to-
parent crossover. Furthermore we applied a mutation
operator to the crossover system to improve the search
performance for optimization problems.

In section 2, we describe the close-to-parent off-
spring production method. In section 3, we describe
the search performance of the crossover for three two-
variable functions. In section 4, we describe the evolu-
tion performance for a neural network training prob-
lem. In section 5, we conclude this paper.

2 Close-to-parent offspring

Figure 1 (a) shows, a conventional crossover, the
BLX. In the figure, offspring are produced using ran-
dom values on a uniform distribution in the range of
[p1 − αI, p2 + αI], where p1 and p2 are the real val-
ues of the parents and α is the range parameter. α
determines the search area of the offspring.

Figure 1(b) shows, the proposed crossover, that is,
the close-to-parent offspring (CPO). CPO also has a
range parameter α that determines the offspring pro-
duction range based on each parent. For producing
offspring using CPO, two individuals are produced us-
ing random values that have uniform distributions in
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Fig. 1 Offspring production methods

the ranges of [p1−αI, p1 +αI] and [p2−αI, p2 +αI].
Figure 1 (c) shows a mutation of the CPO. In the

figure, p′1 denotes the center of the range of the muta-
tion of parent p1. The range of the offspring applied
to the mutation is [p′1 − αI, p′1 + αI].

3 Two-variable optimization problem

In this section we investigate the search perfor-
mance of the proposed method for optimization prob-
lems for three two-variable functions: Sphere function,
Rosenbrock function, and Rastrigin function [5].

The search performance is measured using success-
ful evolution rates obtained from the minimum values
of the functions in the GA.

In this test, we use the following GA parameters:
population size is Np = 100 and generation number is
limited to 300. The produced offspring is 60% of the
population Np. The parents selection is the roulette
wheel selection.

The sphere function, which is the simplest case in
this test, is described by the following equation.

f(x, y) = x2 + y2, x, y ∈ [−1.5, 1.5] (1)

The minimum value of this function is 0.0 and occurs
when (x, y) = (0, 0).

Figure 2 shows the evolution performance of the
Sphere function. In the figure, the CPO1 line shows
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Fig. 3 Evolution performance for Rosenbrock
function

the result of the cross-to-parent offspring and the
CPO2 line shows the results of CPO with mutation,
where the mutation rate is 20 %. We define a success-
ful evolution as that having a minimum value of the
function f(x, y) < 0.001. The lines of successful rate
in the figure show the mean value of 1000 trials. We
can see that the range of α in CPO2 which has a good
performance is wider than that in BLX.

Figure 3 shows the evolution performance for the
Rosenbrock function. The Rosenbrock function is de-
scribed by the following equation.

f(x, y) = 100(x−y2)2 +(y−1)2, x, y ∈ [−0.25, 1.25]
(2)

The minimum value of this function is 0.0 and occurs
when (x, y) = (0, 0). We can see that the rate of suc-
cessful evolution of CPO1 is approximately two times
better than that of BLX at α = 0.3. From the figure,
the result of CPO2, i.e., with the mutation operator,
is poor compared with the result obtained when mu-
tation operator is not used. In this case the mutation
does not have a good effect on search performance.

Figure 4 shows the evolution performance for the
Rastrigin function. The Rastrigin function, which is
the most complicated function in this research, is de-
scribed by the following equation.

f(x, y) = 20 + {x2 − 10 cos(2πx)}
+{y2 − 10 cos(2πy)}, x, y ∈ [−0.25, 1.25](3)
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using CPO with sign mutation

The minimum value of this function is 0.0 and occurs
when (x, y) = (0, 0). We can observe that the COP2
has a better search performance than BLX and CPO1.
In the case of the Rastrigin function, it is difficult to
search the solution because the surface of the function
is in the shape of valleys and peaks [5]. We consid-
ered that a mutation more effective and severer than
the range mutation described in Fig. 1 (c) is required.
Figure 5 shows a result of CPO with a sign muta-
tion. The sign mutation means a change in the sign
of the real value of the offspring. This figure shows
the result when the mutation rate is 20 %. We can
see that CPO with a sign mutation has a better evolu-
tion performance than the previous results of the three
methods shown in Fig. 4.

4 Neural network training problem

This section presents simulation results of neural
network training problems. The training of neural
network is known as a nonlinear multivariable opti-
mization problem.

In order to obtain results comparable to those of
the BLX, We should select the well-known exclusive-
or (XOR) problem.

In this test, we use GAs for training a XOR net-
work. For clearer results, we examine the XOR net-
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Fig. 6 Evolution performance for neural network

(Np = 25)

works for various population sizes of GAs: Np =
25, Np = 50 and Np = 100. In each case of Np, we
also change the number of neurons in the hidden layer
of the network: Nh = 3, Nh = 5 and Nh = 7. The
performance results of the XOR network training are
shown in Figs. 6-8; in this training we use GAs with
crossover operators: BLX, CPO1 and CPO2. We can
see that, in all of the cases, CPO achieved better per-
formances than BLX could. Moreover, in CPO, the
range of α, which has a good performance, is signif-
icantly wider than that in BLX. That is, CPO could
obtain good results several times better than those of
BLX. We can also observe that the addition of mu-
tation effects the good results of the neural network
training problem.
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Fig. 7 Evolution performance for neural network

(Np = 50)

5 Summary

Improving crossover operator in GAs is an area of
active research for developing GAs. In this paper, we
presented a new method of improving real-coded GAs
by examining new search spaces of the crossover op-
erator. The simulations show that GAs can achieve a
good performance by changing search spaces to gener-
ate two close-to-parent offspring.
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Abstract

In this paper we propose a dual gene system us-
ing the recessive gene model, RGM, to solve difficult
multi-variable optimization problems. Genetic algo-
rithms (GAs) are widely applied to many optimiza-
tion problems and usually suffer loss of diversity, lead-
ing to evolutionary stagnation. The dual gene system
is exploited to maintain diversity, significantly boost
evolutionary computation precision and avoid stagna-
tion. We show by computer simulations that RGM
has a higher search efficiency in multi-variable opti-
mization functions. Further, RGM performs better on
small populations than the single, dominant gene ap-
proach for the same computational cost.

Keywords: Recessive gene, Multi-modal function,
Multi-variable optimization, Computational cost.

1 Introduction

Evolutionary computation in optimization relies on
processes loosely based on natural selection, cross-over
and mutation, that are repeatedly applied to a popu-
lation of binary strings which represent potential solu-
tions. Most GAs experience problems of convergence
due to loss in diversity [1]. There is need to devise
ways of avoiding the mechanism of evolutionary stag-
nation.

We used the basic information on Mendelian genet-
ics to illustrate that a recessive characteristic might
significantly affect a closed population [2]. In observ-
ing living organisms, characteristics of the offspring do
not always resemble those of parents. A dual gene sys-
tem exists whereby some alleles are dominant hence al-
ways expressed, while some are recessive, that is, only
expressed under certain conditions. However, the indi-
vidual preserves the recessive gene, which is sent to the

next generation, thus maintaining the diversity of the
characteristics of the living organism. RGM utilizes
both dominant and recessive genes in the cross-over
and mutation operations in the mating phase of the
GA. To confirm the efficiency of the scheme we applied
RGM to two multi-variable optimization problems.

The structure of this paper is as follows: in Section
2 we present the RGM and in Section 3 we describe
the test functions. Simulation results are detailed in
Section 4 and a discussion makes up section 5. Finally,
we draw some general conclusions in Section 6.

2 Recessive Gene Model, RGM

F1 F2
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D
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Dominant Chromosome
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Second Generation
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....

A

B
C

D

Figure 1: Schematic of the Recessive Gene Model

Figure 1 shows the structure of the double gene sys-
tem. In usual GA systems only the dominant genes
appear, hence in the first generation of two individ-
uals F1 and F2, only the dominant characteristics A
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and B appear, respectively. In the second generation,
each of the individuals S1, S2, S3 and S4 will display
two chromosomes: 1 dominant and 1 recessive. As an
example, F1 and F2 will produce two offspring, S3 and
its complement, S3′, in the second filial generation si-
multaneously. Offspring S3 will have the chromosomes
BC (dominant) and AD (recessive), while S3′, has CB
and DA as dominant and recessive, respectively.

P is the probability that a recessive chromosome
is selected to be a dominant chromosome in the next
generation. In the special cases of P = 0% and P =
100% then the offspring will be S1 and S4 respectively.
The essence of the dual gene system is to provide a
larger variety of offspring for the search.

3 Problem Formulation

Our two test functions were Easom’s and Schaffer’s
F6, from the classical benchmark similar to those de-
fined by Kenneth De Jong [3], [4], [5].

3.1 The Easom Unimodal Function

For this function the global minimum has a small
area relative to the search space; the function was in-
verted for minimization, and takes the form:

f(x, y) = − cos(x) cos(y)e−((x−π)+(y−π))
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Figure 2: Easom function in 3-D

Figure 2 shows a 3-D depiction of the Easom func-
tion. The analytical global minimum of the Easom
function is -1 when (x, y) = (π, π).

3.2 Schaffer’s F6 Multi-modal Function

This parametric optimization problem is multimodal,
represented by the equation:

f(x, y) = 0.5 +
sin2(
√

x2+y2)−0.5

1+0.001(x2+y2)2
.

The function is a two-parameter ”ripple”, like the
waves in a pond caused by a pebble.
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Figure 3: Schaffer’s F6 function in 3-D

Figure 3 shows Schaffer’s F6 function; the center-
most ring represents the circular global optimum.

Table 1: Analytical results for Schaffer’s F6

Optima r f(x, y)

Global π

2
0.996989

1st local 3π

2
0.838081

2nd local 5π

2
0.606185

3rd local 7π

2
0.532483

Table 1 gives the analytical values for the various
maxima. For each set of values at the various optima,
the relation r =

√

x2 + y2 exists.

4 Simulation Results

4.1 GA Parameters

A random generation of (x, y) values in Euclidean
space was used in the GA search for both functions.

Table 2: Constant parameters

Binary bit length, B 16

Selection pressure, parents Pp 0.5

Selection pressure, children Pc 0.6

Selection method Roulette wheel

Crossover 2-point

Table 2 shows the constant parameters in the GA
search. The sample size, N , was kept at 50 for most
of the simulations.

Table 3: Variables
Percentage of recessive gene, P% 0 < P < 100

Rate of mutation, M% 0 < M < 100

No. of generations, G 0 < G < 100

Sampling population, N 20 < N < 100

Table 3 shows the variables utilized in the GA
search.
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4.2 Searching performance results for the
Easom function
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Figure 4: Recessive gene performance for the Easom
function.

Figure 4 shows the searching performance for the
Easom function. In the case of P = 0%, only us-
ing dominant chromosomes, success rate is lower than
for for the case of the recessive gene, when P 6= 0%;
however, when P is too large the search is not very ef-
ficient. Mutation plays a significant role in the search.
It is seen that in the absence of mutation, for the case
M = 0%, then the search improves with P . Search
space was in the whole region, (x, y) = [-10,10].
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Figure 5: Effect of varying sampling population on
performance for the Easom function. (M = 20%).

From Figure 5 we can observe that though the
search performance improves with increase in the pop-
ulation size, the recessive gene performs better at low
populations than for the case where P = 0%.
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Figure 6: Effect of generations and recessive gene on
efficiency for the Easom function. (M = 20%).

Figure 6 shows the mean of the best values of the
function on 100 trials per generation. It gives a strong
indication of the advantage of the recessive gene in
this unimodal search, where the attainment of the best
mean value, Em, of the function is faster when P 6= 0%
and there is stagnation when P = 0%. For the Ea-
som function, rate of convergence to solution is fastest
when P = 20%.

4.3 Searching performance results for
Schaffer’s F6 function
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Figure 7: Recessive gene performance, Schaffer’s F6.

Figure 7 shows that success in search for the global
optimum is best when P 6= 0%. Mutation is essential
in this multimodal search, as there is practically no
search when M = 0%. Mutation enhances the search
by offering diversity among the population. Search
for the global optimum was investigated from an initial
sampling in the range [11,13] of the global search space
[-15,15] for (x, y) values.
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Figure 8: Effect of varying sampling population on
performance for Schaffer’s F6 function. (M = 20%).

Figure 8 shows that though increasing N greatly
improves the search, RGM performs relatively well
with small population when P 6= 0% and it is inade-
quate when P = 0%.
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Figure 9: Effect of generations and recessive gene on
efficiency for Schaffer’s F6 function. (M = 20%).

Figure 9 indicates the advantage of using the re-
cessive gene as convergence is influenced by P ; for
P = 0% there is stagnation at some local optima.

5 Discussion

Using RGM, we compared the performance of the
GA driven by a gradually increasing recessive gene to
the dominant case. Figures 4 and 7 are the basis of
our research; for the Easom function the success rate
is lower when using only dominant chromosomes than
for P 6= 0%. However the search performance is de-
graded when P is too large. It can be inferred that for

the unimodal search the recessive gene performs the
function of mutation. For the Schaffer’s F6, search in-
proves with P ; mutation is integral to the evolution as
there is practically no success for M = 0%.

Figures 5 and 8 show that for the respective func-
tions, though N greatly influences the search, there
is inferior evolutionary success for P = 0%. GA effi-
ciency is enhanced by a large N , though this requires
more memory and takes longer to converge. Since
computational cost, Cc, in terms of time and mem-
ory, is in direct proportion to N , then Cc for N = 100
should be twice the Cc for N = 50. It can be seen
from Figures 5 and 8 that performance is superior for
the case P 6= 0%, N = 50 than for P = 0%, N = 100.

Figures 6 and 9, for Easom and Schaffer’s F6 re-
spectively, show that the rate of convergence is high
for P 6= 0% and that there is stagnation when P = 0%.

Maintaining diversity in the GA search ensures high
efficiency yet avoids quick convergence and stagnation.
RGM ensures accurate convergence at low N and this
is desirable for memory storage during computations.
However, RGM may be computationally expensive.

6 Conclusions

In this paper, we have shown that RGM avoids stag-
nation due to diversity, works very well at low sam-
pling populations and that the recessive gene performs
the function of mutation. Further, performance with
recessive chromosomes is superior to the purely dom-
inant chromosomes case. We believe the management
of the computational cost could be further improved.
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Abstract
In this paper, we propose a dynamical neural net-

work (DNN) having the properties of inertia, viscos-
ity, and stiffness and its training algorithm based on
a genetic algorithm (GA). In a previous study, we
proposed a modified training algorithm for the DNN
based on error backpropagation method. However, in
the former method it was necessary to determine the
values of the DNN parameters by trial and error. In
the proposed DNN, the GA is designed to train not
only the connecting weights but also the parameters
of the DNN. Simulation results show that the DNN
trained by GA obtains good training performance for
time series patterns generated from unknown system.

1 Introduction

Recently, recurrent neural networks and spiking
neural networks have attracted more research interest
than layered neural networks having static mapping
capability [1, 2, 3, 4]. The recurrent neural network is
a possible candidate for improving the system dynam-
ics because it incorporates a feedback structure in the
neuron unit and takes time delayed inputs into consid-
eration. Research on spiking neural networks is also
ongoing. Spiking neural networks treat spike trains
and process the signals based on spike pulses. How-
ever, the network structure in recurrent neural net-
works and spiking neural networks is complex com-
pared to that in layered neural networks with a train-
ing algorithm.

Here, we propose a dynamical neural network
(DNN) that realizes a dynamical property and has a

network structure with the properties of inertia, vis-
cosity, and stiffness without time delayed input ele-
ments. In a previous study, the proposed DNN was
constructed with a training algorithm that used error
backpropagation method [5]. However, that algorithm
modified only the connecting weights and the property
parameters for the DNN had to be determined by trial
and error. We design a GA-based training [6] both the
connecting weights and the parameters of the DNN.

The validity of the proposed DNN was verified by
identifying periodic functions such as a simple one-
period sine waveform and several periodic sine wave-
forms [7]. In this paper, it is verified by identifying
the time series signals of linear system and nonlinear
system. Simulation results show that the proposed
DNN provides higher performance than the conven-
tional neural network.

2 Structure of DNN

In this paper, a DNN is configured using a neuron
having the properties of inertia, viscosity, and stiffness.
In this neuron model, we assume the image output
from neuron possesses the properties of inertia, viscos-
ity, and stiffness, and that the output is propagated in
the next neuron. The proposed DNN is composed of
three hierarchy layers and the proposed neuron adopts
a hidden layer and an output layer. The structure of
the DNN is shown in Figure 1.

The equations for the DNN are expressed as follows.

yi = ui, (i = 1, 2, · · · , NI) (1)
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Figure 1: Structure of DNN

yj = Kjfj(netj) + Dj ḟj(netj) + Mj f̈j(netj)
(2)

netj =
NI∑

i=1

wijyi, (j = 1, 2, · · · , NJ ) (3)

yk = Kkfk(netk) + Dkḟk(netk) + Mkf̈k(netk)
(4)

netk =
NJ∑

j=1

wjkyj , (k = 1, 2, · · · , NK) (5)

Here, ui shows input value to the DNN, and yi, yj ,
and yk show output values in input, hidden, and out-
put layers, respectively. The Connecting weight from
unit i in input layer to unit j in hidden layer is denoted
by wij . Similarly, wjk is a connecting weight from unit
j in hidden layer to unit k in output layer. The total
sum of products of the connecting weight and the out-
put value is denoted by net. Mj , Dj , and Kj are the
property parameters of inertia, viscosity, and stiffness,
respectively. NI , NJ , and NK are the number of neu-
rons in input, hidden, and output layers, respectively.
The threshold function uses a sigmoid function in the
range of [−1, 1].

3 Training algorithm based on GA

The DNN is trained using a GA in an off-line pro-
cess. Figure 2 shows the flowchart of the evolution
process in the DNN. The evolution algorithm for the
DNN is as follows.

STEP1: Produce the initial DNNs at random. The
connecting weights wij and wjk in the range of
[−1, 1] and the property parameters Mj , Dj , Kj ,
Mk, Dk, and Kk of DNNs in the range of [0, 10]

Initial population
DNNDNN

Evaluation

Selection

Survival

DNNDNN
Parents

DNNDNN

Children

Crossover Mutation

Death

αrate:

Ppressure:

Figure 2: Flowchart of GA-based training

are transformed to the chromosome. The genetic
code is transformed to the binary code (16 bit).

STEP2: Sum all of the fitnesses for the DNNs.

STEP3: Select the parent DNNs by means of roulette
wheel parent selection.

STEP4: Perform a crossover operation for the chro-
mosome to produce new DNNs.

STEP5: Perform a mutation operation for some ad-
ditional new DNNs.

STEP6: Sum all of the fitnesses for the DNNs includ-
ing the new DNNs. Go back to STEP2 until the
evolution process arrives at generation 10,000.

Further information regarding the parameters of the
GA is shown in Table 1.

During the GA-based training process, an error
function E is used to evaluate the performance of each
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Table 1: Simulation parameters of GA
Initial DNNs 400 individuals

Selection Roulette wheel parent selection
P = 0.6

Crossover One-point crossover
Mutation Bit mutation

α = 0.10
Final generation 10,000

DNN. The error function E is described by the follow-
ing equation as

E =
1
2

∑

k

e(t)2 =
1
2

∑

k

(d(t)− y(t))2 (6)

where d(t) is the desired signal. The fitness of DNN is
expressed in terms of the inverse of the error function
E. The connecting weights and property parameters
of the DNN are modified in order to maximize the
fitness function determined by the error function in
Equation (6).

4 Numerical simulation

The effectiveness of the proposed DNN is verified
by numerical simulation in order to identify time se-
ries signal. The method by which a time series signal
from an unknown system can be identified is shown in
Figure 3. The DNN is structured to have a single input

Unknown
System

+

−GA

DNN

u(t)

d(t)

y(t)

e(t)

Figure 3: System identification of time series signal

and single output (SISO). The input signal u(t) of the
DNN and the unknown system is a random number of
normal distribution (mean 0.5 and variance 0.5). The
desired signal, namely the training data d(t), is the
output signal of the unknown system.

In numerical simulation, the validity of the pro-
posed DNN is verified by identifying the unknown sys-
tem such as linear system expressed in Equation (7)
and nonlinear system expressed in Equation (8).
• Simulation 1 (linear system)

d(t) = 0.1d(t−1)+0.2d(t−2)+0.3u(t)+0.4u(t−1) (7)

• Simulation 2 (nonlinear system)

d(t) = 0.1d(t− 1) + 0.2d(t− 2) + sin
(πu(t)

4

)
(8)

4.1 Evolution process

In GA simulation, we set the GA parameters shown
in Table 1 and the number of neurons in hidden layer
is 12 units. The input signal u(t) uses 1,000 sampling
data. In simulation 1 and simulation 2, the evolution
processes of the best DNN with the GA-based training
are shown in Figure 4.
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Figure 4: Evolution process

It is observed that either of the evolution processes
provide performance to some extent. The fitness val-
ues increase gradually and the evolutions almost stag-
nate at generation 7,000 in simulation 1 and at gener-
ation 9,000 in simulation 2, respectively.

4.2 Simulation 1 (linear system)

The result of the regenerating signal using the
trained DNN is shown in Figure 5. The figure shows
the regenerating signal in range of [100, 200].

The output of the DNN deviated negligibly from
the desired signal, but the DNN could not cope with
a quick transition.
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Figure 5: Regenerated result (simulation 1)

4.3 Simulation 2 (nonlinear system)

The result of the regenerating signal using the
trained DNN is shown in Figure 6. The figure shows
the regenerating signals in range of [100, 200].
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Figure 6: Regenerated result (simulation 2)

The output y(t) of the best DNN deviated negligi-
bly from the desired signal d(t). The DNN trained by
GA obtained good training performance for time se-
ries signal generated from the output of the nonlinear
system.

5 Conclusion

In this paper, the proposed DNN, exhibiting the
effectiveness of dynamical neuron with properties
of inertia, viscosity, and stiffness, was configured.
The training algorithm adopt the GA-based training

method. Simulation results showed that the DNN
trained by the GA realized good training performance
for time series signals generated from either of un-
known systems with linearity and nonlinearity.

In future work, we will try to identify a unknown
system with strong nonlinearity.
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Abstract

In this paper, we propose a framework of genetic
algorithm in which division of labor among the agents
emerges. The agents in the system spontaneously de-
velop different charactaristics to cooperate effectively
to achive a task and speciate to different species. We
assume the agents recieve input to specify the task and
can observe each other. We apply the framework to a
mechanical system. The task is designed simple and
essential to elucidate the effectiveness of the algorithm.

Key Words: spontaneous speciation, coevolution,
multi-agent system, genetic algorithm

1 Introduction

There are many researchs about multi-agent system
to solve complex problem like n-Traveling Salesman
Problem (nTSP)[1], and Genetic Algorithm (GA)[3]
with speciation is an important and effective idea for
organiging cooperative sharing of a task by agents.
Speciation is also an important aspect in evolutional
biology. There are also researchs to build a virtual
ecosystem with GA-like framework[2].

In this paper, we apply this framework to a me-
chanical system. We assume two agents cooperating
for a task (Figure 1). Each agent Ai receives external
input x and generates its outputs yi and zi, generally.
zi is the action of the agent, and yi is the signal to
be observed by the other agent. yi can be identical
to zi or a part of zi. We assume rather a poor abil-
ity for the agents, so that the task is too difficult and
two agents must cooperate. For better performance
each of the cooperative pair must play a different role.
This formulation will give rise to the division of labor.
We want to make this division emerge spontaneously.
For this purpose, we assume every agents have a same

A1

A2

x

y1

y2

z1

z2

A1

A2

+

-

-

+

x ∆θ

θ1

θ2

α2

α1

(a) General (b) Customized

Figure 1: Information flow between two agents. (a) Gen-
eral framework. Each agent receives external input x and
part of the other agent’s output yi. To achive given tasks,
the agents use these information appropriately. (b) Cus-
tomized framework for our task. Each agent can obtain the
difference ∆θ between its angle and its coleage’s. Agents
change their location θ1, θ2 only once using this informa-
tion.

structure, learning mechanism and live in a same en-
vironment.

The task adopted in this paper is “disk moving
problem”, which is simple and essential to test the
framework.

2 Disk moving problem

We assume two agents set on a disk in two dimen-
sional space (Figure 2). Initially, the agents are lo-
cated on the edge of the disk randomly and recieve
input x to specify one of two target motions to be
caused, “rotation” or “translation”. Then they ob-
serve the relative angle between them. Based on the
observation each of them moves along the circumfer-
ence to the final position, where the two agents apply
force simultaneously in the directions determined by
x to cause rotation or translation.

Each agent has two state variables the angle rep-
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resenting the position of the agent on the edge of
the disk θi and force angle αi measured counterclock-
wise from the direction of center of the disk. f̄

1
, f̄

2

are the impulsive force applied by the agents. The
forces are assumed to have a fixed absolute value f

(|f̄
1
| = |f̄

2
| = f). The forces give two kind of

velocities to the disk. One is the angular velocity
ω = 2f

MR
(sin θ1 + sin θ2), where R, M are radius and

mass of the disk. The other is the translation velocity
v = 1

M
(f̄ 1 + f̄2).

Each agent has four parameters {ai, bi, ci, di} to
determine its final position and force angle. These
parameters will be coded binary and used as chromo-
somes for GA. Movement from the initial position θinit

i

to the final position θfin

i
is determined by parameters

ai and bi:

{

θfin

1
:= θinit

1
+ a1(θ

init

2
− θinit

1
) + b1,

θfin

2
:= θinit

2
+ a2(θ

init

1
− θinit

2
) + b2.

(1)

Here we assumed the agents can observe only the rel-
ative angle between them, and the positional change
is determined by the observation (Figure 1 (b)). After
this, each agent apply impulsive force in direction αi,
which is determined as

αi = xci + di, (2)

where x is motion specification (x = 1 is for “rotation”
and x = −1 for “translation” of the disk). Then the
rotational and translational velocities of the disk are
obtained as described before and are used for evaluat-
ing the fitness function of the agents.

It will be easily understood that the agents cannot
achive the task with a same behavior, so they must
emerge their different characteristics to play different
roles. It means division of labor between the agents.

3 Learning method

Let us consider a population of agents with a chro-
mosome {ai, bi, ci, di} which are coded binary. These
parameters range over the following intervals: ai ∈
[−1, 1], bi, ci, di ∈ [−π, π). We initialize all agents by
assigning random values to all the parameters. We
evaluate every two combination of different agents Ai,
Aj , (i 6= j). These two agents are set on the edge of
the disk randomly and input x = ±1 is given. Then
rotational velocity ω and translational velocity v is
calculated as described before. The quality Fi,j of the
resulting motion is evaluated as:

Fi,j = x(ω2 − |v|2). (3)

θ1

θ2α2

f̄ 1α1

f̄ 2

Rotation Translation

Figure 2: Action of two agents on a disk. Agents have
two state variables, location angle θi, force angle αi. To
generate rotational or translational velocities effectively.

For this evaluation function |ω| must be maximized
(minimized) and |v| minimized (maximized) when x =
1 (x = −1). This evaluation process is repeated several
times with x = 1 and with x = −1 same number of
times to obtain the averaged evaluation F̄i,j , which is
used for evaluation of the pair of agents.

After testing all combination of agents, we define
the fitness function of agent i as follows:

Fi = max
j

{F̄i,j}, (4)

which is the average quality of the motion given by
agent i with its best partner.

After all combination are tested, we apply the stan-
dard genetic algorithm to the population of agents.
The agents, namely, is sorted according to the fit-
ness values Fi and inferior half of the population are
deleted. From the superior half of the population a
pair of agents are randomly chosen for mating and two
new agents are generated from the pair with crossover
operation and mutation (see Figure 3). New agents are
generated until the deleted population is recovered.

4 Simulation results

We set the absolute value of impulsive force f = 1
and moment of inertia I = 1 (M = 1, R = 2). Thus,
the maximum value of two kinds of velocities are |ω| =
2 and |v| = 2, and the maximum evaluation value is
Fi = 4 (= ω2

max = |v|2max).
In our GA, we set the parameters as follows: num-

ber of the units is 40, bit length of binary expression of
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Two agents are selected
randomly from the superior
half of the population

New genes generated
by crossover of parents genes

crossover
point

mutation

parents gene

children’s gene

New genes replace
the inferior half
of the population

crossover

Figure 3: Genetic algorithm of parameters of the agents

each parameter is 28, mutation rate is 5%, and max-
imum generation is 100. Simulation results are de-
picted in Figures 4, 5 showing agents’ behavior on the
disk. An arrow in the figure corresponds to an agent.
Root of the arrow represents the value (angle) of pa-
rameter bi and the direction of the arrow represents
the force angle αi. Figure 6 shows the distribution
change of (a) bi and (b) αi. Values of bi clearly splits
to two values with difference π corresponding to two
different types necessary for effective operation.

5 Discussion

In optimal condition for disk rotation (x = 1), two
agents are located at opposite positions on the disk
edge (θ1 − θ2 = (2n + 1)π). If the final positions of
the agents satisfy this condition, we can obtain the
following equation from Equation (1)

θfin

1
− θfin

2
= (θinit

1
− θinit

2
)(1− a1 − a2) + b1 − b2

= (2n− 1)π. (5)

To make this hold regardless of the random initial posi-
tions θinit

1 and θinit
2 the following condition is necessary

and sufficient: a1 + a2 = 1 and b1 − b2 = (2n + 1)π.
There are infinitely many solutions for these conditions
also. Different values are obtained in each GA simu-
lations. The optimal force angles for rotation (x = 1)
are α1 = α2 = ±π/2 (Figure 4 (d)), and the opti-
mal force angles for translation (x = −1) must satisfy
α1−α2 = (2n+1)π (Figure 5 (d)). There are infinitely
many solutions for these conditions also. Different val-
ues are obtained in each GA simulations.

For disk translation (x = −1) only there is another
solution in which two agents are located at a same

(a) gen=0 (b) gen=10

(c) gen=30 (d) gen=100

Figure 4: Position shifts bi and force directions αi of
the agents generated in the simulation (x = 1, generation
0 ∼100).

(a) gen=0 (b) gen=10

(c) gen=30 (d) gen=100

Figure 5: Position shifts bi and force directions αi of the
agents generated in the simulation (x = −1, generation
0 ∼100).
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(b) Force angles αi(= ci + di)

Figure 6: Evolution of parameters.

position and a force direction angle for both is π, but
this placement is not effective for rotation. Therefore,
the placement did not appear in our simulation.

Figure 4 (c) shows that in the early stage of evolu-
tion the force angles almost converged to −π/2, and
then the other optimal force angle π/2 appeared and
the two optimal force angles coexisted for a while,
but π/2 disappeared before the 50th generation. This
shows the excellent ability of this scheme to search for
other optimal solutions. The ability partially comes
from the definition of fitness function as the maximum
of pairwise evaluations (Equation (4)). An alternative
for it is the average of all the pairwise evaluations.
This definition, however, might not give the scheme
such ability because of the following reason. Suppose
a new optimal pair of agents appear, they will not
obtain higher fitness value because they cannot co-
operate properly with the majority of the agents and
average performance will be poor. Thus, they will be
eliminated soon.

6 Conclusion

In this paper, we proposed the framework of genetic
algorithm to give rise to spontaneous cooperation by
division of labor. We apply this method to a simple
mechanical problem of disk motion by two agents on

the disk. Simulation results show emergence of opti-
mal division of labor by the two agents.
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Abstract 

Human often communicate with each other by gesture 
for natural communication. The target of this study is to 
provide a technology that enables to communicate with 
robot by finger indication in natural way.  

In order to set the direction of finger to one, at least 
two spatial coordinates are required on the finger. In this 
research, spatial coordinate is acquired using stereo 
method. This spatial straight line is called “Finger 
indication vector”. 
The finger area is extracted by skin color and shape 
feature of hand. From the area of the extracted finger, the 
portion of the tip of a finger and the root of a finger are 
made into the corresponding points.  

Plane information is calculated by normal vector. And 
the object is pointed out by connecting intersection of 
finger indicated vector and object plane, and finger. 

The result of experiment is shown finger indication 
vector run out in the portion without feature in object 
plane. It is shown in 3-dimensional space that the finger 
indication vector and object plane crossed. Even if this 
technique does not put on special equipment, it can 
presume the direction of finger, and subject is able to 
experiment it in free state. 
 
 
1. Introduction 
 
 

In order to support life and work of human, the robot 
that coexists with people have developed [1],[2]. Human 
must understand with each other for coexistence in 
everyday life. Human often communicate by 
“Hearing”, ”Looking”, ”Speaking”. Study for human and 
robot talking communication have been done by language 
such as character and sound [3][4]. As oppose to this, the 
technology to communicate with robots have been 
developed by non-language such as gesture [5][6]. In 
order to communicate in natural, human often 
communicate with each other by gesture. For example, 
when speaker wants to take the object in the position 
which speaker left, he says “Please take that object to me” 

while it points out [7]. The system which holds a 
conference as if people who are present in a mutually 
different place meet with a same place is proposed. One 
of the factor reproducing presence, it is made important 
that enables to point out by finger through a screen. In 
order to communicate in natural, this also shows that 
finger pointing is important. It relates to this, the research 
which teaches objective fields and the position of the 
peak using the laser pointer [8], and the research which 
detects the gazing point from a look [9] have 
accomplished.  

Even if it dose not use special device, if it is human, it 
is possible by directing the target object with finger to 
aim at communication. The target of this research is to 
provide a technology that enables to communicate with 
robot by finger pointing in natural way. In order to know 
spatial position between finger and object, hand and 
object are horizontally taken using stereo camera. Spatial 
coordinate of finger and object are acquired based on 
stereo photos and indication direction is appointed. And, 
in order to confirm validity, the experiment that directed 
object is made to answer computer is conducted. 

 
 

2. Decision of Finger Indication Vector 
 
 
2.1  Finger Indication Vector 
 

Indication direction is conducted by attached spatial 
straight line on finger. In order to set the direction of 
finger to one, at least two spatial coordinates are required 
on the finger. In this research, spatial coordinate is 
acquired by stereo method. The direction of finger is 
presumed by applying straight line on these spatial 
coordinates. Straight line vector is calculated by formula 
(1). This is called “Finger Indication Vector” in this 
research. 

atbr rrr
⋅+=     (1) 

However, ar and b
r

 are expressed “Finger Indication 
Vector”, and  is expressed real number. t
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2.2 Acquisition of hand area 
 
  After moving object is extracted by inter-frame 
difference, each extracted areas are done labeling, and 
small areas are removed as noise. Skin color area is 
extracted from left-behind area and it is considered that 
recognized as hand area. Inter-frame difference tends to 
be influenced of noise, even if indoor environment. It is 
caused incorrect detection by sunlight and fluorescent 
light. If it thinks that density pattern of picture does not 
change, incorrect detection can be reduced by making 
luminosity value normalization like formula (2).  

k
yxfyxf

yxfyxf

yx
ii

i
i *

)},(),({

),(),(

,

2

'

∑ −
=      (2) 

However  is expressed luminosity,),( yxf ),( yxf  
is expressed average, and is expressed real number. k
  Color information is changed Hue by formula (3), and 
skin color area is extracted. However and 

 are expressed color information and value of 
maximum or minimum into , respectively, and 

BGR ,,
minmax ,CC

BGR ,,
H is expressed value of Hue. 
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   (3) 

 
2.3 Determination of finger direction 
 
  The flow chart of algorithm, which determines finger 
direction, is shown in Fig.2. The direction of hand 
(horizontal or vertical) is determined by form of the 
rectangle of the extracted hand area. If it is in the 
tendency for the hand to be horizontally suitable, it scans 
vertically, and the number of pixels of the pixel value 
255 is recorded an account for the every sequence. By 
the middle of scan, the boundary line of finger and back 
of hand is made the portion which count value changed a 
lot. If the hand is vertically suitable, the scanning 
direction is changed and it processes similarly. If 
difference of vertically direction and horizontally 
direction are not clear, it corresponds scanning aslant. 
 
2.4 Determination of spatial coordinate on 

finger 

   
 
 
 
 
 

Fig.1 The shape of hand 
 
 
 Comparison of frame length with width 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 The flowchart of algorism 
 
 

 
 
 
 
 
 
 
 
 
 

Fig.3 Extraction of correspondence points 
 

In order to determinate direction of finger indication 
vector, two spatial coordinates are search on the finger. 
Since it calculates by stereo method, corresponding points 
have to be searched in the picture on either side. From the 
area of the extracted finger, the portion of the tip of a 
finger and the root of a finger are made into the 
corresponding points, respectively, as depicted by Fig.3. 
Formula (1) is calculated by searched two spatial 
coordinates. 

Cameras are used the lens of the same characteristic 
and arranged it in the same height. Starting point of  

Length > Width 
Yes No

Horizontal Scanning Vertical Scanning 

Upper length > Under length 
No

Finger direction 
is upward 

Finger direction 
is downward 

Yes

Finger direction  
is left 

Left length > Right length 
Yes No 

Finger direction  
is right 

The tip and root of finger are 
made into a corresponding
point, respectively. 
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Fig.4 The Normal 
 

spatial coordinate is taken as the position of lens on the 
left-hand side of a stereo camera. 
 
 
3. Detection of object position 
 
 
  By the experiment, which searches intersection with an 
object plane, it shows validity of finger indication vector 
searched section 2. Although the plane information is able 
to search for also by method by reference [10], this paper 
presumes plane information by searching for the three 
spatial coordinates, which exists on the same plane 
(Fig.4). First, plane equation is expressed formula (4). 

0ρ  is expressed normal and can calculate it like formula 
(5). Normal ρ  is able to calculate by substituting one of 
value  or . Here it is necessary to search for 
three spatial coordinates, which exist on the same plane. 
Then three feature points, such as objective edges, are 
extracted on the same plane. Next, three spatial points are 
acquired by taking correspondence between the pictures 
obtained from the camera on either side.  Formula (6) is 
drawn from formula ( ) and (4), coefficient can be 
calculated. Intersection

21,rr rr
3r
r

1
rr can be obtained by substituting 

for formula (1) the value calculated here. The object is 
pointed out by connection finger indicated vector and 
intersection rr . 

ρρ =⋅ 0rr          (4) 

)()(
)()(

0102

0102
0 rrrr

rrrr
rrrr

rrrr

−×−
−×−

=ρ     (5) 

a
bt r

r

⋅
⋅−

=
0

0

ρ
ρρ
       (6) 

 
 
4. The experiment 
 
 
4.1  The environment of experiment 
 

  In order to discover object, the experiment about finger 
pointing is conclude. The picture photo by the stereo 
camera (3DC-2000Z SONY) is send to computer through 
a picture edit machine (Accom-WSD-2Xtreem NGC) , 
and result is outputted. An experiment is conducted so 
that the hand and object are taken under complicated 
background. Objective spatial position is acquired 
beforehand and memorized. The target object is premised 
on not changing position frequency as if home electronics. 
But, if a position changes, moving area is extracted and 
memory is updated. 

 

 
4.2  Evaluation of finger pointing 
 
  The experiment for confirming the accuracy of a finger 
indication vector is conducted by comparing actual spatial 
angle with the direction of vector calculated from 
reproduced spatial coordinates. In the experiment, a laser 
pointer is fixed to a tripod and a gazing board is installed 
in the position 1m away from the tripod. The actual angle 
is determined by attaching gazing points to the interval of 
5 degrees vertically, attaching to the interval of 10 agrees 
horizontally, and irradiating each gazing points by laser 
point. This state is photoed and direction vector is 
calculated by formula (7) and (8). Here, , 

expresses there produced spatial coordinates. 
The graph which compared actual measurements with 
calculation values is shown in Fig.5.6. An actual 
measurement is shown in vertical axis and a calculation 
value is shown in horizontal axis. The graph expresses 
comparison with the straight line of ideal which  the 
error of angle is 0°, and the straight line obtained by 
experiment. Moreover, the error of finger pointing of the 
1[m] beyond, 5[m] beyond, and each 10[m] beyond 
which the error of angle of an angle brings about, is 
shown in Table1 and 2. 

),,( 111 ZYX
),,( 222 ZYX

)(tan
12

121

ZZ
XX

−
−

= −ϑ    (7) （Vertically）  

)(tan
12

121

ZZ
YY

−
−

= −ϑ    (8) （Horizontal）  

 
4.3  The result of finger pointing 
 
  The result of experiment is shown in the Fig.7 and 8. 
Each experiment shows the result by projecting the 
spatial vector obtained by the formula (1) on plane 
coordinate. After extracting also for an intersection 
spatially, it is produced on plane coordinates. In this 
figure, finger indication vector run out in the portion 
without feature in object plane. It is shown in 
3-dimensional space that the finger indication vector and 
object plane crossed. The desirable method for state that 

1P  

01 rr rr
−  

 

0P

2P
02 rr rr

−

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 35



0 5 10 15 20 25 30

 
 
 
 
 
 
 
 
 
 

Fig.5 Calculation value and actual measurement 
of vertical 

 
Table.1 Digital data of Fig.6 

 
 
 
 
 
 
 
 
 
 
 

Fig.6 Calculation value and actual measurement 
of horizontal 

 
Table.2 Digital data of Fig.7 
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The value of experiment (degree) Fig.7 Example of pointing (TV) 
 
 
 
 
 

Actual 

measurement 

(degree) 

Calculation 
value 

(degree) 

Angle 
error 

(degree)

The point error 

of 1m beyond 

(mm) 

The point error

of 5m beyond

(mm) 

0 1.23 1.23 21.54 107.70

5 4.97 -0.03 -0.52 -2.62

10 9.98 -0.02 -0.38 -1.92

15 15.61 0.61 10.68 53.41

20 20.07 0.07 1.19 5.93

25 26.89 1.89 33.07 165.34

30 30.39 0.39 6.86 34.30

 
 
 
 
 

Fig.8 Example of pointing (Display) 
 
object is directed being shown is giving definition as a 
polyhedron using a solid modeler, and judging the 
interaction with the finger indication vector and object 
plane. Here, since it is simple, only a certain field on 
object is taught, only the spread range is defined, and it is 
considered that the object is directed only within the 
intersection within the limit of it. 

-60

-40 -20 0 20 40
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C
alculation value (degree) 

 Ideal
 
5. Conclusion 
 Calcula

tion  
In this report, finger indication is recognized from the 

picture obtained by the stereo camera, and object is 
directed. Even if this technique does not put on special 
equipment, it can presume the direction of finger, and 
subject is able to experiment it in free state. Position error 
and angle error is a maximum of 211 [mm] and 2.42 
degree, respectively in the distance of 5[m] around. As a 
result, if it is a size like home electronics, the objective 
position is able to be taught. It is necessary to raise 
pointing accuracy so that it can presume, even if it is the 
small object that distance left from now on. Whether the 
finger is correctly suitable in the direction of objective 
influences evaluation greatly. As a subject, the rough 
instruction of “being around here generally” is also 
construction of a system by which information is 
transmitted. 

Actual measurement (degree) 

Actual 
measurement 

(degree) 

Calculation 
value 

(degree) 

Angle 
error 

(degree)

The point error 
Of beyond 

(mm) 

5m 先のポイ

ント誤差（㎜）

-40 -42.34 -2.34 -40.86 -204.32
-30 -32.42 -2.42 -42.25 -211.22
-20 -20.21 -0.21 -3.68 -18.41
-10 -9.26 0.74 12.90 64.49
0 -0.06 -0.06 -1.01 -5.062
10 9.70 -0.31 -5.32 -26.62
20 21.89 1.89 32.91 164.56
30 31.28 1.28 22.29 111.46
40 38.53 -1.47 -25.68 -128.40
50 52.03 2.03 35.46 177.31
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Abstract
During the past about forty years, many types of

two- or three-dimensional automata have been pro-
posed and investigated the properties of them as the
computational model of pattern processing. On the
other hand, recently, due to the advances in many
application areas such as computer animation, mo-
tion image processing, and so on, the study of three-
dimensional pattern processing with the time axis has
been of crucial importance. Thus, we think that
it is very useful for analyzing computation of three-
dimensional pattern processing with the time axis to
explicate the properties of four-dimensional automata.
In this paper, we deal with four-dimensional alter-
nating Turing machines, and investigate several ac-
cepting powers of four-dimensional alternating Turing
machines which each sidelength of each input tape is
equivalent.
KeyWords : alternation, configuration, four-dimen-
sional input tape, space bound, Turing machine.

1 Introduction and Preliminaries

Blum et al. first proposed two-dimensional au-
tomata, and investigated their pattern recognition
abilities in 1967 [1]. Since then, many researchers in
this field have been investigating a lot of properties
about automata on two- or three-dimensional tapes.
In 1976, Chandra et al. introduced the concept of
‘alternation’as a theoretical model of parallel compu-
tation [2]. After that, Inoue et al. introduced two-
dimensional alternating Turing machines as a gener-
alization of two-dimensional nondeterministic Turing
machines and as a mechanism to model parallel com-
putation [5]. Moreover, Sakamoto et al. presented
three-dimensional alternating Turing machines in [7].

On the other hand, recently, due to the advances
in many application areas such as computer anima-

tion, motion image processing, and so forth, it has
become increasingly apparent that the study of four-
dimensional pattern processing, i.e., three-dimensional
automata with the time axis should be of crucial im-
portance. Thus, we think that it is very useful for an-
alyzing computation of four-dimensional pattern pro-
cessing to explicate the properties of four-dimensional
automata. From this viewpoint, we introduced some
four-dimensional automata[6, 8].

In this paper, we continue the investigations about
four-dimensional alternating Turing machines [6], and
mainly investigate fundamental properties of four-
dimensional alternating Turing machines with only
universal states which each sidelength of each input
tape is equivalent.

Let Σ be a finite set of symbols. A four-dimensional
input tape over Σ is a four-dimensional rectangular
array of elements of Σ. The set of all the four-
dimensional input tapes over Σ is denoted by Σ(4).
Given an input tape x ∈ Σ(4), for each j(1 ≤ j ≤ 4),
we let lj(x) be the length of x along the jth axis. The
set of all x ∈ Σ(4) with l1(x) = m1, l2(x) = m2, l3(x)
= m3, and l4(x) = m4 is denoted by Σ(m1,m2,m3,m4).
If 1 ≤ ij ≤ lj(x) for each j(1 ≤ j ≤ 4), let x(i1, i2, i3,
i4) denote the symbol in x with coordinates (i1, i2, i3,
i4). Furthermore, we define x [(i1, i2, i3, i4), (i′1, i′2,
i′3, i′4)], when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer j(1 ≤
j ≤ 4), as the four-dimensional input tape y satisfying
the following:

(i) for each j(1 ≤ j ≤ 4), lj(y) = i′j − ij + 1;

(ii) for each r1, r2, r3, r4 (1 ≤ r1 ≤ l1(y), 1 ≤ r2 ≤
l2(y), 1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤ l4(y)), y(r1, r2,
r3, r4) = x(r1 + i1 − 1, r2 + i2 − 1, r3 + i3 − 1,
r4 + i4 − 1).

As usual, a four-dimensional input tape x over Σ
is surrounded by the boundary symbols #’s (# /∈ Σ).
Furthermore, four-dimensional tape is the sequence of
three-dimensional rectangular arrays along the time
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axis. By Cubex(i) (i ≥ 1), we denote the ith three-
dimensional rectanglar array along the time axis in x
∈ Σ(4) which each sidelength is equivalent.

We now recall the definition of a four-dimensional
alternating Turing machine (4-ATM), which can
be considered as an alternating version of a four-
dimensional Turing machine (4-TM) [8].

4-ATM M is defined by the 7-tuple

M = (Q, q0, U ,F , Σ, Γ, δ), where

(1) Q is a finite set of states;

(2) q0 ∈ Q is the initial state;

(3) U ⊆ Q is the set of universal states;

(4) F ⊆ Q is the set of accepting states;

(5) Σ is a finite input alphabet (# /∈ Σ is the boundary
symbol);

(6) Γ is a finite storage-tape alphabet (B ∈ Γ is the
blank symbol), and

(7) δ ⊆ (Q × (Σ ∪ {#}) × Γ) × (Q × (Γ− {B}) ×
{east, west, south, north, up, down, future, past,
no move} × {right, left, no move}) is the next-
move relation.

A state q in Q − U is said to be existential. As
shown in Fig. 1, the machine M has a read-only four-
dimensional input tape with boundary symbols #’s
and one semi-infinite storage tape, initially blank. Of
course, M has a finite control, an input head, and a
storage-tape head. A position is assigned to each cell of
the read-only input tape and to each cell of the storage
tape, as shown in Fig. 1. The step of M is similar to
that of a two- or three-dimensional Turing machine
[3–5, 7], except that the input head of M can move in
eight directions. We say that M accepts the tape x if
it eventually enters an accepting state. Note that the
machine cannot write the blank symbol. If the input
head falls off the input tape, or if the storage head falls
off the storage tape (by moving left), then the machine
M can make no further move.

A seven-way four-dimensional alternating Turing
machine (SV 4-ATM) is a 4-ATM whose input head
can move in seven directions – east, west, south,
north, up, down, or future, and an alternating ver-
sion of a seven-way four-dimensional Turing machine
(SV 4-TM).

Let L(m): N → R be a function with one variable
m, where N is the set of all positive integers and R
is the set of all nonnegative real numbers. With each
4-ATM (or SV 4-ATM) M we associate a space com-
plexity function SPACE that takes configurations to

north south

west

east

up

down

m

m

m

m

M

storage-tape head

finite control

input head

storage tape

four-dimensional

input tape

past future

the 2nd axis

the 1st axis

the 3rd axis

the 4th axis

Fig. 1: Four-dimensional alternating Turing machine.

natural numbers. That is, for each configuration c =
(x, (i1, i2, i3, i4), (q, α, j)), let SPACE(c) = |α|. M
is said to be L(m) space-bounded if for each m ≥ 1
and for each x with l1(x) = l2(x) = l3(x) = l4(x) =
m, if x is accepted by M , then there is an accepting
computation tree of M on input x such that for each
node v of the tree, SPACE(L(v)) ≤ dL(m)e1. We
denote an L(m) space-bounded 4-ATM (SV 4-ATM)
by 4-ATM (L(m)) [SV 4-ATM (L(m))].

A 4-ATM(0) [SV 4-ATM(0)] is called a four-
dimensional alternating finite automaton (seven-way
four-dimensional alternating finite automaton), which
can be considered as an alternating version of a four-
dimensional finite automaton (4-FA) (seven-way four-
dimensional finite automaton (SV 4-FA)), and is de-
noted by 4-AFA (SV 4-AFA).

In order to distinguish among determinism, non-
determinism, and alternation, we denote a determin-
istic 3-TM [nondeterministic four-dimensional Tur-
ing machine (4-TM), deterministic seven-way four-
dimensional Turing machine (SV 4-TM), nondeter-
ministic SV 4-TM , deterministic 4-TM (L(m)), non-
deterministic 4-TM (L(m)), deterministic SV 4-TM
(L(m)), nondeterministic SV 4-TM (L(m)), deter-
ministic 4-FA, nondeterministic 4-FA, determinis-
tic SV 4-FA, nondeterministic SV 4-FA] by 4-DTM
[4-NTM , SV 4-DTM , SV 4-NTM , 4-DTM (L(m)),
4-NTM (L(m)), SV 4-DTM (L(m)), SV 4-NTM
(L(m)), 4-DFA, 4-NFA, SV 4-DFA, SV 4-NFA].

Let M be an automaton on a three-dimensional
tape. We denote by T (M) the set of all three-
dimensional tapes accepted by M . As usual, for each
X ∈ {D, N , A}, we denote, for example, by £[3-
XTM ] the class of sets of all the four-dimensional
tapes accepted by 4-XTM ’s. That is, £[4-XTM ]
= {T | T = T (M) for some 4-XTM M}. £[SV 4-

1dre means the smallest integer greater than or equal to r.

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 39



XTM ], £[4-XTM (L(m))], £[SV 4-XTM (L(m))],
£[4-XFA], and £[SV 4-XFA] also have analogous
meanings.

2 Accepting Powers of SV 4-UTM ’s

We denote by SV 4-UTM (SV 4-UFA) an SV 4-
ATM (SV 4-AFA) which has only universal states.
For any function L: N→ R, we denote by SV 4-UTM
(L(m)) an L(m) space-bounded SV 4-UTM , and let
£[SV 4-UTM(L(m))] = {T | T = T (M) for some SV 4-
UTM (L(m)) M}. £[SV 4-UFA] is defined in a simi-
lar way.

In this section, we investigate the relationship be-
tween the accepting powers of SV 4-UTM ’s and SV 4-
ATM ’s (SV 4-NTM ’s or SV 4-DTM ’s).

The following lemma says that there exists a set
accepted by an SV 4-NFA, but not accepted by any
SV 4-UTM (L(m)) for any L such that L(m) = o(m3).

Lemma 2.1. Let T1 = {x ∈ {0, 1}(4) | ∃ m ≥ 2
[l1(x) = l2(x) = l3(x) = l4(x) = m] & Cubex(1) =
Cubex(2)}. Then

(1) T 1 ∈ £[SV 4-NFA],2 and

(2) T 1 /∈ £[SV 4-UTM (L(m))] for any L: N → R
such that L(m) = o(m3).

Proof: The set T 1 is accepted by an SV 4-NFA
which, given an input x ∈ {0, 1}(4), simply checks
by using nondeterministical states that Cubex(1) 6=
Cubex(2). It is obvious that part (1) of the lemma
holds. Here, we only prove (2). Suppose that there
exists an SV 4-UTM (L(m)) M accepting T 1, where
L(m) = o(m3). Let s and r be the numbers of states
(of the finite control) and storage tape symbols of M ,
respectively. For each m ≥ 3, let

V (m) = {x ∈ {0, 1}(4) | l1(x) = l2(x) = l3(x) = l4(x)

= m & Cubex(1)= Cubex(2)

& x [(1, 1, 1, 3), (m, m, m, m)] ∈ {0}(4)}.

For each x in V (m), let S(x) and C(x) be sets of
semi-configurations of M defined as follows:

S(x) = {((i1, i2, i3, 2), (q, α, j)) | there exists a
computation path of M on x, IM (x) `∗M (x, ((i1, i2,
i3, 1), (q′, α′, j′))) `M (x, ((i1, i2, i3, 2), (q, α, j)))
(that is, (x, ((i1, i2, i3, 2), (q, α, j))) is a configuration
of M just after the input head reached Cubex(2))},

C(x) = {σ ∈ S(x) | when, starting with the con-
figuration (x, σ), M proceeds to read the segment

2If T ⊆ Σ(4), then define T = Σ(4) − T .

Cubex(2), there exists a sequence of steps of M in
which M never enters an accepting state}.

(Note that, for each x in V (m), C(x) is not empty
since x is not in T 1, and so not accepted by M .) Then
the following proposition must hold.

Proposition 2.1. For any two different tapes x, y in
V (m), C(x) ∩ C(y) = φ.
[ Proof: This proposition can be proved by the well-
known technique [7]. ¤]
Proof of Lemma 2.1(continued) : Clearly, |V (m)| =
2m3

and p(m) ≤ s(m+2)3L(m)rL(m), where p(m) de-
notes the number of possible semi-configurations of M
just after the input head reached the second plane of
tapes in V (m). Since L(m) = o(m3), we have |V (m)|
> p(m) for large m. Therefore, it follows that for large
m there must be two different tapes x, y in V (m) such
that C(x) ∩ C(y) 6= φ. This contradicts Proposition
2.1 and completes the proof of (2). ¤

We need the following three lemmas. The proof of
the following lemmas is omitted here since it is similar
to that of Lemma 2.1.

Lemma 2.2. Let T2 = {x ∈ {0, 1}(4) | ∃ m ≥ 1 [l1(x)
= l2(x) = l3(x) = l4(x) = 2m & x [(1, 1, 1, 1), (2m,
2m, 2m, m)] = x [(1, 1, 1, m + 1), (2m, 2m, 2m,
2m)]]}. Then

(1) T 2 ∈ £[SV 4-NTM (log m)], and

(2) T 2 /∈ £[SV 4-UTM (L(m))] for any L: N → R
such that L(m) = o(m4).

Lemma 2.3. Let T2 be the set described in Lemma
2.1. Then

(1) T1 ∈ £[SV 4-UFA], and

(2) T1 /∈ £[SV 4-NTM (L(m))] for any L: N → R
such that L(m) = o(m3).

Lemma 2.4. Let T2 be the set described in Lemma
2.2. Then

(1) T2 ∈ £[SV 4-UTM (log m)], and

(2) T2 /∈ £[SV 4-NTM (L(m))] for any L: N → R
such that L(m) = o(m4).

From Lemmas 2.1–2.4, we can get

Theorem 2.1. Let L: N → R be a function such that
(i) L(m) = o(m2), or (ii) L(m) ≥ log m (m ≥ 1) and
L(m) = o(m4). Then

(1) £[SV 4-UTM (L(m))] ( £[SV 4-ATM (L(m))],
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(2) £[SV 4-UTM (L(m))] is incomparable with
£[SV 4-NTM (L(m))], and

(3) £[SV 4-DTM (L(m))] ( £[SV 4-UTM (L(m))].

Corollary 2.1. (1) £[SV 4-UFA] ( £[SV 4-AFA].
(2) £[SV 4-UFA] is incomparable with £[SV 4-NFA].
(3) £[SV 4-DFA] ( £[SV 4-UFA].

It is natural to ask how much space is necessary
and sufficient for SV 4-DTM ’s and SV 4-NTM ’s to
simulate SV 4-UFA’s. The following theorem answers
this question.

THEOREM 2.2. (1) £[SV 4-UFA] ( £[SV 4-
DTM (m3)]. (2) m3 space is necessary and sufficient
for SV 4-DTM ’s and SV 4-NTM ’s to simulate SV 4-
UFA’s.

Moreover, by using a technique similar to that in
the proof of Theorem 3.2 in [2], we can get the follow-
ing theorem.

THEOREM 2.3. m4 space is necessary and suf-
ficient for SV 4-DTM ’s to simulate SV 4-AFA’s and
4-AFA’s.

3 Accepting Powers of 4-UTM ’s

We denote by 4-UTM (4-UFA) a 4-ATM (4-AFA)
which has only universal states. For any function L:
N→ R, we denote by 4-UTM (L(m)) an L(m) space-
bounded 4-UTM , and let £[4-UTM (L(m))] = {T |
T = T (M) for some 4-UTM (L(m)) M}. £[4-UFA]
is defined in a similar way. This section first investi-
gates a relationship between the accepting powers of
4-UTM ’s and 4-ATM ’s (4-NTM ’s or 4-DTM ’s).

From Lemma 5.2 in [7], we can get the following
results.

Theorem 3.1. Let L: N → R be a function such
that L(m) = o(log m). Then, £[4-DTM (L(m))] (
£[4-UTM (L(m))] ( £[4-ATM (L(m))].

Corollary 3.1. £[4-DFA]( £[4-UFA]( £[4-AFA].

We then investigate relationships between the ac-
cepting powers of eight-way and seven-way four-
dimensional machines. By using the same way as in
the proof of Theorems 2.1–2.3, we can get the follow-
ing results.

Theorem 3.2. Let L: N → R be a function such
that (i) L(m)3 = o(m3), or (ii) L(m) ≥ log m (m ≥ 1)

and L(m) = o(m4). Then, £[SV 4-UTM (L(m))] (
£[4-UTM (L(m))].

Corollary 3.2. £[SV 4-UFA] ( £[4-UFA].

Theorem 3.3. (1) £[4-UFA] ( £[SV 4-DTM (m4)],
and (2) m4 space is necessary and sufficient for SV 4-
DTM ’s to simulate 4-UFA’s.

4 Conclusion

In this paper, we investigated the accepting powers
of four-dimensional alternating Turing machines with
only universal states which each sidelength of each in-
put tape is equivalent.

Let Tc be the set of all the four-dimensional con-
nected tapes. If Tc is accepted by four-dimensional al-
ternating Turing machines with only universal states,
it will be interesting to investigate how much space
is necessary and sufficient for four-dimensional alter-
nating Turing machines with only universal states to
accept Tc.
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Abstract

Recently, due to the advances in many applica-
tion areas such as computer animation, motion im-
age processing, and so forth, it has become increas-
ingly apparent that the study of four-dimensional pat-
tern processing has been of crucial importance. Thus,
we think that the research of four-dimansional au-
tomata as a computational model of four-dimensional
pattern processing has also been meaningful. This
paper introduces four-dimensional multicounter au-
tomata, and investigates some their properties. We
show the differences between the accepting powers
of seven-way and eight-way four-dimensional multi-
counter automata, and between the accepting powers
of deterministic and nondeterministic seven-way four-
dimensional multicounter automata.

Key Words : computational complexity, four-dimen-
sional automaton, multicounter, nondeterminism.

1 Introduction and Preliminaries

Inoue et al. [5] introduced a two-dimensional multi-
counter automaton and investigated its basic proper-
ties. Szepietowski also investigated some of its prop-
erties [10]. A two-dimensional k-counter automaton
M is a two-dimensional finite automaton [1] that has k
counters. The action of M is similar to that of the one-
dimensional off-line k-counter machine [3], except that
the input head of M can move up, down, right, or left
on a two-dimensional input tape. In [7], Sakamoto
et al. introduced multicounter automata on three-
dimensional input tapes.

By the way, during the past about forty years, sev-
eral automata on two- or three-dimensional tapes have
been proposed and many properties of them have been
obtained [6,8]. On the other hand, recently, due to
the advances in computer animation, motion image
processing, and so on, the study of four-dimensional
information processing has been of great importance.
Thus, we think that the study of four-dimensional
automata has been meaningful as the computational
model of four-dimensional information processing [9].

In this paper, we introduce and investigate about
eight-way four-dimensional multicounter automata as
new four-dimensional computational models. An
eight-way four-dimensional k-counter automaton (4-
kCA), which consists of a finite control, k counters,
a read-only four-dimensional input tape, k counter
heads, and an input head which can move in eight
directions — north, east, south, west, up, down, fu-
ture or past. In general, when we must think about
the algorithm of four-dimensional pattern processing
by using the restricted computational resources, if the
algorithm is fine in spite of its restricted computational
resources, it will be valued highly. It is the same with
automata theory. So we next introduce and investi-
gate a seven-way four-dimensional k-counter automa-
ton (SV 4-kCA) which is a restricted type of 4-kCA.
SV 4-kCA is a 4-kCA whose input head can move in
seven directions — north, east, south, west, up, down,
or future. In this paper, we let each sidelength of each
input tape of these automata be equivalent in order to
increase the theoretical interest.

Let Σ be a finite set of symbols. A four-dimensional
tape over Σ is a four-dimensional rectangular array of
elements of Σ. The set of all the four-dimensional
tapes over Σ is denoted by Σ(4).

Given a tape x ∈ Σ(4), for each j(1 ≤ j ≤ 4), we let
lj(x) be the length of x along the jth axis. The set of
all x ∈ Σ(4) with l1(x) = m1, l2(x) = m2, l3(x) = m3,
and l4(x) = m4 is denoted by Σ(m1,m2,m3,m4). When
1 ≤ ji ≤ lj(x) for each j(1 ≤ j ≤ 4), let x(i1, i2, i3, i4)
denote the symbol in x with coordinates (i1, i2, i3, i4).
Furthermore, we define

x[(i1, i2, i3, i4), (i′1, i
′
2, i

′
3, i

′
4)],

when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer j(1 ≤ j ≤ 4),
as the four-dimensional tape y satisfying the following
(i) and (ii) :

(i) for each j(1 ≤ j ≤ 4), lj(y) = i′j − ij + 1;
(ii) for each r1, r2, r3, r4 (1 ≤ r1 ≤ l1(y), 1 ≤ r2 ≤

l2(y), 1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤ l4(y)), y(r1, r2, r3, r4) =
x(r1 + i1 − 1, r2 + i2 − 1, r3 + i3 − 1, r4 + i4 − 1).

Four-dimensional tape is the sequence of three-
dimensional rectangular arrays along the time axis. By
Cubex(i) (i ≤ 1), we denote the ith three-dimensional
rectangular array along the time axis in a tape x ∈
Σ(4) which each sidelength is equivalent.
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We now introduce a seven- or eight-way four-
dimensional multicounter automaton. An eight-way
four-dimensional k-counter automaton (4-kCA) M,
k ≥ 1, has a read-only four-dimensional input tape
surrounded by boundary symbols ]’s and k counters.
(Of course, M has a finite control, an input head, and
k counter heads.) The action of M is similar to that of
the two- or three-dimensional multicounter automaton
[5, 7, 10], except that the input head of M can move in
eight directions — east, west, south, north, up, down,
future, or past. That is, when an input tape x ∈ Σ(4)

(where Σ is the set of input symbols of M and the
boundary symbol ]’s is not in Σ) is presented to M,
M determines the next state of the finite control, the
move direction (east, west, south, north, up, down, fu-
ture, past, or no move) of the input head, and the move
direction (right, left, or no move) of each counter head,
depending on the present state of the finite control, the
symbol read by the input head, and whether or not the
contents of each counter is zero (i.e., whether or not
each counter head is on the bottom symbol Z0 of the
counter). If the input head falls off the tape x with
boundary symbols, M can make no further move. M
starts in its initial state, with the input head on posi-
tion (1,1,1,1) of the tape x, and with the contents of
each counter zero (i.e., with each counter on the bot-
tom symbol Z0 of the counter). We say that M accepts
the tape x if M eventually halts in a specified state
(accepting state) on the bottom boundary symbol ]
of the input. We denote by T (M) the set of all the
four-dimensional tapes accepted by M. A seven-way
four-dimensional k-counter automaton (SV 4-kCA) is
a 4-kCA whose input head can move in seven direc-
tions — east, west, south, north, up, down, or future
(see Fig.1).

Let L(m) : N 7→ N (where N is the set of all the
positive integers) be a function with one variable m.
A 4-kCA (SV 4-kCA) M is said to be L(m) counter-
bounded if for each m ≥ 1 and each input tape x (ac-
cepted by M) with l1(x) = l2(x) = l3(x) = l4(x) = m,
the length of each counter of M is bounded by L(m).
As usual, we define nondeterministic and determin-
istic 4-kCA’s (SV 4-kCA’s). By N4-kCA(L(m)) (re-
spectively, D4-kCA(L(m)), NSV 4-kCA(L(m)), and
DSV 4-kCA(L(m))), we denote a nondeterministic 4-
kCA (respectively, deterministic 4-kCA, nondeter-
ministic SV 4-kCA, and deterministic SV 4-kCA )
whose each sidelength of each input tape is equivalent
and which is L(m) counter-bounded. Let L[N4-kCA(
L(m))] = {T | T = T (M) for some N4-kCA(L(m))
M}. L[N4-kCA(L(m))], L[NSV 4-kCA(L(m))], and
L[DSV 4-kCA(L(m))] have similar meanings.

We briefly recall seven-way four-dimensional Tur-
ing machines [9]. A seven-way four-dimensional Tur-
ing machine M has a read-only four-dimensional in-
put tape with boundary symbols ]′s and one semiin-
finite storage tape. (Of course, M has a finite con-
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Fig. 1: Four-dimensional k-counter automaton.

trol, an input head, and a storage-tape head.) The
action of M is similar to that of the two- or three-
dimensional Turing machine [6,8] which has a read-
only input tape with boundary symbols ]′s and one
semiinfinite storage tape, except that the input head
of M can move in seven directions — east, west, south,
north, up, down, or future. M starts in its initial
state, with the input head on position (1, 1, 1, 1) of
an input tape x, and with all the cells of the stor-
age tape blank. We say that M accepts the tape
x if M eventually halts in an accepting state. Let
L(m) : N 7→ N be a function with one variable
m. By NSV 4-TM(L(m)) (DSV 4-TM(L(m))) we
denote a nondeterministic (deterministic) seven-way
four-dimensional Turing machine whose each side-
length of each input tape is equivalent and which does
not scan more than L(m) cells on the storage tape
for any input tape x (accepted by M) with l1(x) =
l2(x) = l3(x) = l4(x) = m. Let L[NSV 4-TM(L(m))]
( L[DSV 4-TM(L(m))] ) denote the class of sets ac-
cepted by NSV4-TM(L(m))’s (DSV 4-TM(L(M))’s).

We denote a nondeterministic (deterministic) four-
dimensional finite automaton by N4-FA (D4-FA). A
seven-way N4-FA (seven-way D4-FA) is an N4-FA
(D4-FA) whose input tape head can move in seven
directions — east, west, south, north, up, down, or fu-
ture. By N4-FA (D4-FA, NSV 4-FA, DSV 4-FA) we
denote an N4-FA (D4-FA, seven-way N4-FA, seven-
way D4-FA) whose each sidelength of each input tape
is equivalent [9]. For example, let L[D4-FA] denote
the class of sets accepted by D4-FA’s. As is easily
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seen, it follows that for any constant k, L[D4-FA] =
L[D4-1CA(k)], L[DSV 4-FA] = L[DSV 4-1CA(k)],
and so on.

We conclude this section by giving a relationship
between seven-way four-dimensional multicounter au-
tomata and seven-way four-dimensional Turing ma-
chines, which will be used in the latter sections.

[Theorem 1.1]

(1)
⋃

1≤k<∞ L[XSV 4-kCA(L(m))] ⊆
L[XSV 4-TM(log L(m))]

for any L(m) : N 7→ N and any X ∈ {D, N},
(2)

⋃
1≤k<∞ L[XSV 4-kCA(m)] =

L[XSV 4-TM(log m)]
for any X ∈ {D, N}.

(Proof) (1) : Let M be an XSV 4-kCA(L(m)). The
set T (M) is also accepted by the XSV 4-TM(log L(m)
) which divides the storage tape into k tracks and
makes each track play a role of the corresponding
counter of M .

(2) : From (1),
⋃

1≤k<∞ L [XSV 4-kCA(m)] ⊆
L[XSV 4-TM(log m)]. It is well known that any log m
tape-bounded one-dimensional off-line Turing machine
can be simulated by a one-dimensional two-way mul-
tihead finite automaton [4]. By using the same argu-
ment as in the proof of this fact, we can easily show
that any XSV 4-TM(log m) can be simulated by an
XSV 4-kCA(m) for some k ≥ 1. Thus L[XSV 4-TM(
log m)] ⊆ ⋃

1≤k<∞ L[XSV 4-kCA(m)]. ¤

2 Seven-Way versus Eight-Way

In this section, we investigate the difference be-
tween the accepting powers of counter-bounded eight-
way and seven-way four-dimensional multicounter au-
tomata.

We need the following two lemmas.

[Lemma 2.1] Let T1 = {x ∈ {0, 1}(4) | ∃m ≥ 2 [ l1(x)
= l2(x)= l3(x)= l4(x)=m] & Cubex(1)=Cubex(2)},
and let L1(m) : N 7→ N be a function such that
lim

m→∞
[(log L1(m))/m3] = 0. Then,

(1) T1 ∈ L[D4-FA], and

(2) T1 /∈ ⋃
1≤k<∞ L[NSV 4-kCA(L1(m))].

(proof) The proof of (1) is omitted here, since it is
obvious. We now prove (2). Suppose that there is an
NSV 4-TM(L′1(m)) M accepting T1, where L′1(m) :
N 7→ N is a function such that lim

m→∞
[L′1(m)/m3] = 0.

For each m ≥ 3, let

V (m)={x∈T1 | l1(x)= l2(x)= l3(x)= l4(x)=m
& x[(1, 1, 1, 3), (m,m, m,m)] ∈ {0}(4)}.

Clearly, each tape in V (m) is accepted by M . For
any (seven-way) four-dimensional Turing machine M ,
we define the configuration of M to be a combination
of the (1) state of the finite control, (2) position of
the input head within the input tape, (3) position of
the storage-tape head within the nonblank portion of
the storage tape, and (4) contents of the storage tape.
For each x ∈ V (m), let conf(x) be the set of config-
urations of M just after the point, in the accepting
computations on x, where the input head left the first
cube of x. Then the following proposition must hold.

[Proposition 2.1] For any two different tapes x, y ∈
V (m),

conf(x) ∩ conf(y) = φ (empty set).

(Proof) Suppose that conf(x) ∩ conf(y) 6= φ and
σ ∈ conf(x) ∩ conf(y). It is obvious that if, starting
with this configuration σ, the input head proceeds to
read the [(1, 1, 1, 2), (m,m, m, m)]-segment of x, then
M could enter an accepting state. Therefore, by as-
sumption, it follows that the tape z[ l1(z) = l2(z) =
l3(z) = l4(z) = m] satisfying the following two condi-
tions must be also accepted by M : (i) z[(1, 1, 1, 1), (
m,m,m, 1)]=y[(1, 1, 1, 1), (m, m,m, 1)]; (ii) z[(1, 1, 1,
2), (m,m, m,m)] = x[(1, 1, 1, 2), (m, m,m, m)]. This
contradicts the fact that z is not in T1. ¤

(Proof of Lemma 2.1 (continued)) Clearly, |V (m)|
= 2m3

, where for any set S, |S| denotes the number
of elements of S. Let c(m) be the number of possible
configurations of M just after the input head left the
first cube of tapes in V (m). Then

c(m) ≤ s(m + 2)3L′1(m)tL
′
1(m).

(The factor s is the number of possible states of finite
control, (m + 2)3 is the number of possible positions
of the input head, L′1(m) is the number of possible
positions of the storage-tape head, t is the number
of storage-tape symbols, and tL

′
1(m) is the number of

possible contents of the nonblank portion of storage
tape.) Since lim

m→∞
[L′1(m)/m3] = 0, we have

|V (m)| > c(m) for large m.

Therefore, it follows that for large m there must be
different tapes x, y ∈ V (m) such that conf(x) ∩
conf(y) 6= φ. This contradicts Proposition 2.1,
and thus T1 is not in L[NSV 4-TM(L′1(m))], where
L′1(m) : N 7→ N is a function such that lim

m→∞
[L′1(m)/

m3] = 0. From this result and from the condition that
lim

m→∞
[(log L1(m))/m3] = 0, it follows that T1 is not

in L[NSV 4-TM(log L1(m))]. Part (2) of the lemma
follows from this fact and Theorem 1.1 (1). ¤

[Lemma 2.2] Let T2 ={x ∈ {0, 1}(4) | ∃m ≥ 1 [ l1(x)
= l2(x)= l3(x)= l4(x)=2m & x[(1, 1, 1, 1), (2m, 2m,
2m,m)] = x[(1, 1, 1, m + 1), (2m, 2m, 2m, 2m)] (that
is, the top and bottom halves of x are identical)]},
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and let L2(m) : N 7→ N be a function such that
lim

m→∞
[(log L2(m))/m4] = 0. Then,

(1) T2 ∈ L[D4-1CA(m)], and

(2) T2 /∈ ⋃
1≤k<∞ L[NSV 4-kCA(L2(m))].

(Proof) The proof of Part (1) is omitted here, since it
is obvious. Part (2) is given by using the same tech-
nique as in the proof of Lemma 2.1 (2). ¤

From Lemmas 2.1 and 2.2, we can get the following
theorem.

[Theorem 2.1] (1) Let L(m) : N 7→ N be a function
such that lim

m→∞
[(log L(m))/m3] = 0. Then, L[D4-FA]

−⋃
1≤k<∞ L[NSV 4-kCA(L(m))] 6= φ. (2) Let L′(m) :

N 7→ N be a function such that lim
m→∞

[(log L′(m))/m4]

= 0. then, L[D4-1CA(m)]−⋃
1≤k<∞ L[NSV 4-kCA(

L′(m))] 6= φ.

3 Nondeterminism versus Determin-
ism

In this section, we investigate the difference
between the accepting powers of counter-bounded
deterministic and nondeterministic seven-way four-
dimensional multicounter automata.

We need the following two lemmas. The proof of
the following lemmas is omitted here since it is similar
to that of Lemma 2.1.

[Lemma 3.1] Let T3 = {x ∈ {0, 1}(4) | ∃m ≥ 2 [ l1(x)
= l2(x)= l3(x)= l4(x)=m] & Cubex(1) 6=Cubex(2)},
and L1(m) : N 7→ N be a function such that
lim

m→∞
[(log L1(m))/m3] = 0. Then,

(1) T3 ∈ L[NSV 4-FA], and

(2) T3 /∈ ⋃
1≤k<∞ L[DSV 4-kCA(L1(m))].

[Lemma 3.2] Let T4 = {x ∈ {0, 1}(4) | ∃m ≥ 2 [ l1(x)
= l2(x) = l3(x) = l4(x) = 2m & x[(1, 1, 1, 1), (2m, 2m,
2m,m)] 6= x[(1, 1, 1,m + 1), (2m, 2m, 2m, 2m)]]}, and
let L2(m) : N 7→ N be a function such that lim

m→∞
[(log

L2(m))/m4] = 0. Then,

(1) T4 ∈ L[NSV 4-1CA(m)], and
(2) T4 /∈ ⋃

1≤k<∞ L[DSV 4-kCA(L2(m))].

From Lemmas 3.1 and 3.2, we can get the following
theorem.

[Theorem 3.1] (1) Let L(m) : N 7→ N be a func-
tion such that lim

m→∞
[(log L(m))/m3] = 0. Then,

L[NSV 4-FA] − ⋃
1≤k<∞ L[DSV 4-kCA(L(m))] 6= φ.

(2) Let L′(m) : N 7→ N be a function such that
lim

m→∞
[(log L′(m))/m4] = 0. Then, L[NSV 4-1CA(m)]

− ⋃
1≤k<∞ L[DSV 4-kCA(L′(m))] 6= φ.

4 Conclusion

In this paper, we introduced four-dimensional mul-
ticounter automata, and we investigated the accepting
powers of counter-bounded seven-way and eight-way
four-dimensional multicounter automata. Then, we
investigated a relationship between determinism and
nondeterminism. In these subjects, we stated only for
four-dimensional input tape which each sidelength is
equivalent.

It will be also interesting to investigate the ac-
cepting powers of ‘alternating’ four-dimensional mul-
ticounter automata (see [2] for the concept of ‘alter-
nation’).
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Abstract
In this paper, we propose wheelchair navigation

system with infrared sensors and ultrasonic sensors
to aid senior people and the handicapped to drive a
wheelchair. We consider neural network to connect in-
put sensor signals and output wheel speed. To get nice
wheelchair controller, we constructed wheelchair sim-
ulator and applied G.A. for synaptic couplings in the
neural networks. We investigated that a wheelchair
controlled by this system ran safely and comfortably.

1 Introduction

Recently, many people have been researching au-
tonomous mobile robots extensively. The purpose of
these researches is to build the robots that are able to
run safely in unknown or dynamically changing envi-
ronments. In order to perceive the surrounding envi-
ronments, robots mount many kinds of sensors, e.g.,
infrared sensors, ultrasonic range sensors and CCD
cameras.

There is a growing demand for more safe and com-
fortable wheelchairs as mobile aids, as the population
of senior people has been increasing. There are two
research issues with these wheelchairs. One is au-
tonomous (or semi-autonomous) and safe navigation,
such as avoiding obstacles, wall following, going to a
goal using various sensors [1,2]. The other is to develop
human interfaces for easy operation [3,4].

In this paper, we aim to build an autonomous
wheelchair robot so as to reduce navigation efforts
of a handicapped person as far as possible. We use
wide ranged ultrasonic sensors in front of wheelchair
to detect obstacles and sharp ranged infrared sensors
mounted on both sides of wheelchair to measure a dis-
tance to a wall.

The most major problem to construct the best
robot is to make a realistic simulation of a robot. We
use Webots by Cyberbotics[3] which is an excellent soft-
ware to take account of noises in real world and to
enable us to build any shape of mobile robot easily.

We focus the task in the present paper to the naviga-
tion going along a right side wall by using front and
right side sensors. If we are successful to get a task of
going along a right side wall, then we can easily ex-
tend it to the task of going along a left side wall. If a
robot can move along any side of a wall or can proceed
straight, it will be possible to build a robot to go from
one place to a destination, following an ordinary cor-
ridor in a building. We connected input sensors and
output wheels by neural networks and developed G.A
for the wheelchair simulator in a rather complicated
test course to obtain the best robot. The simulation
result was applied to the real wheelchair navigation in
a corridor inside our building and eventually we had a
smoothly moving nice wheelchair robot.

2 Outline of Wheelchair system

Fig. 1: Wheelchair system

The wheelchair system in our research is com-
posed of a commercial electric wheelchair (Matsunaga
MD-100), a desktop PC (CPU:PentiumIV 2.66GHz,
OS:Linux), infrared sensors (GP2D12) and ultrasonic
sensors (BTE054) as shown in Fig.1 The wheelchair
has the maximum speed of 4.5 [km/h]. The infrared
sensors are mounted on the side of the wheelchair and
the ultrasonic sensors are mounted on the front. The
PC processes infrared and ultrasonic sensor input val-
ues and controls wheel motors of the robot.
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Fig. 2: Distance-Voltage graph of an infrared sensor
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Fig. 3: Distance-Voltage graph of an ultrasonic sensor

The infrared and ultrasonic sensors output a dis-
tance to an object in voltage. Fig.2 shows distance
- voltage graph for several kinds of objects. We find
that the maximum detection ranges of the infrared
and ultrasonic sensors are about 80 cm and 300cm,
respectively. They have almost simulator response to
the different objects as shown in Fig.2 and Fig.3.

3 Control methods

We consider control methods of a wheelchair so
that a wheelchair runs along a right-hand side wall.
We mount infrared and ultrasonic sensors on the
wheelchair as shown in Fig.4. Since the ultrasonic
sensors cover wide range of angle, three ultrasonic
sensors(X01, X02, X03) are installed on the front to
detect front obstacles. Since the infrared sensors
have narrow range sensing angle, four infrared sensors
X1, X2, X3, X4 are installed on left and right sides to
measure the distance to a wall. Since we do not use left
side sensors X3, X4 for our present task of going along
a right side wall, we can easily extend our task to go
along a left side wall by using X3, X4. The ultrasonic
sensors (X01, X02, X03) which detect an obstacle or a

wall in the front direction are normalized in the range
0∼1.0 by defining

Fig. 4: Sensor configurations for wheelchair robot

X01 = αultra s/V 01, X02 = αultra s/V 02 (1)
X03 = αultra s/V 03
αultra s = 75.0 (2)

where V 01 is the output voltage of the sensor and
αultra s is a normalization constant. To reduce vari-
ables, we take the mean value of X01, X02 as

X0 = (X01 + X02)/2.0 (3)
X1 = X03

Side infrared sensor values are denoted by
X2 = (V1 + V2)/2Vinfra s (4)
X3 = (V3 + V4)/2Vinfra s

To normalize Xi to take 0∼1.0, we choose
Vinfra s = 2.78 (5)

The control system of the wheelchair consists of
neural networks shown in Fig.5. To train the synap-
tic couplings by means of genetic algorithms, we in-
vestigated robot movement in a computer simulation
model. A difficult problem in computer simulations is
how to simulate the real world with respect to noises.
Webots ver.4.0.24 by Cyberbotics[5], is an excellent
software tool that takes account of uncertainties as-
sumed to exist in the real world. Noises of ±10% and
±10% are randomly added to the amplitude of the
sensor value, and the amplitude of the motor speed,
respectively.

Another difficulty in computer simulation is how to
build a simulator to imitate the real object as far as
possible. The webots software package is composed of
VRML coding and any parts of an object are easily
replaced or modified. As a typical example, we take a
rectangular area with concave spaces surrounded by a
wall as shown in Fig.6, in which wheelchair webots is
required to follow the wall counterclockwise. It must
keep a safe and short distance from the wall on the
right, and enters wide spaces and narrow spaces.
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Fig. 5: Neural Network to control left and right wheel

Fig. 6: Test course for simulator wheelchair robot

4 Evolutionary Adaptation

To train robot control systems, we perform adapta-
tion under a computer simulation model of a robot
and its environment. As shown in Fig.5, the data
X0, X1, X2 output from the sensors are fed to the
neural networks with self-training ability. The synap-
tic couplings are then revised by genetic algorithms.
The control signals to the right wheel and left wheel,
L and R are given by

L = F (ω0X0 + ω1X1 + ω2X2 + ω3) (6)
R = F (ω4X0 + ω5X1 + ω6X2 + ω7) (7)

F (x) = tanh(x) (8)

where L and R are normalized as −1.0 ≤ L, R ≤
1.0. We define mean voltage Vm and differnce voltage
Vd supplied to the wheel motors so as to control wheel
speeds as

Vm = Vmax · (L + R)/2.0 (9)
Vd = V ′

max · (L − R)/2.0 (10)

where Vmax = 1.12volt, V ′
max = 1.0volt. A given

voltage Vm, Vd determine left and right wheel speeds
vL, vR. The functional relations between these vari-
ables are decided by moving our actual wheelchair.
We obtained the best fit functions experimentally and
denote them as

vR = fR(Vm, Vd) (11)
vL = fL(Vm, Vd) (12)

ω0 ∼ ω7 are synaptic couplings, as shown in Fig.5,
connecting data from sensors with the control of the
right or left motors. We determine ωi by using the
genetic algorithms. The algorithms for obtaining the
best genes are as follows:

1) Make N1 robots with randomly generated synap-
tic couplings and left them run in the area shown
in Fig.6 for certain period.

2) Make new N2 robots from the old N1 robots by us-
ing genetic algorithms in which the synaptic cou-
plings of new robots are generated by real-coded
genetic algorithms, in which α of BLX − α[5] is
set to 0.5. Then let them run for the same period
as in step 1.

3) Make new N3 robots from the old N1 robots by
using mutation.

4) Measure all the robots N1 + N2 + N3 by using a
given evaluation function, and choose N1 robots
with the highest scores. If the total score of the
N1 robots exceeds a given threshold, stop the
loop; otherwise go to step 2.

5 Experimental results and conclusion

We performed simulation in the fairly complicated
test course shown in Fig.6. The evaluation function in
genetic algorithms is given as

g =









STEP
∑

speed

STEP









·









STEP
∑

X2

STEP









·

(

1 +
STEP
∑

X3

)−1

·
(

1 +
STEP
∑

collision

)−1

(13)

Each term in Eq.(13) evaluates the robot perfor-
mance from different points of view, ©1 measuring
wheelchair robot’s speed, ©2 going along a right side
wall, ©3 movements without obstacles on the left side,
and ©4 avoiding collision against a wall. The eval-
uation function g has a high value if a robot fal-
lows a wall without colliding with anything and if
it moves forward as far as possible. We take N1 =
10, N2 = 4, N3 = 11, speed = (vR + vL)/2vmax, and
vmax = 0.88[m/s], STEP = 400.

As a result of evolutionary adaptation after 400 gen-
erations, the coupling values of the best 10 robots be-
came to have almost the same value which are shown in
Table.1 together with the fitness value. Table.2 shows
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the behaviors of the best robot at the typical places
shown in Fig.7. The trace of the robot in the test
course is also shown in Fig.7.

Table 1: The coupling values of the best robot after 400
generations.

ω0 ω1 ω2 ω3 ω4 ω5 ω6 ω7 fitness
-5.24 -4.09 -0.23 1.59 1.77 1.05 0.73 0.05 9011.29

Table 2: Typical behaviors of the best robot in Table.1
X0 X1 X2 L R vL vR

A 0.04 0.04 0.25 0.82 0.34 2.80 1.83 Turn right
B 0.24 0.21 0.25 -0.52 0.71 -0.13 1.18 Turn left
C 0.04 0.19 0.29 0.49 0.49 1.90 1.93 Go straight

A

C

B

Fig. 7: Result of test course simulation
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Fig. 8: Evaluation function in GA

The evaluation function for the best robot and their
average value among robots are given in Fig.8 against
generation development.

We made simulation experiments of wheelchair nav-
igation on the second floor in the north building of
the faculty of engineering, University of Miyazaki as
shown in Fig.9. The robot moved smoothly as the
trace is shown by a solid line in Fig.9. We conclude
that our two step strategies, test course simulation and
its application to real mapped course led to a success-
ful result.

25.0m

2.0m

2.2m

2.5m

2.0m1.6m

Fig. 9: Course of the corridor inside our building and
trace of the best robot
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Abstract 
    In this research, we propose a control system by using 
the self-organizing map, a neural network and the genetic 
algorithm. The control system autonomously extracts visual 
information and decides behaviors. We investigate that a 
mobile robot controlled by this system performs a given task 
very well. 
Key words: object recognition, Self-organizing map, neural 
network, mobile robot 
 
1 Introduction 
Recently, many people have been researching autonomous 
robots extensively. One purpose of this research is to build 
the robots that are able to behave in unknown or dynamically 
changing environments. In the case of a robot with visual 
sensors, most of methods are that useful information is 
extracted using image processing and robot behaviors are 
decided based on this information. However, appropriate 
image processing methods are generally constructed by a 
designer who has a good knowledge of tasks, so that 
autonomy and flexibility of a robot may be reduced [1]. 
Therefore we propose a control system in which a robot 
autonomously extracts visual information and decides 
behaviors.  
   In this system, we use a CCD camera as a visual sensor. 
Images obtained from the camera inputs Kohonen's 
self-organizing map [2], which classifies images, and a robot 
recognizes objects in the environment. A behavior decision 
part consists of a neural network and parameters of the 
neural network are chosen so that the robot accomplishes a 
given task by using a genetic algorithm [3]. We examine this 
system using a miniature robot Khepera with a CCD camera. 
A task is that the robot moves in a field, finds a coloring 
block and carries it to a same coloring area. We investigate 

that Kohonen's self-organizing map classifies a floor, a wall, 
coloring blocks and coloring areas and that the robot 
accomplishes the task very well. 
 
2 Outline of the System 
2.1 A mobile Robot 
We use a miniature mobile robot Khepera II in our 
experiments as shown in Figure 1. This robot is 70mm in 
diameter and has two independent wheels and eight infrared 
proximity sensors (six in front and two in rear). We attach a 
gripper to this robot so that it grips a small block. 
Furthermore, we place a small CCD camera (KEYENCE 
CK-200) on the gripper to capture images. 
 

 
 
 
 
 
 
 
 
 

Figure 1: A mobile robot Khepera II 
 
2.2 Control System 
The control system consists of Kohonen's self-organizing 
map (SOM) and a two-layer neural network (NN). 
Kohonen's self-organizing map classifies images and the 
neural network control each wheel and a gripper. A CCD 
camera mounted on Khepera captures front images. These 
images are inputted into SOM. The output data from SOM  
are fed to a two-layer neural network. Weights of the neural 
network are determined using the genetic algorithms so that 
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Khepera performs appropriate behaviors. The outline of 
control system is shown in Figure 2. 
 

 

Figure 2.: The outline of control system 
 
2.3 SOM 
The self-organizing map (SOM) is a neural network of 
unsupervised learning proposed by T. Kohonen in the early 
1980s. The goal is to discover some underlying structure of 
the data. SOM consists of two layer structures. One is an 
input layer and the other is an output layer, which is usually 
represented by 2 dimensional grid. The network is fully 
connected, i.e., all nodes in input layer are connected to all 
nodes in output layer, as shown in Figure 3.  
 

 
Figure 3: SOM 

 
The learning algorithm for n dimensional input vectors 

is as follows: 
 
(1)  Properly choose a reference vector of i-th output node          

),...,,( 21 iniii mmmm =r
, Mi ,...,2,1= , 

connected with n input nodes, where M is the number of 
output nodes. 

(2)  An input vector ),...,,( 21 nxxxx =r  is compared 

with all the reference vectors imr . The best-matching 

output node where the reference vector is most similar to 
the input vector in some metric (e.g. Euclidean) is 
identified. This best matching node is called the winner. 

The winner node c is determined by 

||||minarg ii mxc rr −= . 

(3)  The reference vectors of the winner and its neighboring 
nodes on the grid are changed towards the input vector 
according to the following equation: 

)]()()[()()1( tmtxthtmtm iciii
rrrr −+=+ , 

)
)(2
||||exp()()( 2

2

t
rrtth ic

ci σ
α

rr −−⋅= , 

  where t=0,1,2,… is a discrete learning time, )(thci  is a 

neighborhood function, )(tα  is a learning rate, 

)(tσ is a decreasing function which defines a radius of 

neighborhood and cr
r

 and ir
r

are coordinate vectors of 

the winner node c and the neighborhood node i on the grid, 
respectively. 

(4)  Repeat processes (2) and (3). 
 

According to this algorithm, the network organizes 
itself and a self-organizing map for input vectors is built. 
This map classifies input vectors. In Figure 5 we show a 
self-organizing map obtained in our experiments. Light and 
shade of the map represent similarity of reference vectors. 
Light color means that reference vectors of both sizes are 
similar. Thus we guess that a robot with our control system 
recognizes objects without appropriate image processing 
methods constructed by a designer. 
 
2.4 Neural network and genetic algorithm 
A two-layer neural network controls left and right wheels 
and a gripper according to output data of SOM as input data. 
We think that a neural network is good controller because it 
outputs continuous signals for various input data. Usually, 
learning methods of the neural network are supervised 
learning. In supervised learning, we must have knowledge of 
correct outputs of the neural network for any input data. 
However, in dynamical changing environments, we suppose 
that it is impossible to teach correct outputs in any cases. 
Therefore, We use the genetic algorithm to find appropriate 
weights of the network to perform a given task. 
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3 Experiments 
3.1 Experimental Environment 
Figure 3 shows the environment in our experiments. The 
color of a floor and a wall is white and we set red, blue and 
green blocks and the same coloring areas on the floor. A task 
is that Khepera carries a block to the same coloring area. 
 
 
 
 
 
 
 
 
 

Figure 3: Experimental environment 
 
3.2 Learning methods 
First we capture total 190 sample images of a block, a 
coloring area, a wall and a floor using a CCD camera 
mounted on Khepera. Each image is 320×240 pixels, but to 
reduce the dimension of input data and to obtain a image of 
the nearest object, we use only the lower half of the image 
after dividing into tiles (tile size : 20×20) and averaging in 
each tile. A capture image and its lower half average image 
are shown in Figure 4. Then 16×6 = 96 dimensional images 
are the input data of SOM. SOM consists of 96 nodes in 
input layer and 6×8 nodes in output layer, and SOM 
classifies input data using the learning algorithm. Figure 5 
shows a self-organizing map for 190 sample images. Images 
of a coloring block, a floor or a wall and a red area are 
classified in the left upper side, in the center and in the lower 
side of this map, respectively. The number on the map 
represents a sample image number. 
 

 
Figure 4: A example of a capture image and its lower half 
average image 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 5: SOM of our experiments 
 

Next we determine weights of the neural network to 
perform a given task using the genetic algorithm in computer 
simulation. The neural network consists of two layers, as 
shown in Figure 6. Input data are 48 dimensional data from 
SOM and 3 internal states of Khepera. Internal states denote 
that Khepera is gripping a block, i.e., 










=

block  bluea  grippingfor   (0,0,1)
block greena  grippingfor   (0,1,0)

block reda  grippingfor   (1,0,0)
block no grippingfor   (0,0,0)

  state internal  

 

 

Figure 6: The neural network 
 

In this research, we investigate object recognition by 
using SOM. Therefore, we consider that learning behaviors 
of Khepera are finding a block, approaching a block, 
carrying a block to a same coloring area and outputting 
signals of gripping and placing a block to the gripper. The 
behaviors of gripping and placing a block are constructed by 
hand so that if the signal to the gripper indicates gripping a 
block and infrared sensors detect a object in front, Khepera 
grips a block and that if the signal indicates placing a block, 
Khepera places a block. 

0.6 m

0.9 m

            

床床床床
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In the genetic algorithm we set that the population has 
50 individuals, it runs for 2000 generations and individuals 
run 200 steps for each generation. Each individual has a 
chromosome, which represents weight of the neural network 
in a real number. At each generation, individuals with high 
fitness are selected and produce descendants using 
crossovers and mutations of their chromosomes. The fitness 
function is given by 

















=

blocka  missingfor   100-
block     a  capturingfor       10

space freea  in          
rotatingor back  goingfor   500-

area coloring same  theon          
blocka  placingfor   1000
blocka  grippingfor   1000

fitness  

After 2000 generations, we select an individual with 
highest fitness, decide weights of the neural network and 
investigate Khepera’s behaviors with the control system. 
 
3.3 Result 
The mobile robot Khepera moves around in the field and 
finds a coloring block. Then the robot approaches the block, 
and grips and carries it and places it on a same coloring area. 
Thus we find that Kohonen's self-organizing map classifies a 
floor, a wall, coloring blocks and coloring areas and that the 
robot accomplishes the task very well. Figure 7 and 8 show 
scenes of gripping and placing a block, respectively. 
 

 
Figure 7: Griping a block 

 

 
Figure 8: Placement of a block on the same color area 

 
4 Conclusion 
We have presented the control system for an autonomous 
mobile robot using a combination of Kohonen's 
self-organizing map and neural network. In this system, the 
robot autonomously extracts visual information and 
recognizes objects in the environment. Thus the robot finds a 
colored block, grips and carries it and places it on a same 
colored area. 

In our experiments, we use a map of 6×8 in SOM. If 
the size of a map is larger, SOM may classify visual images 
more precisely. However, for a larger size of a map it 
requires more time to find proper weights of neural network, 
so that we will find a proper size of a map. 

As the future works, we will consider a control system 
in which a robot recognizes a shape of objects and construct 
a robust system in dynamically changing environments. 
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ABATRACT 
 

For the pattern classification problems the 
neuro-pattern recognition which is the pattern 
recognition based on the neural network approach has 
been paid an attention since it can classify various 
patterns like human beings. In this paper, we adopt the 
learning vector quantization (LVQ) method to classify 
the various money. The reasons to use the LVQ are 
that it can process the unsupervised classification and 
treat many input data with small computational 
burdens. We will construct the LVQ network to 
classify the Italian Liras. Compared with a 
conventional pattern matching technique, which has 
been adopted as a classification method, the proposed 
method has shown excellent classification results. 
 
 

1.  INTRODUCTION 
 

Bill money classification by transaction machines has 
been important to make progress the office automation 
[1]. Since sizes of bills are different according to kinds 
of bills, the measurement data of bills include various 
variations. Human being can classify the bills correctly 
even if they are suffered from those variations such as 
rotation and shift. But usual pattern recognition using a 
conventional transaction machine cannot give us the 
correct classification result under such cases since the 
basic method is a pattern matching principle. 
Furthermore, the conventional pattern matching 
method requires many template patterns for many 
kinds of bills, which takes much time and needs much 
experience [1]. 
  Recently, neural networks which are based on the 
biological mechanism of human brain have been 
focussed since they have intelligent pattern recognition 
ability [2]. In this paper, we will apply the neural 
network approach to classify the bill money under 
various conditions by using transaction machines. The 
learning vector quatization (LVQ) has been used to 

classify the bills since it can treat high dimensional 
input and has simple learning structure [3]. The LVQ 
network adopted here has 64x15 units in the input layer 
and many units at the output layer. The bills are Italian 
Liras of 8 kinds, 1,000, 2,000, 5,000, 10,000, 50,000 
(new), 50,000 (old), 100,000 (new), 100,000 (old) 
Liras with four directions A,B,C, and D where A and B 
mean the normal direction and the upside down 
direction and C and D mean the reverse version of A 
and B. The simulation results show that the proposed 
method can produce the excellent classification results.  
 
 
 

2.  COMPETITIVE NEURAL NETWORKS 
 

We will explain the competitive neural networks that 
are used to classify the bill money. The structure of a 
LVQ competitive network is shown in Fig. 1. The 
input for the LVQ is bill money data where an original 
image consists of 128x64 pixels and the input data to 
the network is compressed as 64x15 pixels to decrease 
the computational load. The output of the network 
consists of the Italian Liras of 8 kinds, 1,000, 2,000, 
5,000, 10,000, 50,000 (new), 50,000 (old),  100,000 
(new), 100,000 (old) Liras with four directions A,B,C, 
and D where A and B mean the normal direction and 
the upside down direction and C and D mean the 
reverse version of A and B.  
In the input layer the original bill money data are 
applied and all the units at the input layer are 
connected to all the neurons at the output layer with 
connection weight W .  denotes the connection 
weight from the unit j in the input layer to unit i in the 
output layer. The output layer will output only one 
neuron which is called winner neuron. The winner 
neuron is selected as the neuron with the minimum 
distance between an input vector and its connection 
weight vector. The connection weights  are set by 
the random number at the beginning. Here, we set the 
mean vector of the cluster plus small random number. 
Then the following learning algorithm of the  

ij Wij

Wij
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  If c belongs to 

the same category  as x(t)

X(t)Wc(t+1)

If c belongs to
the  different 

category with 

x(t)

Wc(t+1) W c(t)

Output Layer 

      Input   Layer  

  
  
  
  
  
  
  

  
  
  
  
  

  

  

Fig. 1.  Structure of the LVQ networks. 

 

 
connection weight vector is used.  

LVQ algorithm 
 

Step 1. Find the unit c at the output layer 
minimum distance from the input data

iic tt WxWx −=− )(min)(

 
where     denotes the Euclidean
denotes the iteration time. 
 

Step 2. If the input x (t) belongs to Catego
   ))()()(()()1( ttttt ccc wxww −+=+ α  

   ,  )()1( tt ii ww =+ i ≠ c

   and if the input x (t) belongs to the oth

(j c), then ≠

   ))()()(()()1( ttttt ccc wxww −−=+ α  

  ,  )()1( tt ii ww =+ i ≠ c

whereα(t )  is a positive function and de

rate.  
In the usual LVQ )(tα  is given by 

   )1()( 0 T
tt −=αα  

where (0<α0 <1) is a positive and T is a

of learning iterations. 
 The above algorithm for selection o
vector  can be explained g

shown in Fig. 2 .  

)1( +tWc
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Fig.2. Principle of the LVQ algorithm where the right 
hand side shows the same category case of x(t) and 
Category c and the left hand side denotes the different 
category case. 
 
In the above LVQ algorithm, the learning rate )(tα  
plays an important role for convergence. To adjust the 
parameter, Kohonen has proposed an optimization 
method without proof as follows: 

which has the 
 x (t) 

 
)1()1(1

)1()(
−−+

−
=

tts
tt

c

c
c α

αα  

where s(t) =1 if x(t) belongs to the same Category c 
and s(t)=-1 if x(t) does not belong to the same 
Category c. Here, αc(t)  denotes the learning rate for 
the pattern of Category C. In what follows, we will 
prove the above relation. From the learning rule of the 
LVQ, we have 

 norm and t 

ry c, then 

)()()()()())(1(                
))()()(()()()1(

tttsttts
ttttstt

ccc

cccc

xw
wxww
αα

α
+−=
−+=+

 

and er Category j 

 

w c(t) = wc(t −1) + s(t −1)αc (t −1)
             (x(t −1) − wc (t −1))
        = (1− s(t −1))α c(t − 1)wc (t −1)
           + s(t −1)αc(t −1)x(t −1)

 

Substituting the latter equation the former one, we have  notes learning 

   
.1111
)1())1()1(1))(()(1()1(

)(t(t))s(t)α)((t)αs(t(t) (t)s(t)α
tttsttst

ccc

cccc

−−−−++
−−−−−=+

xx
ww αα

We assume that the optimal rate adjusts the effect of 
x(t) and x(t-1) equally within the absolute value, that 
is, 

)1())()(1()( −−= tttst ccc ααα .  total number 
Then we have 

   
)1()1(1

)1()(
−−+

−
=

tts
tt

c

c
c α

αα . f new weight 
raphically as From the above equation, we can see that the value of  

)(tcα  become larger than 1 when s(t-1)= - 1, which 
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may make the learning algorithm unstable. Thus, we 
must fix the )(tcα  to a boundary value 0α when it 
becomes larger than 1. 

1)1(    if    )1( 0 >+=+ tt cc ααα . 
Using the above OLVQ1 algorithm, we will classify 
the Italian bills in the following section. 
 
 
   3.  PREPROCESSING ALGORITHM 
 
The images obtained by transaction machine, there are 
variations such as rotation or shift. Therefore, we must 
adjust the images such that the variations may be 
reduced as much as possible by using the 
preprocessing. The flow char of the preprocessing 
procedure is illustrated in Figure 3. In this figure, the 
original image with 128x64 pixels are observed at the 
transaction machine in which rotation and shit are 
included. After correction of these effects, we select a 
suitable aria which show the bill image and 
compressed as the image with 64x15 pixels to the 
neural networks. Although the neural network of the 
LVQ type could process any order of the dimension of 
the input data, the small size is better to achieve the 
fast convergence result. Thus, we have selected the 
above size of the image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 3. Pre
 
 

4.  
 
The bills u
such as 1
Liras, ne

100,000 Liras, and old 100,000 liras. Those Lira bills 
are used at the input of the transaction machine where  
 
 

Ｄdirection 

Ｂ direction 

A direction 

Transfer direction  
Ｃdirection 

 
 
 
 
 
 
 
 
 
 
Fig. 4.  Four directions of bill money. 
 
 
 
 
 
 
 
 
 (a) A direction of 1,000Lira 
 
 
 

 

input to NN 
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(b) B direction of 1,000 Lira  
 
 
  
 
 
 
 
 
 

(c) C direction of 1,000 Lira  
 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 200
processing algorith

ITALIAN LIRA C

sed here are Italia
,000 Liras, 2,000 L
w 50,000 Liras, 

ＮＮ 

5

extraction of
the 
processing 
n

rotation and shift
correction 
m. 

LASSIFICATION 

 liras, which have 8 kinds 
iras, 5,000 Liras, 10,000 
old 50,000 Liras, new 
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Fig.5. Image of four directions of 1,000 Lira. 
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four directions such as A, B, C, and D appear since 
normal direction, reverse direction, and their upside 
down directions occur at the input as shown in Fig.4. 

Table 2.  Not fired rate (%) at t=0. 
 

Directions  

Ａ Ｂ Ｃ Ｄ 

1,000 
20 15 15 10 

2,000 
5 10 25 25 

5,000 
15 20 5 0 

10,000 
10 10 10 5 

50,000(new) 
5 0 20 5 

50,000(old) 
0 0 0 0 

100,000(new)
0 0 0 0 

Italian
Liras 

100,000(old) 
0 5 0 0 

The typical images of 1,000 Lira for four directions 
are shown in Fig.5. Thus, thirty-two bill images are 
one set of the classification pattern of the experiment. 
Total number of data sets is 30 and 10 data sets are 
used for training of the network and the remaining 20 
data sets are used to test the network. In order to 
reduce the misclassification, we have set the threshold 
value  such that if , unit c is not fired. This 
means that if the minimum distance is not less than , 
the input data is not classified. The parameters of the 
neural network used here are as follows: 

dθ dc > dθ
dθ

Number of units in the input layer=960 
Number of units in the output layer in the initial 

state=32 where every 50 iterations the number 
has been adjusted. 

 Total learning timeT=150 
Table 3.  Recognition rate (%) at t=160. α i (0) = 0.5 ,  Mi L,1 =

Directions  

Ａ Ｂ Ｃ Ｄ 

1,000 
100 100 100 100

2,000 
100 100 100 100

5,000 
100 100 100 100

10,000 
100 100 100 100

50,000(new) 
100 100 100 100

50,000(old) 
100 100 95 95 

100,000(new)
100 100 90 100

Italian
Liras 

100,000(old) 
100 100 95 90 

Initial values of the weight vectors=mean vectors 
for training patterns 

( )cc
c

md σθ 5.4min +=  

After training the neural network, 20 data sets are 
tested how well the LVQ network could work. Table 1 
denotes the recognition rate in the beginning (t=0), 
which means the result by the conventional pattern 
matching method. Table 2 shows the number of not 
fired numbers at t=0. Tables 3 and 4 show those values 
at t=160. We can see the improvement by learning. 
Table 5 shows the number of the neuron units at t=160 
which are determined by increasing them. 
 
 
 

 Table 1. Recognition rate (%) at t=0. 
Table 4.  Not fired rate (%) at t=160. 

Directions  

Ａ Ｂ Ｃ Ｄ 

1,000 
100 100 100 100

2,000 
100 100 100 100

5,000 
100 100 100 100

10,000 
100 100 100 100

50,000(new) 
100 100 100 100

50,000(old) 
85 100 80 95 

100,000(new) 
100 100 90 100

Italian 
Liras 

100,000(old) 
100 100 95 90 

Directions  

Ａ Ｂ Ｃ Ｄ 

1,000 
5 0 5 0 

2,000 
0 10 25 25 

5,000 
15 20 5 0 

10,000 
10 0 0 5 

50,000(new) 
5 0 0 0 

50,000(old) 
0 5 0 0 

100,000(new)
0 0 0 0 

Italian
Liras 

100,000(old) 
0 5 0 0  

  
     

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 61



 Table 5.  Number of units after learning. 
 

(b) 50,000 Lira(old)

     A direction 

(a) 50,000 Lira(new) 

A direction 

Directions  

Ａ Ｂ Ｃ Ｄ 

1,000 
2 2 2 2 

2,000 
2 1 1 1 

5,000 
1 1 1 1 

10,000 
1 2 2 1 

50,000(new) 
2 1 1 1 

50,000(old) 
2 1 3 1 

100,000(new)
1 1 1 1 

Italian
Liras

100,000(old) 
1 1 1 1 

 

 

 

 

 

 

 
(c) 50,000 Lira(new) 

D direction 

(d) 50,000 Lira(old)

D direction 
 

 

Fig. 6.  New and old 50,000 Liras. 
  

 

 

 

 

 

 

(f)100,000 Lira(old)

 A direction 
(e) 100,000 Lira(new) 

A direction 

 

6. CONCLUSIONS 
 
We have proposed a new classification method of 
Italian Liras by using the OLVQ1 algorithm. The 
experimental results show the effectiveness of the 
proposed algorithm compared with the conventional 
pattern matching method. 

 
 (h) 100,000 Lira(old)

   D direction 
 

(g) 100,000 Lira(new) 

  D direction  
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Abstract
We propose an information filtering system using

Singular Value Decomposition(SVD) and Independent
Component Analysis (ICA). The number of the inde-
pendent components to estimate increases as the num-
ber of documents increases. Therefore, ICA requires
much calculation amount according to it. When ICA
is applied to documents, it is considerd that topics in-
cluded in the documents are obtaied. However, it is
difficult to clearly recognize the meaning of topics ob-
tained by ICA. To solve these problem, before apply-
ing ICA, we transform the documents with SVD. Us-
ing SVD, we expects accuracy of the topic extraction
becomes better and effects a user profile well. Then,
in our proposed method, we map the document vec-
tors into topic space. We create the user profile from
transformed documents with Genetic Algorithm. Fi-
nally, we recommend documents by the user profile
and evaluate accuracy by 11-point average precision.
We carry out an experiment to confirm advantage of
the poposed method.
Keywords: Independent Component Analy-
sis, Singular Value Decomposition, Information
Filtering System, User Profile

1 Introduction

As information technologies have been advanced, a
plenty of information are served in the Internet. It
has been difficult to find what we demand from large
amount of information by existing retrieval systems
since we cannot express our query exactly. A lot of re-
searchers pay attention to developing information re-
trieval systems which automatically select the infor-
mation depending on our interests.

The information retrieval systems with user’s in-
terests have been studied. For example, there are
ranking methods that sort information depending on

the user’s interests and filtering systems which se-
lect the information depending on the user’s inter-
ests. It is reported the method such as Latent Se-
mantic Analysis(LSA)[1]. LSA is the method which
chooses axes to focuse on the variance and cuts off
noise. In LSA, Singular Value Decompositon(SVD) is
often used to search the axes.

We search the axes from the viewpoint of indepen-
dence instead of variance. Independent Component
Analysis(ICA) is the method to find the axes depend-
ing on the independene. ICA is recently used for signal
processing, image processing and so on. It has been
already reported that we can obtain topics included
in the documents on applying ICA to documents[2][3].
We use the topics for transformation of document vec-
tors and improve recommendation accuracy of docu-
ments.

However, it is difficult to clearly understand mean-
ing of some topics obtained by ICA. This is why input
documents includes some noise. Hence, we use SVD
to cut off the noise. It is reported to use SVD before
applying ICA, for the accuracy of topic extraction to
become better[4].

In this paper, we combine denoising by SVD and
topic extraction by ICA to improve the user profile.
Then we map the document vectors into the space
which consists of the topics and construct the user
profile with the transformed document vectors by GA.
Finally, to confirm the proposed method, we carry out
an experiment on test collection (NTCIR2[5]). In ad-
dition, we discuss about the topics obtaind by this
algorithm.

2 Our proposed method

In this chapter, we explain a user profile, ICA and
SVD.
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2.1 User Profile

A document vector is a row vector whose elements
are weights of words in a document. When the number
of words is n and the weight for the ith word is wi,
the document vector x is denoted as

x = [w1 w2 · · · wn]T (1)

where [·]T means transportation.
A user profile is also denoted by a row vector whose

elements are weights of words like a document vec-
tor. In the user profile, interesting words need to
have large weights and uninteresting ones need to have
small weights. We construct the user profile using Ge-
netic Algorithm(GA). In order to create a user profile
which fulfills the conditions mentioned above, the fit-
ness function of GA is defined as

f =
∑

i

αiG
T Di (2)

where G means a gene, Di means a document and αi

is a coefficient for each document.

2.2 Abstract of SVD

SVD is a method to look for an axis of large vari-
ance. It is reported that when SVD is applied to doc-
uments, we can analysis the word cooccurrence[1].

Now, we assume that m document vectors denoted
as x1, x2, · · · , xm and a document vector matrix X is
denoted by equation(3).

X = [x1 x2 · · · xm]T (3)

Then SVD decomposes X into the equation(4), us-
ing two orthogonal matrices U , V and one diagonal
matrix Σ.

X = UΣV T (4)

The row vectors of U are called singular vectors and
orthogonal bases of X. In this paper, we select k sin-
gular vectors with a large singular value to remove
noise. In addition, k is determined by the rate of con-
tribution. Uk represents these k singular vectors. The
input matrix X is changed into Xk as follows using
Uk.

Xk = UT
k X (5)

2.3 Extraction of Topics Using ICA

In signal processing, ICA extracts independent sig-
nals from some mixed signals. When ICA is applied
to speech processing, observed variables are time series

data recorded by microphones and independent vari-
ables are source signals. On the other hand, when ICA
is applied to documents, the inputs of microphones
correspond to document vectors.

Now m independent components are denoted as
s1, s2, · · · , sm and independent component matrix S
are denoted by equation(6).

S = [s1 s2 · · · sn]T (6)

At that time, Xk, which is mensioned previous sec-
tion, is assumed to follow a formula(7).

Xk = AS. (7)

Here, A is an m k full rank mixing matrix. In addition,
we assume m ≥ k. If A is known, we can obtain the
generalized inverse matrix A† of A easily. However, A†

cannot be generally found because the mixing matrix
A is unknown.

The purpose of ICA is to estimate a topic matrix S
with only observed variables Xk under the condition
where under the condition where mixing matrix A is
unknown. In the other word, ICA finds a restored sig-
nal matrix Y which is statistically independent using
the restored matrix W in the following equation.

Y = WXk. (8)

In addition, by the property of evaluation criteria, a
magnitude and an order of the restored signals have
not been determined uniquely.

Fast ICA[6] is one of ICA solution algorithms. This
paper uses Fast ICA to find the independent compo-
nents. The update criteria by hyperbolic tangent to
find the independent components is equation(9).

w+ = E[Y g(wT Y )]− E[g′(wT Y )]w
g(u) = tanh(u) (9)

In this paper, A which is inverse matrix of W is used
as a feature axis showing a topic included in the doc-
uments. In fact, the topic is denoted by equation(10)
since space conversion by Uk is performed before ap-
plying ICA.

Topic = UkA (10)

A Document vectors xi is mapped to the space con-
structed by topics and represented with the topics.
Here, we construct a user profile with X̂ represented
by topics in equation(11).

X̂ = Topic ∗XT . (11)
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3 Experiment and result

3.1 Experiment environment and proce-
dure

The data for an experiment are the 625 documents
concerning with information retrieval from test collec-
tion NTCIR2. These documents have already been
evaluated whether each document is relevant or not.
In the documents, there are 34 relevant documents.

Each document is represented as a vector with vec-
tor space model[7]. As a methodology to represent a
document with a vector, at first, we apply morpholog-
ical analysis tool ChaSen[8] to documents and extract
nouns. After that, we remove stop words and high
frequency words thorough all documents. We set the
threshold of frequency with 20 documents. With the
above process, we get 5,948 words and the dimension
of document vector is 5,948. Using tf-idf, these words
are weighted.

We apply SVD to 625 document vectors and pick
up axes until these contribution ratio is 0.8. Then we
obtain 409 unique vectors. The input document vec-
tors are changed with these vectors and we apply ICA
to them. After that, we converted input documents
with topics obtained by ICA.

We use GA for construction of a user profile in cross
validation. We provide 625 documents into 5 subsets
which include 125 documents. The number of relevant
documents and non-relevance ones included in each
subset is showed in Table 1. We put 3 subsets together
as training data for the construction of the user profile
and set the others with evaluate data. Hence, we carry
out experiments on 10 patterns of training data.

In GA, each element of individual is expressed with
5 bit. To make the ratio of relevant documents and
non-relevance ones set to 1:1, the coefficient αi in the
equation(2) is defined as

αi =
{

+1 Di : Relevant
−NI/NJ Di : Non− relevance

where NI means the number of relevant documents
and NJ means the number of non-relevance docu-
ments. Other parameters of GA are shown in Table 2
and we use two point crossover. In addition we con-
struct the user profile at 5 times and the average of 5
times results since the GA is a probabilistic approach.

Table 1: The Input Data.
@@@@ all set1 set2 set3 set4 set5
relevant 34 7 13 5 3 6

non-relevance 591 118 112 120 122 119

Table 2: The Parameter of GA

@@@@ Generation Cross Over Mutation
Only GA 10000 1 0.005
ICA+GA 10000 1 0.05

SVD+ICA+GA 10000 1 0.05

Finally, we recommend evaluation documents de-
pending on the user profile and evaluate accuracy of
recommendation with 11-point average precision ratio.
The recommended documents are determined depend-
ing on the similarity Si between the user profile and
the ith document vector Di. Similarity Si is defined
as

Si = UT Di (12)

where U means user profile.
We summarize the experiment in the following

steps.

Step1 Make document vectors with vector space
model.

Step2 Apply SVD to document vectors and convert
the space of input documents with unique vec-
tors.

Step3 Apply ICA to converted documents.

Step4 Return the space of A with unique vectors and
it is defined topics.

Step5 Transform the input documents with topics.

Step6 Construct the user profile with Genetic Algo-
rithm.

Step7 Recommend documents and evaluate the user
profile with 11-point average precision ratio.

Moreover, we construct the user profile with other
2 methods to confirm the advantage of the proposed
method, which are construction of the user profile us-
ing only GA with original documents and ICA and
GA without SVD. The parameters of GA used in these
comparable experiments are shown in Table 2.

3.2 Results

In this section, we show the result of the evaluation
experiment. Figure 1 shows recall precision curves and
Table 3 shows 11-point average precision ratios. In ad-
dition, Table 4 shows the feature axes. Table 4 shows
the some words sorted by absolute of word weights.
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Figure 1: Imputation Precision with GA.
Table 3: 11-points Average Precision Ratio

Original ICA ICA+SVD
0 0.160 0.322 0.331

0.1 0.133 0.218 0.294
0.2 0.126 0.139 0.219
0.3 0.121 0.115 0.171
0.4 0.118 0.099 0.145
0.5 0.116 0.096 0.133
0.6 0.112 0.089 0.124
0.7 0.108 0.082 0.113
0.8 0.106 0.075 0.103
0.9 0.101 0.070 0.087
1 0.098 0.067 0.076

Average 0.118 0.125 0.163

4 Discussion

From the Figure 1, the precision ratio of ICA ver-
sion becomes better than original version. This is the
reason why the concretization of topics contributes the
improvement of precision ratio. The proposed method
which uses SVD also left much better result than only
ICA at low recall ratio especially. In addition, com-
paring the result from the viewpoints of 11-points av-
erage ratio in Table 3, the proposed method left good
average precison. According to this, it can be said
the proposed method has realized the totally improve-
ment. This is because the accuracy of the topic used
for conversion went up, which is shown in Table 4.
Seeing Table 4, we can estimate the topics clealy. It
is considered that Axis1 means “Cross Language Re-
trieval” and Axis2 means “Processor Array”.

5 Conclusion

In this paper, we proposed the method of improving
the accuracy of the user profile by detection of correct

Table 4: Example of Feature Axes
Axis1 Axis2
Language crossing Array
Information access Processor array
Use field Processor
List stage Mapping
Document selection Physical array
Translation display Routing
Real use Size
Technical know-how Failure processor
International exchange Logic array
Gate Mapping algorithm

topic. Then, we confirmed the advantage of informa-
tion filtering accuracy. Consequently, it checked that
a user profile became good by improvement of topic
detection.
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Abstract
We propose an information filtering system us-

ing Independent Component Analysis (ICA). A
document-word matrix is generally sparse and has am-
biguity of synonyms. To solve this problem, we pro-
pose a method to use document vectors represented
by independent components generated by ICA. The
independent component is considered as a topic. Con-
cretely speaking, we map the document vectors into
topic space. Since some independent components are
useless for recommendation, we select necessary com-
ponents from all independent components by Maxi-
mum Distance Algorithm. We create a user profile
from transformed documents with Relevance Feed-
back. Finally, we recommend documents by the user
profile and evaluate accuracy of the user profile by 11-
point average precision. We carry out an experiment
to confirm the advantage of the poposed method.
Keywords: Independent Component Analy-
sis, Information Filtering System, User Profile,
Maximum Distance Algorithm

1 Introduction

As information technologies have been advanced, a
plenty of information are served in the Internet. It
has been difficult to find what we demand from large
amount of information by existing retrieval systems
since we cannot express our guery correctly. A lot
of researchers pay attention to developing information
retrieval systems which automatically select the infor-
mation depending on our interests.

The information retrieval systems with user’s inter-
ests have been studied. For example, there are rank-
ing methods that sort information depending on the
user’s interests and filtering systems which select the
information depending on the user’s interests. Since
documents usually have noise which worsens accuracy

of information filtering, it is a promising method to
cut off the noise from documents. It is reported that
the method such as LSA[1], which transforms docu-
ment space, is effective in denoising. The LSA focuses
on variance of documents and cuts off the components
of low variance for denoising.

We take account of independence of topics included
in documents and introduce Independent Component
Analysis (ICA) to obtain the topics. ICA is recently
used for signal processing, image processing and so
on. It has been already reported that the independent
components mean topics included in the documents in
applying ICA to documents[2][3]. We use the inde-
pendent components for transformation of document
vectors and improve recommendation accuracy of doc-
uments.

However, some components obtained by ICA are
unnecessary components(noise) for the object of in-
formation filtering. Though it is important to remove
the noise, there is no criterion to select the indepen-
dent components. Hence, to focus on the similar-
ity of topics, we use Maximum Distance Algorithm
(MDA)[4] which is often used in the field of pattern
recognition. This algorithm is applied to classifying
the independent components and extracting the useful
components for document recommendation. Then we
map the document vectors into the space which con-
sists of the selected topics and construct a user profile
with the transformed document vectors by relevance
feedback(RFB)[5]. Finally, to confirm the proposed
method, we carry out an experiment on test collection
(NTCIR2[6]).

2 Our proposed method

In this chapter, we explain a user profile, ICA and
MDA.
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2.1 User Profile

A document vector is a row vector whose elements
are weights of words in a document. When the number
of words is n and the weight for the ith word is wi,
the document vector d is denoted as

d = [w1 w2 · · · wn]T (1)

where [·]T means transportation.
A user profile is also denoted by a row vector whose

elements are weights of words like a document vector.
Interesting words have large weights and uninteresting
ones have small weights. We construct the user profile
using RFB. The update fomula of RFB is denoted as

U = a
∑

i

Di − b
∑

j

Dj (2)

where U means a user profile, Di means an interest-
ing document, Dj means an uninteresting document.
Both a and b are arbitary positive numbers. When we
construct the user profile with documents, the weight
of the word included in the interesting document in-
creases.

2.2 Abstract of ICA and Space Transfor-
mation

In signal processing, ICA extracts independent sig-
nals from some mixed signals. When ICA is applied
to speech processing, observed variables are time series
data recorded by microphones and independent vari-
ables are source signals. On the other hand, when ICA
is applied to documents, the inputs of microphones
correspond to document vectors and the independent
components are equivalent to independent topics in-
cluded in the documents.

Now, we assume that m document vectors denoted
as x1, x2, · · · , xm are described with the combination
of n unknown topics denoted as s1, s2, · · · , sn. Each
topic vector is statistically independent and its mean
is 0.

A document vector matrix X and a topic vector
matrix S are denoted by equation(3).

X = [x1 x2 · · · xm]T

S = [s1 s2 · · · sn]T (3)

At that time, we assume X is linear combination of
topic vectors.

X = AS (4)

Here, A is an m n full rank mixing matrix. In addi-
tion, if the number of document is larger than that of

topic, the solutions are unspecified. Thus, we assume
m ≥ n. If A is known, we can obtain the generalized
inverse matrix A† of A easily. However, A† cannot be
generally found because the mixing matrix A is un-
known.

The purpose of ICA is to estimate a topic matrix
S with only observed variables X under the condition
where each topic is independent. In other words, ICA
finds a restored signal matrix Y which is statistically
independent using the restored matrix W in the fol-
lowing equation.

Y = WX (5)

In addition, by the property of evaluation criteria, a
magnitude and an order of the restored signals have
not been determined uniquely.

Fast ICA[7] is one of ICA solution algorithms. This
paper uses Fast ICA to find the independent compo-
nents. The update criteria by hyperbolic tangent to
find the independent components is equation(6).

w+ = E[Y g(wT Y )]− E[g′(wT Y )]w
g(u) = tanh(u) (6)

The independent components Y obtained by ICA
mean topics included in the documents. In this pa-
per, document vectors xi is mapped to the space con-
structed by the topics and represented with the topics.
Here, we construct a user profile with X̂ represented
by topics in equation(7).

X̂ = Y XT (7)

2.3 Abstract of MDA

Some topics obtained by ICA are unnecessary top-
ics for information filtering which worsen accuracy of
information filtering. For instance, a document about
GIS system includes topics such as city plan and in-
formation retrieval. Considering with land-use plan,
the topic of information retrieval is regarded as noise.
In this paper, to remove those topics, we apply MDA,
which does not have to decide the number of classes,
to categorize similar topics and select topics.

MDA is stated in the follow steps.

Step1 Set the threshold ratio r which denotes the dis-
tance between the farthest clusters.

Step2 Set topic y1 as cluster center Z1.

Step3 Calculate Di = min
j

(yi, Zj) for y2, y3, · · · , yn.

D(yi, Zj) is defined as equation(8).

D(yi, Zj) =
√

(yi − Z̄j)T (yi − Z̄j) (8)
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Step4 Calculate l = max
i

Di and set the element of l

with yk.

Step5 If l/MAX > r, where MAX = max(Zi, Zj)
means the distance between the farthest classes,
make new class whose center Zj+1 is yk and
return Step3. Otherwise, go to Step6.

Step6 Output all classes.

After classification, we extract all components of a
class which has the most components. The compo-
nents in the class are considered as specific topics on
a theme. In other words, this selection method means
to extract the detail components for a main topic.

3 Experiment and result

3.1 Experiment environment and proce-
dure

The data for an experiment are the 625 documents
concerning with information retrieval from test collec-
tion NTCIR2. These documents have already been
evaluated whether each document is relevant or not.
In the documents, there are 34 relevant documents.

Each document is represented as a vector with vec-
tor space model[8]. As a methodology to represent a
document with a vector, at first, we apply morpholog-
ical analysis tool ChaSen[9] to documents and extract
nouns. After that, we remove stop words and high
frequency words thorough all documents. We set the
threshold of frequency with 20 documents. With the
above process, we get 5,948 words and the dimension
of document vector is 5,948. Using tf-idf, these words
are weighted.

We apply ICA to 625 document vectors and obtain
623 independent components. The number of topics is
less than the numbers of documents since some doc-
uments are dependent. Next we normalize the 623
independent components and remove the unnecessary
components with MDA. It has been already mentioned
in Section2.3 how to select the useful components. In
consequence, we select 324 topics. After that, we con-
verted input documents with the components selected
by MDA.

We use RFB for construction of a user profile in
cross validation. We provide 625 documents into 5
subsets which include 125 documents. The number of
relevant documents and non-relevant ones included in
each subset is showed in Table 1. We put 3 subsets to-
gether as training data for the construction of the user

profile and set the others with evaluate data. Hence,
we carry out experiments on 10 patterns of training
data.

In RFB, to make the ratio of relevant documents
and non-relevant ones set to 1:1, the coefficients, a
and b, in the equation(2) are defined as

a = +1
b = −Ni/Nj

(9)

where Ni means the number of relevant documents
and Nj means the number of non-relevant documents.

Finally, we recommend documents depending on
the user profile and evaluate accuracy of recommen-
dation with 11-point average precision ratio. The rec-
ommended documents are determined depending on
the similarity Si between the user profile and the ith
document vector Di. Similarity Si is defined as

Si = UT Di. (10)

We summarize the experiment in the following
steps.

Step1 Make document vectors with vector space
model.

Step2 Apply ICA to document vectors

Step3 Classify the independent components with
MDA and remove unnecessary components.

Step4 Transform the input documents.

Step5 Construct the user profile with RFB.

Step6 Recommend documents and evaluate the user
profile with 11-point average precision ratio.

Moreover, we construct the user profile with other
two methods to confirm the advantage of the proposed
method, which are construction of the user profile us-
ing only RFB with original documents and ICA and
RFB without topic selection.

3.2 Results

In this section, we show the result of the experi-
ment. Figure 1 shows recall precision curves and Table
2 shows 11-point average precision ratios.

Table 1: The Input Data.
@@@@ all set1 set2 set3 set4 set5
relevant 34 7 13 5 3 6

non-relevant 591 118 112 120 122 119
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Figure 1: Imputation Precision with RFB.

Table 2: 11-points Average Precision Ratio.
Original ICA Euclid

0 0.458 0.463 0.638
0.1 0.420 0.432 0.535
0.2 0.325 0.368 0.525
0.3 0.301 0.346 0.459
0.4 0.270 0.320 0.381
0.5 0.257 0.288 0.325
0.6 0.238 0.237 0.250
0.7 0.152 0.198 0.165
0.8 0.095 0.160 0.122
0.9 0.080 0.103 0.106
1 0.248 0.085 0.092

Average 0.248 0.273 0.327

4 Discussion

From the Figure 1, the precision ratio of ICA ver-
sion becomes better than one of original version. This
is the reason why the concretization of topics con-
tributes the improvement of precision ratio. The pro-
posed method which selects topics with MDA also left
much better result than only ICA. Especially, the im-
provement is clear at low recall ratio points. We can-
not clearly recognize some precision ratios at high re-
call ratio points to become better in Figure 1. There-
fore, comparing the result from the viewpoints of 11-
points average ratio in Table 2, it is clearly found that
the proposed method can improve the precision ra-
tio. This is because the unnecessary components for
information filtering are removed with selecting com-
ponents.

5 Conclusion

In this paper, we proposed a new method to se-
lect necessary topics for information filtering using the
MDA and confirmed the advantage of the proposed
method. This gives that the accuracy of information
filtering can be improved with removing unncecessary
topics.

Since we deal with the one topic data in this ex-
periment, we will have to extend the data including
multiple topic in future.
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Abstract

This paper proposes a class I* neuron circuit coupled by
gap junctions (GJs) consisting of enhancement-type MOS-
FETs. Some neurons that belong to a subclass of class
I, when coupled by GJs, exhibit extensive spatio-temporal
chaos in some parameter regions. This subclass is called
class I* and characterized by a phase plane structure called
a narrow channel. In the proposed circuit, one can meta-
morphose the model continuously - class I*, class I with-
out a narrow channel, and even to class II - by chang-
ing the value of the resistance. The circuitry is compati-
ble with standard CMOS semiconductor processes. Hence
it can be implemented in an analog very-large-scale inte-
grated circuit (aVLSI) and the construction of a relatively
large network is possible. We show PSPICE simulation re-
sults for a circuit implementeted with discrete elements. A
GJ-coupled network consisting of twenty such neurons is
shown to reveal itinerant dynamics similar to class I* GJ-
couple systems.

1 Introduction

Neuromorphic hardware has been studied extensively,
and various circuitries have been proposed to emulate bio-
logical neurons [1]. Some studies implement conductance-
based models [3] such as the Hodgkin-Huxley (HH) model
and others implement phenomenological models [4] such
as the integrate-and-fire (I&F) model. The I&F neuron
is very simple and more popular for studies of large net-
work dynamics, but biological neurons have more complex
electrical dynamics. On the other hand, the HH model
describes in detail the electrical dynamics of biological
neurons. It is difficult to analyze mathematically because
this model includes four-dimensional nonlinear differential
equations.

As Hodgkin pointed out, there are two classes of neu-
rons: class I and class II [5]. When a strong enough sus-
tained current is applied, neurons fire repetitively. The fir-
ing frequency of class I neurons at the onset is asymptoti-
cally zero, whereas that of class II neurons is nonzero. It is

well known that saddle-node bifurcation produces class I
excitability, and the subcritical Hopf bifurcation class II.
These bifurcations can be generated in two-dimensional
systems. Thus, we adopt two-dimensional reduction mod-
els of neurons so that the temporal evolution of the vari-
ables can be visualized in the phase plane.

Recent physiological data indicate the massive presence
of gap junctions (GJs) among the interneurons in the neo-
cortex [6] [7]. They raise a serious question about the role
of interneurons for neural coding and the dynamics of sys-
tem levels for inhibitory neurons electronically coupled by
GJs. Fujii et al. claimed that some neurons that belong to a
subclass of class I, when coupled by GJs, can exhibit exten-
sive spatio-temporal chaos in some parameter regions [8].
This subclass is characterized by a phase plane structure
called a narrow channel. They named these neurons class
I*. They show perfectly regular firings when isolated, so
this chaotic behavior is an emergent property of coupled
systems.

In this paper, we propose a class I* silicon neuron cir-
cuit, that has a simple phase plane structure. In the fol-
lowing section we briefly summarize the class I* neuron
models. In Section 3 we describe the characteristics of the
silicon neuron circuitry and PSPICE simulation results for
a circuitry implemented with discrete elements. Finally in
Section 4 we make concluding remarks.

2 Class I* Neuron Models

The two-dimensional reduction models of a single cell
are written as [10]











τV
dV
dt

= F(V,R)+ I

τR
dR
dt

= G(V,R)
, (1)

where V represents the membrane potential, R is the
conductance parameter of the ion channels, and I is the
stimulus current. In two-dimensional reduction models,
dynamic behavior can be characterized in the two null-
clines corresponding to the two variables. In many case,
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the class I neurons have U-shaped R-nullclines, while the
class II neurons have inclined I-shaped R-nullclines. Most
neurons have inverted-N-shaped V-nullclines.

The essential nonlinearity of class I* is characterized
by (1) the presense of a narrow channel, (2) the presence
of an unstable spiral, and (3) the presence of orbits (with
positive measure) reentering into the channel. It is not dif-
ficult to construct class I* models. The neuron models with
inverted-N-shaped V-nullclines and U-shaped R-nullclines
can be turned into class I* by adjusting the parameters.

3 The Silicon Neuron

In this section, we describe the characteristics of the
proposed circuits and present PSPICE simulation results
with discrete elements (NEC µPA602 and µPA603). These
two devices are a complementary pair. The supply voltages
are VDD = 5.0 V and VSS = −5.0 V.

3.1 Circuit Operation and Characteristics

Tne neuron circuit mainly consists of three blocks (see
Fig. 1): inverted-N-shaped nonlinear resistance, U-shaped
nonlinear resistance, and V-I converter.

iN=f(V)

iU=g(V)

Rµ

iconVI=-kµ

Cµ
µ

CVV

RijRhi

Neuron-i

Figure 1: Block diagram of class I* neuron circuits.

The circuit equations of this silicon neuron are











CV
dV
dt

= f (V )− kµ

Cµ
dµ
dt

= g(V )−
µ

Rµ

, (2)

where CV is the membrane capacitance, V represents the
membrane potential, k is the ratio of V-I converter, µ is
the channel conductance variables, Cµ represents the time
constant of µ , Rµ is the constant resistance, f (V ) is the
inverted-N-shaped-nonlinear resistance, and g(V ) is the U-
shaped nonlinear resistance.

Fig. 2 shows a schematic of the V-I converter. The
source-follower M31-M32 produces V ′

IN ' VIN + VDD −

VconVI , where VIN is the input voltage and VconVI is a con-
stant bias voltage. The feedback M33-M34 has the effect of

suppressing the nonlinearity of the input/output (IO) char-
acteristics. Hence the output current of this circuit may be
expressed as IconVI ' −kV ′

IN + ∆I, where k is the ratio of
the V-I converter. This ratio can be altered by RconVI .

M32 M35

M36 M37

IoffsetVI

IconVI

RconVI

M31

M33

M34

VconVI

VIN

VDD

VSS

V ’
IN

Figure 2: Schematic of the V-I converter.

Fig. 3 shows the IO characteristics of the V-I converter.
This circuit is very simple and has good linearity.

Figure 3: IO Characteristics of V-I converter. VconVI =2.8
V, RconVI =10 kΩ, Io f f setV I =0.24 mA.

The inverted-N-shaped nonlinear resistance is schemat-
ically shown in Fig. 4. This circuit consists of a differential
pair M1-M2 and a V-I converter M5-M9. The output cur-
rent of this circuit may be expressed as IN = Idi f f N + IconN,
where Idi f f N is the output current of the differential pair
and IconN is the output current of the V-I converter respec-
tively.

M1 M2

M3 M4

M6 M9

M10 M11

IoffsetN

IN

IconN

RconN

M5

M7

M8

IdiffN

VconN

IbN

VIN

VDD

VSS

Figure 4: Schematic of inverted-N-shaped circuit.
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Fig. 5 shows the I-V characteristics of this circuit.
These characteristics represent the V-nullcline of the sili-
con neuron.

Figure 5: I-V characteristics of inverted-N-shaped nonlin-
ear resistance. IbN =0.25 mA, VconN =2.8 V, RconN =1 kΩ,
Io f f setN =2.54 mA.

A schematic of the U-shaped nonlinear resistance is
shown in Fig. 6. This circuit consists of an improved
anti-bump circuit M12-M19 and the V-I converter M22-
M26. The differential pair M12-M15 is used to shift the
input voltage VIN by a constant voltage Vbump. The origi-
nal anti-bump circuit [2] takes two input voltages, V1 and
V2, and generates three output currents. The two outside
currents, I1 and I2, are a measure of the dissimilarity be-
tweeen the two inputs; the center current Imid is the mea-
sure of the similarity. Hence this circuit has Gaussian-like
I-V characteristics. In the proposed circuit, V2 is connected
to GND, and the amplitude of V1 can be altered by the
resistance Rbump to adjust the left slope of the Gaussian
curve. The output current of this circuit may be expressed
as IU = Ibump − IconU , where Ibump is the output current of
the improved anti-bump circuit and IconU is the output cur-
rent of the V-I converter. The I-V characteristics of this
circuit represent the µ-nullcline of the silicon neuron.

M12 M13

M14 M15

M20

Rbump

M16 M17 M19

M18

M23 M26

M27 M28

RconU

M22

M24

M25

VconV

VIN

VDD

VSS

Vbump

IbU1

IbU2

V1 V2

I1 I2

Imid

IconU

IoffsetU

M21

Ibump

M30M29

IU

Figure 6: Schematic of U-shaped nonlinear resistance.

3.2 Behavior of The Single Neuron

The phase plane structure of the silicon neuron is shown
in Fig. 7. By changing the value of Rbump, we can meta-

morpose the model continuously: class I*, class I without
a narrow channel, and class II.

Figure 7: Nullcline of the proposed silicon neuron. The
dashed line is µ-nullcline and the solid line is V -nullcline.
IbN =0.25 mA, VconN =2.8 V, RconN =1 kΩ, Io f f setN =2.54
mA, IbU1 =0.9 mA, Vbump =5 mV, IbU2 =4 mA, VconU =2.8
V, RconU =4 kΩ and Io f f setU =1.35 mA.

Fig. 8 shows the membrane potential V of the silicon
neuron for the phase plane structure in Fig. 7. The single
silicon neuron shows perfectly regular firings.

Figure 8: Time course of the membrane potential of the
proposed silicon neuron. CV =10 nF, Cµ =100 nF, Rµ =10
kΩ, k '0.1 mS and Rbump =205 Ω

3.3 Itinerant Dynamics in Class I* GJ-Coupled
Systems

The currents induced by GJs are [9]

Ji =
1

RGJ
∑
nbi

(Vnbi −Vi)

= gGJ ∑
nbi

(Vnbi −Vi),(nbi ∈ coupledneigborcell),
(3)

where gGJ is a coupling constant, which is assumed to
be identical for all connections in this simulation. The neu-
rons at the boundaries connect only to the inner neurons.
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Fig. 9 shows the time series of the GJ-coupled network
that consists of twenty of the proposed circuits.

Figure 9: Time series of the GJ-coupled network consisting
of twenty of the silicon neurons. RGJ =10 kΩ.

At time t=0, there is a slight variation in the charges of
the capacitors (CV , Cµ ) of the neurons. This system has
been shown to exhibit chaotic dynamics as time elapses.
Note that each neuron shows perfectly regular firings when
isolated. Hence this chaotic behavior is an emergent prop-
erty of coupled systems.

4 Concluding Remarks

We have proposed a class I* silicon neuron circuitry
with a simple phase plane structure. We combined
inverted-N-shaped and U-shaped nullclines to reproduce
the narrow channel structure. Differential pair circuitries,
bump circuitries, and linear resistances were employed to
implement these nullclines. Their I-V characteristics can
be easily altered by external voltages and resistances. The
varieties of I-V characteristics allow the proposed circuit
to behave as a class I*, class I, or class II neuron. We
have also shown PSPICE simulation results for a circuit im-
plemented with discrete elements. A GJ-coupled network
consisting of twenty neurons was shown to generate itin-
erant dynamics similar to class I* GJ-coupled systems in
the work of Fujii et al. Moreover, this circuitry is compati-
ble with standard CMOS semiconductor processes. Hence
it can be implemented in an analog very-large-scale inte-
grated circuit (aVLSI) and the construction of relatively
large networks is possible as well.
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Abstract

Two major principles for silicon neuron im-
plementations are the phenomenological and the
conductance-based ones. The former reproduces some
properties perceived by the designers and does not
claim mechanism consistency. The latter reproduces
the dynamics of the ion channels on the nerve mem-
branes. It makes the silicon neurons more similar to
biological ones, but the implementations tend to be
complicated because it attempts to replicate the de-
tailed dynamics of the biological components. In the
previous work [1], we proposed a new principle based
upon phase plane analyses. It reproduces the mathe-
matical structures of biological neurons, which makes
the silicon neurons simple and faithful. In this paper,
we show how Class 1 and Class 2 nerve membranes are
realized by parameter tuning based on simple phase
plane analyses with an illustrative MOSFET-based
nerve membrane.

1 Introduction

Neural systems process massive and various incom-
ing information flexibly, appropriately, and in real
time. One of the purposes of studies on silicon neu-
rons is to implement artificial systems that inherit
these exquisite properties, and another is to produce
some devices to interface between electrical circuits
and living nerve systems [2]. There are two ma-
jor types of silicon neuron design principles. One
is the phenomenological implementation, which aims
to reproduces some phenomena of biological neurons.
Integrate-and-fire silicon neurons are good examples
[3], which reproduce the integration property of spatio-
temporal inputs and the threshold property of gen-
erating action potentials. Circuitries can be simple
in these implementations but some properties that
are not regarded may be lost. The other is the
conductance-based implementation, which aims to re-
produce some or all mechanisms in biological neurons
faithfully. Most phenomena of biological neurons can

be inherited in these implementations but circuitries
tend to be complex. It is impossible to reproduce those
mechanisms completely.

In the previous work [1][4], we proposed a design
methodology that allows us to implement simple and
biologically realistic silicon nerve membranes. It is
based upon phase plane analyses that have been uti-
lized to reveal the mathematical structures behind the
properties of biological neurons. These properties can
be given to simple silicon neurons by constructing the
mathematical structures similar to that of biological
neurons with silicon-friendly functions.

One of the well-known properties of biological neu-
rons is oscillation against sustained input currents.
Hodgkin [5] found in his biophysical experiments of
stimulating various nerve membranes with sustained
currents that some membranes start oscillating with
an arbitrary low frequency when the currents exceed
thresholds and others with non-zero frequency. He
named the former Class 1 and the latter Class 2. Ma-
suda and Aihara [6] indicated that these differences in
excitation mechanisms may play a key role in neural
coding. Bifurcation analysis studies on biological neu-
ron models have revealed the mathematical structure
behind the Class 1 and 2 excitabilities [7][8]. Typi-
cal bifurcations that lead to Class 1 excitability are
a saddle-node on an invariant circle bifurcation and
a saddle loop homoclinic orbit bifurcation. It is well
known that Class 2 excitability can be produced by a
Hopf bifurcation.

In this paper, we show how to tune the mathemati-
cal structure of silicon nerve membranes to make them
reveal Class 1 or Class 2 excitabilities, utilizing a sim-
ple MOSFET-based nerve membrane as an example.

2 MOSFET-based nerve membrane

The design principle we proposed in the previous
work [1] replicates the mathematical structures lying
behind the properties of biological neurons with some
’MOSFET-friendly’ functions. One of the simplest sil-
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icon nerve membrane models based upon the gener-
alized Hodgkin-Huxley equations can be described as
follows:

Cy

dy

dt
=− y

Ry

+
βm

2
m2 − βn

2
n2 + a + Istim, (1)

dm

dt
=

fm(y)−m

Tm

, (2)

dn

dt
=

fn(y)− n

Tn

, (3)

where y represents membrane potential, m is a faster
conductance variable, n is a slower conductance vari-
able, Cy is membrane capacity, Ry is a constant resis-
tance, a is a constant, Istim is a stimulus current in-
put, βm and βn are the transconductance coefficients
of the MOSFETs for the ion channel current corre-
sponding to m and n, respectively, and Tm and Tn

are the time constants for m and n, respectively. Or-
dinarily we make Tm an order of magnitude smaller
than Tn because the faster conductance corresponds to
the sodium channel activation variable in the Hodgkin-
Huxley equations and the slower one to the potassium
channel activation variable. If we use the V-I charac-
teristic curves of differential pairs (see appendix B for
x = m and n) as the sigmoidal functions fm(y) and
fn(y), this system can be implemented with a very
simple MOSFET circuitry [4].

Because the time scale for m is sufficiently smaller
than that for n, we can reduce the faster conductance
m by assuming it relaxes to fm(y) instantaneously.
This reduction gives the slower subsystem that allows
us to trace the system’s behavior on the time scale of
a whole generation of an action potential on a phase
plane. The system equations are as follows:

Cy

dy

dt
=− y

Ry

+
βm

2
f2

m
(y)− βn

2
n2 + a + Istim, (4)

dn

dt
=

fn(y)− n

Tn

. (5)

Thus the y-nullcline and the n-nullcline are:

n =

√

2

βn

(
βm

2
f2

m
(y)− y

Ry

+ a + Istim), (6)

n =fn(y), (7)

respectively. A typical relation between the two null-
clines is shown in Fig. 1. The conditions that they
have to satisfy for the system to inherit the fundamen-
tal properties of the biological neurons are discussed
in [1].

Figure 1: Typical phase planes of the slower subsys-
tem. (S) is a stable equilibrium (the rest state). (T)
is a saddle and (U) is an unstable equilibrium. a) The
system is near a saddle-node on an invariant circle
bifurcation. The parameters are shown in appendix
A. b) The system is near a saddle loop homoclinic
orbit bifurcation. The right segment of the unsta-
ble manifold of (T) wraps around a stable limit cy-
cle around (U). The parameters are as in a) except
Cy =0.0140(mF).

3 Parameter tuning for Class 1 and

Class 2 excitabilities

3.1 Bifurcations of the rest state

The increase in the stimulus current transforms the
phase space structure and destabilizes the rest state
in our illustrative silicon nerve membrane like in most
biological ones, which induces the repetitive firing. As
described in the introduction, it is well known that
Class 1 excitability is observed if the rest state loses
stability via a saddle-node bifurcation or a saddle loop
homoclinic orbit bifurcation, and the Class 2 excitabil-
ity via a Hopf bifurcation [7][8]. These are the most
major scenarios of repetitive firings. The phase plane
structure near a saddle-node on an invariant circle bi-
furcation is shown in Fig. 1a). In this case, the stable
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equilibrium point (S) and the saddle point (T) ap-
proach each other as the y-nullcline (eq. (6)) moves
up in response to the increase in stimulus current
Istim. The smaller segment of the unstable manifold
of (T) vanishes when (S) merges with (T), and the
other segment of the unstable manifold turns to a sta-
ble limit cycle when they disappear. This limit cycle
passes near the narrow channel between the y- and n-
nullclines around the vanished saddle point, where the
velocity is very slow. By narrowing this channel, we
can delay the period of the limit cycle arbitrarily up to
infinity when the channel width becomes zero. Figure
1b) shows the phase plane structure near a saddle loop
homoclinic orbit bifurcation. In this case the right un-
stable manifold of (T) gets closer to the upper stable
manifold as the y-nullcline moves up, until it merges
with the upper segment of the stable manifold and be-
comes a closed homoclinic orbit. Then a stable limit
cycle is born around (U), which passes near the saddle
point where the velocity is very slow. In contrast to
above two scenarios, the saddle point (T) has no role
in the Hopf bifurcation. The rest state loses stability
singularly, and the system moves to a stable limit cy-
cle around it if one exists. Because the system jumps
to a limit cycle, the repetitive firing begins abruptly
with a certain non-zero frequency.

3.2 Tuning the bifurcations

As described in the above subsection, the stability
of the rest state plays a key role in neural excitabil-
ities. The local linearization method tells how it de-
pends on the parameters. The necessary and sufficient
conditions for an equilibrium point to be stable are:

λ1 + λ2 < 0⇔ η′(y0) <
Cy

n0βnTn

, (8)

λ1 · λ2 > 0⇔ η′(y0) < f ′

n
(y0), (9)

where λ1 and λ2 are the eigenvalues of the Jacobian
matrix in equations (4)-(5), (n0, y0) denotes an equi-
librium point, ′ denotes d

dy
, and η(y) is the right side

of eq. (6). These conditions indicate that at a sta-
ble equilibrium point the y-nullcline should cross the
n-nullcline from over to under and the gradient of the
y-nullcline should keep smaller than a certain value.
Thus the stabilities of the equilibrium points can be
configured as in Fig. 1 if we place the leftmost cross-
point of the y-nullcline and the n-nullcline where the
gradient of the y-nullcline is sufficiently small and the
rightmost one where it is sufficiently large. Of course
we must tune Cy and Tn properly so that

Cy

n0βnTn

is

between these two gradients. In this situation, (S)

Figure 2: The bifurcation diagrams for a) a saddle-
node on invariant circle bifurcation and b) a saddle
loop homoclinic orbit bifurcation. (N) represents the
point where the stable and saddle points merge and
(H) the point where the stable limit cycle emerges. a)
The limit cycle vanishes at Ia =-0.00829(A) where (N)
exists. The parameters are as in Fig. 1 a) except Ia is
swept. b) The limit cycle vanishes at Ia =-0.00839(A).
The parameters are as in Fig. 1 b) except Ia is swept.

and (T) get closer as the y-nullcline moves up and (S)
loses stability when they merge because condition (9)
is no longer satisfied. This is the common scenario for
Class 1 excitability. If the rightmost side of condition
(8) is smaller than f ′

n
(y) at the point where (S) and

(T) merge, (S) loses stability singularly via the Hopf
bifurcation before merging with (T). This is the basic
scenario for Class 2 excitability. To obtain a Class 2
nerve membrane that generates action potentials of a
reasonable size and keeps firing repetitively for a rea-
sonably wide range of stimulus current, the y-nullcline
should be shifted right to make (T) and (U) disap-
pear or, at least, to make (S) and (T) further aprat
than in Fig. 1. Class 2 excitability in our silicon nerve
membrane is discussed in [1].

The local stability analysis does not tell which of
the two scenarios appears. The bifurcation diagrams
for these scenarios are shown in Fig. 2. Let us trace
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Figure 3: The bifurcation diagram of the limit cycle
along Cy. Parameters are as in appendix A except
Ia = −0.00829(A) and Cy is swept. The vertical axis
represents the upper and lower limits of the limit cycle.
The white circles at Cy =0.01283(mF) represent the
limit cycle is unstable around it.

them from right to left. In both cases, the limit cy-
cle that emerges via the Hopf bifurcation continues
with its amplitude increasing. If the amplitude is suf-
ficiently large at the point where the pair of stable
and saddle points emerges ((N) in Fig. 2, where Ia =
-0.00829(A)), the orbit of the limit cycle gets ‘trapped’
and vanishes; otherwise it persists until it merges with
the unstable manifold of the saddle point.

The amplitude of the limit cycle can be controlled
by Cy, which works as a time scale factor. It gets
smaller as Cy becomes larger because the velocity of
the system in the y direction decreases. In Fig. 3, we
show the bifurcation diagram of the limit cycle for an
Ia value just near the point (N) in Fig. 2. The limit
cycle is stable except when the limit cycle passes at
the point (N) (Cy ' 0.01283(mF) in Fig. 3). Thus, we
obtain the saddle-node on invariant circle bifurcation
if Cy is below 0.01283 (mF) and the other one if it is
above.

4 Conclusions

We have shown how Class 1 and Class 2 excitabili-
ties are obtained with a MOSFET-based nerve mem-
brane. Once the phase plane structure is configured
properly by tuning the parameters that affect the
forms of the nullclines, we can easily realize the de-
sired neural excitability by tuning Cy and Tn. We
have shown that the two types of Class 1 excitabilities
can be selected only by tuning Cy. Because the ratio of
the time scales of y and n affects the amplitude of the

limit cycle, Tn can also be tuned. This paper indicates
that our illustrative MOSFET-based nerve membrane
can function as a Class 1 or Class 2 nerve membrane
according to the proposed parameter tuning.

References

[1] T. Kohno and K. Aihara, “Design of Neuromorphic
Hardware Based upon Mathematical Methods,” Proc.

SBRN 2004, 3470, 2004.
[2] M. Simoni, G. Cymbalyuk, M. Sorensen, et al., “A

Multiconductance Silicon Neuron With Biologically
Matched Dynamics,” IEEE Trans. Biomed. Eng., Vol.
51, No. 2, pp. 342-354, Feb., 2004.

[3] D. Rubin, E. Chicca, and G. Indiveri, “Characterizing
the firing properties of an adaptive analog VLSI neu-
ron,” Proc. Bio-ADIT 2004, Lausanne, pp. 314-327,
2004.

[4] Takashi Kohno and Kazuyuki Aihara, “A MOSFET-
based model of a Class 2 Nerve membrane,” Submitted

to IEEE Trans. Neural Networks.
[5] A. L. Hodgkin, “The local electric changes associated

with repetitive action in a non-medullated axon,” J.

Physiol., Vol. 107, pp. 165-181, 1948.
[6] Naoki Masuda and Kazuyuki Aihara, “Band-pass fil-

tering properties of interspike interval encoding with
Morris-Lecar neurons,” Proc. SBRN 2004, 3611, 2004.

[7] J. Rinzel and B. Ermentrout, “Analysis of Neural Ex-

citability and Oscillations,” in “Methods in Neural

Modeling”, ed. C. Koch and I. Segev, pp. 251-291, MIT
Press, 1998.

[8] E. M. Izhikevich, “Neural Excitability, Spiking, and
Bursting,” International Journal of Bifurcation and

Chaos, Vol. 10, pp. 1171-1266, 2000.

Appendix

A Parameters:

Para-
meter

Value
Para-
meter

Value

βm 0.0406 (A/V2) βn 0.0799 (A/V2)
δm -0.5200 (V) δn 0.8000 (V)
εm 2.000 (V) εn 2.600 (V)
m̄ 1.300 (V) n̄ 1.400 (V)
Tm 0.1300 (ms) Tn 1.500 (ms)
Cy 0.0100 (mF) Ry 200 (Ω)
a 0 (A) IA -0.00834 (A)

B Characteristics of differential pairs:

fx(y) ≡

8

>

>

<

>

>

:

x̄ when y > δx + εx,
x̄

2
{1 + 1

ε2
x

(y − δx)
p

2ε2x − (y − δx)2}

when δx − εx ≤ y ≤ δx + εx,

0 when y < δx − εx,
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Abstract

A variety of strategies are needed to maintain coop-
erative behavior. Such strategy diversity in replication
arises from various circumstances; for example, muta-
tion in replication, noise, mistakes and moods. In this
paper, we deal with the iterated prisoner’s dilemma
game, which has been widely used to study the evolu-
tion of cooperation. We approach the question of how
cooperation evolves from the standpoint of dynami-
cal systems and also analyze the evolution in terms
of optimal response. Through these analyses, we have
confirmed that strategy variation is important for the
evolution of cooperation. In addition, we show that
this approach is more useful than previous approaches
because use of dynamical systems theory allows us to
express a transient process dynamically.
Keywords: evolutionary game dynamics, replicator
equation, cooperative behavior, iterated prisoner’s
dilemma, bifurcation analysis, optimal response.

1 Introduction

1.1 Evolutionary game theory

An aim of sociology and economics is to understand
how cooperative behavior is maintained. It is impor-
tant for research on behavior to look at the sustainabil-
ity of such phenomena as well as their initial causes.

For this purpose, Maynard Smith applied game the-
ory to ecological situations[1], which is known as evo-
lutionary game theory. The main concept of this ap-
proach is that an evolutionarily stable strategy can be
achieved. This concept of stability enables us to dis-
cuss sustainability.

Evolutionary game theory is now widely applied to
many fields such as behavioral biology, ecology and
economics.

1.2 Need for dynamic analysis

Most evolutionary researches on cooperation have
emphasized an invasion condition of cooperative be-
havior in a population characterized by selfish behav-
ior. To make up for the insufficiency of this approach,
we need mathematical tools for analyzing dynamic
processes as well as static states. Therefore, we have
used nonlinear dynamical systems analysis to analyze
the global behavior of evolutionary dynamics in the
phase space of a strategy set.

1.3 Analysis of mutation in the evolution

Past researches have not accounted for all proper-
ties of evolution. Our goal is thus to consider situ-
ations containing various evolutionary factors, espe-
cially effects of mutation.

Through consideration of mutation, we examine ef-
fects of diversity on the evolution of cooperation. For
this analysis, we emphasize the importance of dynam-
ical systems, especially through bifurcation analysis.

2 Theory and methods

First, we introduce the game used to model the sit-
uations we consider, namely the prisoner’s dilemma
game, and prepare a strategy set for playing the game.
After that, we introduce tools for the analysis. We
describe the replicator equation and the form of mu-
tation.
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2.1 The Iterated Prisoner’s Dilemma
game

The iterated prisoner’s dilemma (IPD)1 is the most
widely used model for the evolution of cooperation.
Axelrod held a competition to study IPD strategy
through a computer simulation [2]. This competition
showed that a “tit-for-tat” (TFT) strategy was the
most advantageous. A player using this strategy co-
operates in the first interaction and then in subsequent
interactions repeats (imitates) what the opponent did
in the immediately preceding interaction.

On the other hand, the evolutionarily stable strat-
egy (ESS) [1] in a finite IPD is the “always defect”
(AllD) strategy. A violation of AllD, which is equiva-
lent to destabilization of the ESS, is necessary for the
evolution of cooperation. The evolution of coopera-
tion in such cases can arise from various conditions
(for example, groupings or spatial structures).

2.2 Strategy set

We must consider a class of various types of strategy
ranging from selfish behavior to cooperative behavior.
Thus, we prepared a strategy set (Table 1) like those
used elsewhere [3, 4, 5].

strategy explanation
TFT Tit for tat
E1 Tit for tat and defect in the last interaction
E2 Tit for tat and defect in last two interactions
...

...
Ek AllD (The number of interactions is k)

Table 1: Strategy set

TFT represents cooperative behavior (not being the
first to defect) and AllD represents selfish behavior.
This strategy set is filled from cooperation to defec-
tion.

1A payoff matrix for the prisoner’s dilemma game (PD) is
shown below.

Opponent
Cooperation Defection

Cooperation R S
Self

Defection T P

S < P < R < T and T + S < 2R. This situation leads to the
self’s conflict and dilemma: if each of two players chooses the
behavior maximizing self payoff, it brings about the situation
minimizing the sum of the payoffs. Through iteration of the
PD, the tendency towards cooperation increases.

2.3 Evolutionary game dynamics: the
replicator equation

The fundamental law of evolutionary game theory
is described by the replicator equation [6], and the
evolutionary path can be understood as the dynamics
on the phase space spanned by the frequency of each
strategy.

We consider a replicator map of the following form:

xi(t + 1) = Fi(~x(t)) =
xi(t)wi(~x(t))∑N

j=1 xj(t)wj(~x(t))
, (1)

where the variable xi denotes the frequency of strategy
i, which fitness, wi(~x), is a function of the distribution
of the population given by the vector ~x = (x1, · · · , xn).
The denominator,

∑N
j=1 xj(t)wj(~x(t)), ensures that∑N

j=1 xj(t) = 1. This map describes frequency-
dependent selection. The evolutionary game theory
assumes that Darwinian fitness is determined by the
payoff matrix of a game (e.g., the IPD).

If the number of iterations of an IPD is finite and
fixed2, this map is deterministic and has no stochas-
ticity.

We carried out numerical simulations based on this
map. Similar analyses of population dynamics based
on game theory have been done in [7].

2.4 Mutation

The elements of the evolution are as follows:
• Heredity
• Selection
• Mutation.

The replicator system mentioned above does not allow
mutation, then we introduce the effect of mutation.

In this work, we discuss the replicator-mutator map
of the following form [8, 9, 10]:

xi(t + 1) = Fi(~x(t)) =

∑N
j=1 xj(t)wj(~x(t))qji∑N

j=1 xj(t)wj(~x(t))
, (2)

where each setting is the same as for the replicator
map (1). The probability that replication of strategy j
gives rise to strategy i is given by qji. These quantities
define the mutation matrix (a Markov matrix). This
map describes both frequency-dependent selection and

2As in previous studies [3, 4, 5].
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mutation.

Here, we consider a mutation matrix (Markov ma-
trix) with uniform mutation3 of the following form:

(qji) =
{

1− (N − 1)ε (j = i)
ε (j 6= i) .

(3)

We consider the population dynamics of this model
and analyze the stability and bifurcations of this sys-
tem.

3 Results

In this section, we analyze the effects of mutation.
First, we show time series obtained by numerical sim-
ulation with several mutation rates. After that, we
show a bifurcation diagram and discuss its bifurcation
structure. The number of strategies is N and the num-
ber of iterations of the IPD is k (N=k+1).

3.1 No mutation: the replicator equation

Previous studies [3, 4, 5] considered the case of no
mutation. No mutation is equivalent to the muta-
tion matrix being an identity matrix, namely ε = 0
in Equation (3).

A numerical simulation result of the equation is
shown in Figure 1.

The orbit in the simulation resembles a heteroclinic
cycle, and approaches each of the corners on the k-
dimensional simplex.

The sojourn time in each strategy exponentially in-
creases. Various researchers have discussed the pos-
sibility that because the evolution of non-cooperative
strategies cause the waste of much time, cooperation
can evolve.

3We can also consider other types of formalization of the
mutation matrix. A simple model is

(qji) =

{
1− 2ε (j = i) (1− ε if j = 1 or N)

ε (j = i− 1, i + 1) .

A strategy easily mutates into a similar strategy on the pheno-
type, but cannot mutate into a radically different strategy. The
distance on the phenotype is strictly determined by the distance
on the genotype. In this model, mutation will similarly affect
the evolution of cooperation, but various dynamics would not
be able to arise.

3.2 Slight mutation

Next, we investigated effects of mutation.

While the orbit property is the same as in the case of
no mutation, the population dynamics are drastically
changed even by a slight mutation.

A numerical simulation result of evolutionary dy-
namics with a slight mutation is shown in Figure 2.

If there is a slight mutation, the sojourn time in
each strategy except the final one (AllD) is constant.
Therefore, the evolution time of non-cooperative be-
havior is linear and selfish behavior evolves in actual
time. Since the models used in previous studies cannot
tolerate even a small amount of mutation, we consider
them insufficient for interpreting the evolution of co-
operation.

3.3 Greater mutation

Since there are reasons other than those considered
in previous studies that can account for the evolution
of cooperation, we look at the conditions affecting the
evolution.

One factor that helps explain the evolution of co-
operation is effective mutation.

We make the variation of strategy wider. In addi-
tion, the population dynamics change drastically de-
pending on the mutation rate. In this instance, more-
over, the orbit property differs from those in the cases
of no mutation and a slight mutation.

A numerical simulation result of the evolutionary
dynamics with a fairly weak mutation is shown in Fig-
ure 3.

For any initial condition, the dynamics fall into this
quasi-periodic orbit. Thus, non-cooperative behav-
ior cannot evolve. The result of evolution is periodic
change of behavior.

3.4 Bifurcation analysis

We measure the level of cooperation in the popula-
tion as a function of the mutation parameter ε. This is
the level of cooperation after sufficient time has passed
and the influence of the initial conditions is negligible.
The bifurcation diagram is shown in Figure 4.
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A mutation threshold exists and the dynamics of
this system drastically change with changing the value
of ε. The period of the limit cycle also continuously
changes.

This system contains a saddle-node bifurcation on
an invariant circle and a Neimark-Sacker bifurcation
[11].

4 Discussion

We assert that mutation may play an important
role in the evolution of cooperation, because popula-
tion dynamics are drastically changed by mutation in
replication. Here, we discuss the bifurcation at this
change.

4.1 Comparison with recent research

Recent research based on dynamic programming
suggested similar outcomes [12]. Therefore, we com-
pare a dynamical systems technique to an analysis of
optimal response and discuss the similarities and dif-
ferences between the former research and our own.

The earlier research on the evolution of cooperation
through analysis of optimal response has two limita-
tions. First, a limited situation was assumed where
most of the population adopted one strategy and other
strategies were distributed among the population ac-
cording to a distribution of a given variance. If a state
is a mixture of strategies, it is difficult to analyze. Sec-
ond, the response could only be examined for certain
static situations, and dynamic processes could not be
accommodated. McNamara et al. [12] demonstrated
the importance of mutation (variation) from this view-
point.

To determine whether cooperative behavior is sus-
tainable, we need to describe the time evolution of
behavior. An approach based on a dynamical system
allows the expression of various states like mixtures
of strategies and transient processes. The resulting
abundance of information makes this a more fruitful
approach. This is important for studying the evolu-
tion of cooperation [13].

The advantage of the approach with a dynamical
system is that it allows us to examine not only the
direction of evolution but also the time evolution of the
frequencies of the strategies and transient processes.

This is what makes the dynamical system approach so
effective.

4.2 Consideration as game theory

In this paper, we have dealt with a finitely iterated
prisoner ’s dilemma game; that is, we have discussed
the situation where the period of interaction is fixed
and known. This is a difficult problem in the sense
that it is difficult for cooperative behavior to evolve.

In biological and economic situations, the period of
interaction may be known to everyone. In this case,
cooperative behavior is maintained. Nevertheless, it is
difficult for cooperation to evolve theoretically because
of backward induction reasoning, and few theoretical
approaches have allowed the evolution of cooperation.

When the period of interaction is fixed and known,
previous studies have shown that it is difficult for co-
operation to evolve because of backward induction
reasoning [3, 4, 5]. Backward induction is powerful
premise, leading some to consider theoretical research
on the evolution of cooperation to be impossible. The
few studies that supported the evolution of coopera-
tion [3, 4, 5, 14] used models that did not contain all
properties of evolution. Therefore, we wanted to con-
sider situations involving various evolutionary factors,
especially the effect of mutation.

Our goal is to bridge the gap between the theo-
retical and empirical researches. In this paper, we
sought to do this by incorporating the role of muta-
tion. By considering mutation, we found a remarkable
phenomenon: mutation can promote the evolution of
cooperation. This phenomenon arises from a bifurca-
tion of the equation solution.

5 Conclusion

We have examined the factors affecting the evolu-
tion of cooperation in a finitely IPD. Players cooper-
ate in a situation where the interaction term is finite
and known. This evolution is supported by mutation.
Our research indicates that mutation plays an impor-
tant role in the evolution of cooperation. Moreover,
through a comparison with another approach, we have
confirmed the effectiveness of applying dynamical sys-
tems theory to the evolution of behavior.
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Figure 1: Population dynamics without mutation (k
= 10, ε = 0). The horizontal axis is time (generation)
and the vertical axis is the population frequency of
each strategy.
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Figure 2: Population dynamics with a slight mutation
(k = 10, ε = 1.0 × 10−6). The horizontal axis is time
(generation) and the vertical axis is the population
frequency of each strategy.
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Figure 3: Population dynamics with a weak mutation
(k = 10, ε = 3.5 × 10−4). The horizontal axis is time
(generation) and the vertical axis is the population
frequency of each strategy.

Figure 4: Bifurcation diagram: The horizontal axis is
the mutation rate (the bifurcation parameter) and the
vertical axis is the frequency of cooperative behavior
after sufficient time has passed.
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Dynamic Preshaping Based Design of Capturing Robot Driven by Wire
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Abstract
This paper discusses the design of wire drive cap-

turing robots based on dynamic preshaping. As the
speed of a robot hand increases, dynamic effects be-
come dominant. In order to successfully catch an ob-
ject by a high speed capturing robot, it is important
to consider mass distribution, wiring, and joint spring
when designing the robot. After explaining the design
procedure by considering those mechanical parameters,
experiments as well as simulations are shown to verify
the basic idea.

1 Introduction

While a number of robots have been developed so
far, we are particularly interested in high speed robots
that can capture a moving object quickly. As the first
trial of such a high speed robot, we have designed and
developed the 100G capturing robot[1] that can catch
a flying object in the air within the motion time of
50[msec]. Fig.1 shows an experimental result where
the 100G capturing robot is capturing a ball by the
gripper. Due to such a high speed, we cannot follow
by our eyes what is really happening during the cap-
turing motion. Therefore, we can not see directly why
the robot fails in catching the object while it looks like
that the gripper successfully reaches the target object
position. After precise analysis utilizing a high speed
camera with the frame rate of 1[msec], we found that
the preshape of the gripper is not appropriate, espe-
cially for the final stage of catching motion. Consider-
ing the finger link posture during the high speed cap-
turing motion, it is impossible to neglect inertia force
applied to the finger links. Therefore, the preshaping
issue under such a high speed condition results in an
optimum design problem to determine the joint torque
distribution with considering the effects of dynamics.
The goal of this work is to provide a design procedure
on preshaping issue for a high speed capturing robot.

Reducing mass of the robot is really important for
achieving a high acceleration. In such sense, wire drive
robots are good candidates for reducing mass of both
arm and gripper, since we can install all actuators at

(d) 48[ms]

(a) 38[ms] (b) 44[ms]

(c) 46[ms]

Fig. 1: A two-fingered robot hand for capturing an
object.

the base. We suppose a robot where all joints are con-
trolled by a single wire. A feature of such robots is
that the torque distribution is determined by both the
size of pulley in each joint and the way of wiring. By
focusing on such a wire drive robot, we define that
the dynamic preshaping problem is to produce a joint
torque set so that all links make contact with an ob-
ject. We explore the geometrical issue where the de-
sign for wiring is precisely discussed. After explaining
the design procedure for achieving the reference pos-
ture under high speed condition by considering me-
chanical parameters of the robot, experiments as well
as simulations are shown to verify the basic idea.

2 Related Works

There have been a couple of works discussing pre-
shaping issues so far[3]–[8]. Bard and Troccaz[3] have
discussed an automatic preshaping for a dexterous
hand from a single description of objects, where the
object model is automatically extracted from a low-
level visual data and a system for preshaping a planar
two-fingered hand with four joints grasping planar ob-
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Spring

Wire

Object

Pulley

(a) (b) (c)

Fig. 2: Basic mechanism of a high speed capturing
robot driven by a single wire.

(a) (b) (c)

Fig. 3: Various behaviors of object when finger links
make contact with it.

jects is described. Kang and Ikeuchi[4] have proposed
an automatic robot instruction for recognizing a grasp
from observation. Hong and Slotine[5] have proposed
a catching algorithm by which they succeeded in real
time catching free-flying spherical balls being tossed
from random locations. The postures of the robot
hand and arm at the moment of capturing are planned
by the information obtained by vision. Nakamura
et. al. [6] have challenged the reactive grasp of a three-
fingered robot hand by using a learning method, where
the preshaping is planned by integrating 48 kinds of
sensor signals and 29 primitive behaviors. As far as we
know, our paper is the first work discussing dynamic
preshaping.

3 Problem Formulation

3.1 Robot Hand Driven by a Single Wire
Suppose a typical robot hand where each actua-

tor is placed at each joint. In such a case, the whole
weight of the robot increases and the motion of the
robot becomes slow as a result. In order to decrease
the weight, the wire drive method where all actua-
tors are arranged at the base of the robot and the

torque driving each joint is transmitted through wire,
has been utilized[1][2]. Consider a multi-linked robot
hand where all joints are controlled by a single wire,
as shown in Fig.2. Now we focus on only open-close
motion of fingers. The motions of the arm are ignored.
Since all joints of the robot are driven by the tension
of one control wire[1], the distribution of drive torque
for each joint is determined by the wiring, i.e., pulley
position and radius. In addition, a spring is attached
to each joint to keep the initial link posture when wire
tension is zero. This spring produces a resistant force
for the joint torque coming from wire tension.

3.2 Reference Posture

Suppose a capturing robot trying to capture an ob-
ject, as shown in Fig.3, where (a) and (c) are examples
of failure in catching an object, and (b) is an example
of successful catching, respectively. From the geomet-
rical point of view, it is more likely that the simulta-
neous contact between links and the object leads to a
successful catching. Based on this consideration, we
define the reference posture of finger links as shown in
Fig.3(b), and this is given by following.

Reference Posture: The reference posture is
given by the grasping form where all links make
contact with an object, and is expressed by the
joint angular vector θr ∈ RΣU

s=1Ns×1, where U
and Ns denote the number of fingers and the num-
ber of joints (= the number of links) of the s-th
finger, respectively.

3.3 Dynamic Preshaping Problem

In this work, we suppose that capturing motions by
robot hands can be regarded as realizing the given ref-
erence posture θr. We define the dynamic preshaping
problem as follwing.

Dynamic Preshaping Problem: By giving
the reference joint angle θr, determine the me-
chanical parameters (pulley radius, pulley posi-
tion, spring constant, and mass of finger link), so
that the following condition is satisfied.

∆tθr = max
∣∣ tθsir − tθsjr

∣∣ < ε (1)
(s = 1, . . . , U, i = 1, . . . , Ns, j = 1, . . . , Ns)

where tθsir denotes the time when the i-th joint
of the s-th finger reaches the reference angle and
ε is a small positive value.
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Fig. 4: A 2D finger model driven by a single wire.

4 Mechanical Analysis

4.1 Wiring
Suppose a 2D finger is driven by a single wire as

shown in Fig.4, where pi, pa
i , and pfix

N ∈ R2×1 are the
position vectors expressing the i-th joint position, the
i-th pulley position at inner link, and the wire fixing
point at the N -th link, respectively, and all pulleys can
be freely rotated around their axes. pa

0 is the position
vector expressing the pulley position at the palm, and
whole link system is fixed with the base at p1. Let
tf
i ∈ R2×1 and tb

i ∈ R2×1 be the tension vectors before
and after the i-th pulley, respetively, as shown Fig.4.
Supposing that there is no friction around each pulley
axis, we have ∥tb

i∥ = ∥tf
i ∥ = T where T is the wire

tension. Also, let rf
i ∈ R2×1 and rb

i ∈ R2×1 be the
vectors denoting the positions where the wire tensions
are given. Under the above preparation, we have the
following relationship.

tf
i = −tb

i+1 (2)

rb
i ⊗ tb

i = −rf
i ⊗ tf

i (3)

where ⊗ denotes the operator providing x1y2 − x2y1

for two vectors x = [x1, x2]T and y = [y1, y2]
T. By

letting di+1
i ∈ R2×1 express the vector from the wire

release point of the i-th pulley to that of the i + 1-th
pulley, we get

pa
i+1 = pa

i + rf
i + di+1

i − rb
i+1 (4)

By multiplying ⊗tb
i+1 by right side to each term on

eq.(4) and considering di+1
i ⊗ tb

i+1 = 0, we obtain the

following equation:

(pa
i+1 − pa

i ) ⊗ tb
i+1 = (rf

i − rb
i+1) ⊗ tb

i+1 (5)

The torque around the i-th joint is given by the fol-
lowing form:

τwire
i = (pa

i − pi) ⊗ tb
i + (pa

i − pi+1) ⊗ tf
i (6)

From eqs.(2), (3), (5), and (6), τwire
i can be rewritten

with rb
i by the following form.

τwire
i = TRvp

i (7)

where

Rvp
i = (pa

i − pi + rb
i ) ⊗ eb

i

−(pa
i+1 − pi+1 + rb

i+1) ⊗ eb
i+1 (8)

Let eb
i (= tb

i/T ) ∈ R2×1 be the unit vector expressing
the direction of tension. Eq.(7) means that the torque
produced by a wire can be expressed by the multiply-
ing the wire tension with the radius of virtual pulley.
We would note that the radius of such a virtual pulley
varies depending upon the link posture.

The above discussions provide us with the relation-
ship between the torque and the wire tension in the
following form:

τwire = T [A + B]eb (9)

where

τwire =
[
τwire
1 , · · · , τwire

N

]T ∈ RN×1 (10)

A =


[q1⊗] − [q2⊗] 0

. . . [
qN−1⊗

] − [qN⊗]
0 [qN⊗]


∈ RN×2N (11)

qi = pa
i − pi ∈ R2×1 (12)

B =


[
rb

1⊗
] − [rb

2⊗
]

0
. . . [

rb
N−1⊗

] − [rb
N⊗]

0
[
rb

N⊗]


∈ RN×2N (13)

eb =
[
eb

1

T
, · · · ,eb

N

T
]T

∈ R2N×1 (14)

where [x⊗] means [−x2, x1] ∈ R1×2 for a vector
x = [x1, x2]T. Aeb and Beb express the torque com-
ponents controlled by the position of pulley and by
both the radius of pulley and the way of wiring, re-
spectively.
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Fig. 5: Finger model for determining parameters.

4.2 Joint Compliance
Let us now consider the effect of spring distribution

among joints, where ki is the i-th joint spring constant
as shown in Fig.4. Each joint spring plays an impor-
tant role for controlling the finger link posture when
the fingers approach an object. We have the follow-
ing relationship between the joint torque and spring
constant.

τ spring = −Qk (15)

where

fi spring =
[
τ spring
1 , · · · , τ spring

N

]T ∈ RN×1 (16)

Q =


θ1 θ1 − θ2 0

. . .

θi − θi−1 θi − θi+1

. . .

0 θN − θN−1


∈ RN×N (17)

k = [k1, · · · , kN ]T ∈ RN×1 (18)

4.3 Equation of Motion
The equation of motion of the finger link system

can be modeled by the following,

M(θ)θ̈ + h(θ̇,θ) = τwire + τ spring (19)

where M(θ) ∈ RN×N and h(θ̇,θ) ∈ RNs×1 are the
inertia matrix and velocity related torque vector, re-
spectively. From eqs.(9) and (15), eq.(19) can be

Table 1: Mechanical parameters used for simulation.

l1 length of the 1st link 60.0[mm]
l2 length of the 2nd link 45.0[mm]
m1 mass of the 1st link 55.0[g]
m2 mass of the 2nd link 30.0[g]

I1 moment of inertia of the 1st link 27.6[kgmm2]

I2 moment of inertia of the 2nd link 7.1[kgmm2]
w1 width of the 1st link 20.0[mm]
w2 width of the 2nd link 17.0[mm]

lpalm position of the 1st joint 10.0[mm]
larm length of arm 260.0[mm]

lini
main initial length of main spring 70.0[mm]

kmain spring constant of main spring 0.60[N/mm]
dmain damping coefficient of main spring 0.01[Ns/mm]
lkmain natural length of main spring 180.0[mm]
rball radius of object 32.5[mm]

θini
1 initial angle of the 1st joint 0.0[rad]

θini
2 initial angle of the 2nd joint 0.0[rad]
k1 spring constant of the 1st joint 90.0[Nmm/rad]
k2 spring constant of the 2nd joint 120.0[Nmm/rad]
R0 radius of base pulley 15.0[mm]
R1 radius of pulley on the 1st link 0.01[mm]

rewritten in the following form:

M(θ)θ̈ + h(θ̇,θ) = T [A(θ) + B(θ)]eb(θ) − Q(θ)k
(20)

5 Dynamic Preshaping

5.1 Parameter Determination

Since the equation of motion given by eq.(20) is
highly nonlinear, it is really difficult to formulate an
algorithm for solving the dynamic preshaping prob-
lem. Through the analysis of wiring, we learnt that
each joint torque is very sensitive to the pulley po-
sition and even negative torque can be generated ac-
cording to the location, while it is hard to achieve such
a characteristic by changing either spring constant or
mass distribution. Based on these considerations, let
us now replace the problem obtaining the mechanical
parameters for realizing θr by the following optimiza-
tion problem.

Minimize

Z = ∆tθr

Subject to

ipamin
i ≤ ipa

i ≤ ipamax
i (i = 1, . . . , N)

M(θ)θ̈ + h(θ̇,θ) = T [A(θ) + B(θ)]eb(θ) − Q(θ)k

where ipamin
i and ipamax

i ∈ R2×1 are the minimum
and the maximum limitations of the pulley position,
respectively. Now, the evaluation function Z is corre-
sponding to eq.(1).
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Fig. 6: Flow chart for computing the pulley positions.

5.2 Simulations
In order to obtain the pulley position satisfying the

condition expressed by eq.(1), we repeat computation
until it converges. Consider a two-fingered hand and
a sphere object as shown in Fig.5. All parameters
except for 1pa

1 and 2pa
2 are given by Table.1. We also

suppose that one tip of the wire is fixed at the one side
of the spring implemented in the arm and the other tip
of wire is fixed at the second finger link. We assume
that the wire tension T is generated by the following
equation.

T = kwire∆lwire − dwire∆l̇wire (21)

where kwire, dwire, and ∆lwire are virtual stiffness,
damping coefficient, and the amount of stretch, re-
spectively. Now, we give kwire = 1.0×106[N/mm] and
dwire = 1.0 × 10−2[Ns/mm]. We also suppose that
the friction between each finger link and the object is
given by µ = 0.0. The dynamic simulator ADAMS
(Mechanical Dynamics, Inc.) is utilized for comput-
ing finger motion for a given set of parameters. Fig.6
shows the flow chart for computing the pulley posi-
tions 1pa

1 and 2pa
2 in Fig.5 for achieving the refer-

ence finger posture at the instance of contact. Fig.7
shows two simulation results where (a) and (b) are
ε = 13[ms] and ε = 0.4[ms], respectively. In case of
ε = 13[ms], we obtain the optimum pulley positions
1pa

1 = [32.0, 2.0]T[mm] and 2pa
2 = [25.0, 2.5]T[mm].

(a)

(c)

(b)

(d)

(a)

(c)

(b)

(d)

1 a

p
1

= [32.0  2.0](a) [mm]

T

2 a

p
2

= [25.0  2.5] [mm]

T

1 a
p

1
= [32.0  2.0](b) [mm]

T

2 a
p

2
= [25.0  6.5] [mm]

T

Fig. 7: Simulation results for two different sets of pul-
ley position.

As shown in Fig.7(a), the first link makes contact
with the object earlier than the second one and the
object is finally pushed away. This result suggests
that ε = 13[ms] is not small enough. In case of
ε = 0.4[ms], we obtain 1pa

1 = [32.0, 2.0]T[mm] and
2pa

2 = [25.0, 6.5]T[mm] after convergence. In this case,
all links make contact with the object with in 1[ms].
As shown in Fig.7(b), the robot can capture the ob-
ject successfully while it includes a small oscillational
motion.

6 Experiments

We designed and developed an experiment system
for confirming the simulation results, where we can
change the wiring route by changing the pulley posi-
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Fig. 8: Experimental results for two different sets of
pulley position.

tion and the pulley size, the joint spring constant, and
the mass distribution of the links, respectively. The
tension of the wire is generated by the elastic energy
of the spring mounted in the arm. Mechanical pa-
rameters except for the pulley positions are given by
Table.1 where parameter explanation is given in Fig.5.
We observe the change of the link posture by shifting
the pulley positions along the simulation results. Fig.8
shows a series of photo taken by a high-speed camera
with 1 [ms/frame], where the hand is taking action
for capturing a sphere object. The hand as shown in
Fig.8(a) and (b) are designed under the pulley position
as shown in Fig.7(a) and (b), respectively. While the
first link makes contact with the object earlier than
the second one in Fig.8(a), all links almost make con-
tact with the object simultaneously in Fig.8(b). From
Fig.8, we can see that the behaviors of finger links in
the simulation and experiment nicely coincide. There-
fore, the validity of the optimum parameters obtained
by the simulation are supported by experiments.

7 Concluding Remarks

We discussed the design of capturing robot driven
by a wire from the viewpoint of dynamic preshaping.
The main results are summarized as follows;
(1) Dynamic preshaping is important, especially just

before finger links make contact with the object.
We choose the preshape so that all links make
contact with the object simultaneously.

(2) The mechanical parameters which influences joint
drive torque were considered and the relationship
between the wire tension and the joint torque dis-
tribution was introduced precisely.

(3) The design procedure for achieving the reference
posture under dynamic condition was explained.
A couple of simulations were executed to obtain
the optimum parameter and the validity is con-
firmed experimentally.

This work was supported by CREST of JST (Japan
Science and Technology). We are very thankful for the
support.
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Design of Tracing Type Jumping Robots
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Abstract
This paper discusses a leg design for a tracing type jump-
ing robot driven by an actuator with an extremely high
output/weight. We found that there is a close relation-
ship between the jump ratio(= h/l) and the leg length.
Through analysis and simulation, we found that there
exists the optimum design specification where the jump
motion becomes maximum. After explaining an design
orientation by considering joint torque and mechanical
parameters, experiments are shown to verify the basic
idea.

Keywords—Jumping Robot, Motor Based Actuation,
Jump Ratio

1 Introduction

There have been many works discussing legged robots.
Legged robots can be classified into two groups; static
based locomotion where the center of gravity is always
ensured within the support polygon constructed by the
supporting legs, and dynamic based locomotion where
the center of gravity is allowed to be away from the sup-
port polygon. Jumping robot can be categorized into
the latter one. While various jumping robots have been
proposed so far, accumulated energy using either spring
or pneumatic actuator is utilized for most of them. This
is because there have been no powerful actuator ensur-
ing an enough jump height. With the increase of actua-
tion technique, it has become possible to see the chance
that a motor based robot can jump since the effect to
gravitational force is reduced. For a given actuator, how
much size is appropriate for achieving a jump? How to
design a robot for achieving the maximum jump height?

To answer these questions, we consider a simple model
where the robot is composed of one actuator and two
legs, as shown in Fig.1. The open-close motion of both
legs is controlled by one actuator. As a result, this robot
realizes the jumping motion by tracing the surface of the
ground by both tips of leg. For such a simple model, we
obtain the analytical result of the jumping height ratio
defined by the height normalized by the leg length. Al-
though the result is available only under a couple of lim-
ited assumptions, it includes really useful information
for determining the specification of a jumping robot.

­
0

h

g

θ

l

m
b

!  max

θ 
b

Fig. 1: Model for tracing type jumping robot.

Through above analysis, we show an interesting obser-
vation is that there exists the optimum design where the
jump ratio becomes maximum. For a given specification
of actuator, we explain how to determine the robot spec-
ification leading to the optimum design. Along the pro-
posed approach, we design a jumping robot which can
achieve the maximum jump ratio. Finally, We develop
the jumping robot with optimum design and show that
experiments strongly support our design. Nice quali-
tative coincidences are observed between analysis and
experiments.

2 Related Works

While there are many works discussing walking
machine[1][2], most of them supposed that at least one
leg makes contact on the ground. On the other hand,
there exists a phase where all legs are away from the
ground in jumping robots[3]. Raibert et al.[4] have de-
veloped one-legged hopping machine driven by a pneu-
matic actuator. Okubo et al.[5][6] have proposed a
jumping machine with small output actuator where they
utilized self-energizing spring system. The jump ratio
which we utilize as the index of evaluation can be re-
garded as “Jumping height index” proposed in [5] by
replacing the maximum distance that body can move
with the leg length. Tsukagoshi et al.[7] have developed
the jumping & rolling inspector as a rescue robot and
discussed the control of the jumping height and energy
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saving by using a pneumatic actuator. Arikawa and
Mita[8] have developed the design of multi-DOF jump-
ing robot. They have discussed planning parameters of
robot motions for achieving jumping and somersault.

3 Design of Jumping Robots

3.1 Model for Analysis

Let us consider the two-legged model as shown in Fig.1,
where h, l, mb, τ0, ωmax, and g are the maximum height
of jump, the length of leg, mass of body, torque of ac-
tuator, the maximum angular velocity of actuator, and
the gravitational acceleration, respectively. We suppose
that the actuator operates with constant torque τ0 with
respect to angular velocity. While a regular DC servo
motor has a decreasing characteristics with respect to
angular velocity, there are a couple of AC servo motors
approximately supporting this characteristics by sup-
plying current depending upon the angular velocity. We
also suppose that the actuator has the limitation of an-
gular velocity with its maximum value of ωmax and each
leg is controlled by a single motor. We ignore the effect
of the friction between the tip of leg and the ground,
since we regard it as a secondary factor for reducing the
jumping height.

In this work, we utilize jump ratio Jc to evaluate the
height of jump as follows;

Jc =
h

l
(1)

Physical meaning of Jc is that it expresses the maxi-
mum height which the robot can jump in units of its leg
length.

3.2 Optimum Design on Leg Length

We now consider an extremely simple model as shown
in Fig.1, where we assume that two rigid links without
mass are connected to an actuator with the mass of mb

and the robot motion is symmetry with respect to the
z-axis. Suppose that the robot is jumping as shown
in Fig.1 where the link angle is θ with respect to the
horizontal line. Let the joint torque τ0 is given until
θ > θb.

The work where the torque executes during 0 ≤ θ ≤ θb

is given as follows;

W =
∫ 2θb

0

τ0dθ (2)

= 2τ0θb (3)

Since W is fully transmitted to the potential energy
when the robot reaches the highest position by jumping

Leg  length l [mm]

 
J
c
 

lmin=218 [mm]

Fig. 2: Relationship among l, llim, and Jc.

motion, we can obtain the jump ratio with the function
of τ0 as follows;

Jc =
2θbτ0

mbgl
(4)

Eq.(4) is the closed form solution exhibiting the rela-
tionship between Jc and mechanical parameters, where
both legs maintain contact with the ground during
0 ≤ θ ≤ θb. Now, we would note that the leg can-
not rotate with more than ωmax. The above constraint
for angular velocity leads to the following inequality.

θ̇max ≤ ωmax (5)

The maximum angular velocity of joint θ̇max is achieved
at the moment of θ = θb and the energy balance at this
moment is given as follows;

1
2

(
θ̇maxl cos θb

)2

+ mbgl sin θb = 2τ0θb (6)

From eq.(6), we can obtain θ̇max as follows;

θ̇max = θ̇
∣∣∣
θ=θb

(7)

　 =
1

l cos θb

√
2
(

2τ0θb

mb
− gl sin θb

)
(8)

Now, we would focus on the leg length from the view-
point of the design for robots. Substituting eq.(8) into
ineq.(5) yields,

l ≥ llim (9)

where

llim =
−q +

√
q2 + 4mbτ0θbp2

mbp2
(10)

p = ωmax cos θb (11)
q = mbg sin θb (12)
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Table 1: Specification of the lightweight high-speed
motor

motor type AC
max torque [Nm] 1.71
max speed [r/min] 300

time response to a step input [msec] 30
weight [g] 59.6

(a) (b)

Fig. 3: The lightweight high-speed motor and the de-
veloped jumping robot.

In the case where l < llim, eq.(4) is not guaranteed since
each tip of the leg cannot trace the ground and is away
from it. Fig.2 shows the relationship among l, llim, and
Jc. While we can suppose that jump ratio decrease less
than the that of eq.(4), we would note that llim may
be the optimum leg length when the specification of
actuator is given.

4 Experiments

Table.1 shows the specification of the lightweight pow-
erful motor (Harmonic Drive Systems, Inc.)[9][10]. This
motor has the maximum torque of 1.71[Nm], the max-
imum rotational speed of 300[r/min] and the mass of
59.6[g]. Fig.3(a) and (b) show an overview of the motor
and a photo of the developed robot, respectively. Fig.4
shows an overview of the developed robot where one leg
is connected to the axis of the motor and the other one
is fixed to the outer case of the motor.

Fig.5 shows the map showing experimental results with
respect to l. The circles shown in Fig.5 are points ob-
tained by experiments. For reference, the results ob-
tained by eq.(4) and eq.(10) are also provided in Fig.5,
where θb = 0.5. A really interesting observation is
that we can find the maximum jump ratio between
l = 200[mm] and 300[mm] for analysis, which supports
the idea of this work. Fig.6 and Fig.7 show series of
photos during a jump motion of the robot with the leg
length of 100[mm] and 200[mm], respectively. The robot
with the length of 200[mm] achieved a big jump with 550
[mm] with Jc = 2.75.

(a) Side View

(b) Top View

100 00[mm]

Fig. 4: An overview of the developed robot.

Leg  length l [mm]

 
J
c
 

llim=218 [mm]

Experimental results
eq.(10)

eq.(4)

Fig. 5: Experimental results.

5 Concluding Remarks

We discussed the design of tracing type jumping robots
by focusing on the leg length. The main results are as
follows:

(1) Jump ratio was chosen as the evaluation index for
designing a jumping robot.

(2) We obtained the relationship between the jump ra-
tio and the leg length by using a simple model.

(3) It was shown experimentally that there exists the
optimum design point leading to the maximum
jump ratio.

One of features for using motors for a jumping robot
is that we can expect the capability of grasping as well
as jumping. Fig.8 shows an example where the robot is
capturing an object suspended in air after jumping up.
We believe that a kind of dexterity can be anticipated
through an AC motor based jumping robot.

This work is supported by CREST of Japan Science
and Technology (JST). We are very thankful for the
support. Also, we would like to express sincere thanks
for Mr. Masahiro Yuya for his experiments.
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Fig. 6: A series of photos during a jumping motion(l =
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Fig. 7: A series of photos during a jumping motion(l =
200[mm]).
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(e) (f)

Fig. 8: A series of photos during a jumping and grasp-
ing motion.
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Abstract
This paper discusses the direction dependent dex-

terity of surgeons in laparoscopic surgery. In laparo-
scopic surgery, a surgeon can observe the concerned
tissue only through a 2D display and is obliged to con-
vert the image from 2D to 3D in his (or her) brain. In
this report, we examine the effect of 2D or 3D visual
information on the manipulation dexterity by utilizing
the newly developed evaluation system.

1 Introduction
Laparoscopic surgery is a well established method

in modern medicine. In laparoscopic surgery, a sur-
geon inserts forceps and a scope into the abdomen
through small holes, so no large cuts are necessary
as in open surgery. It is a method in minimal inva-
sive surgery. It was well examined scientifically that it
does not affect a life prognosis, and has a similar rate
of cures for malignant diseases[1][2][3].

On the other hand, many reports in operation mis-
takes by laparoscopic surgery are seen in the news in
recent years. In order to prevent such operation mis-
takes, the education to surgery residents is necessary.
In laparoscopic surgery, as shown in Fig.1, surgeons
have to operate forceps, looking at a monitor, without
seeing the affected part directly, and have to convert
the image from 2D to 3D in their brain.

The purpose of this study is quantifying the direc-
tion dependent dexterity of surgeons in laparoscopic
surgery. In this paper, we analyze how a surgeon ob-
tains a distance feeling for the depth direction while
converting the 2D display image to a 3D space. Then,
we show that the image conversion capability to 3D
can be considered as an element to judge a surgeon’s
skill.

2 Related research
There are many reports that evaluate laparoscopic

surgical skills. Although Kopta[4] presented meth-
ods to evaluate surgical skills, they are not widely ac-
cepted. Martin[5] and others made an evaluation sys-
tem called Objective Structured Assessment of Tech-
nical Skill (OSATS), which gained consensus for the
first time based on its excellent objectivity. More-
over, Rosser, et al.[6][7][8][9] claimed what makes la-
paroscopic surgery difficult is the limitation of the

Fig.1: Overview of Laparoscopic Surgery

Fig.2: Overview of the Developed System

spatial information due to the 2D display, and sup-
ported their claim by monitoring the learning effect
by change of performance time. Most of these reports
evaluated the improvements in reaching the training
goal, which had not been necessarily quantitive. How-
ever, recently, the tip position of forceps is measured,
and thus the number of test methods using quantitive
analysis about the operation increases. Cuschieri, et
al. developed the Advanced Dundee Endoscopic Psy-
chomotor Tester (ADEPT) which acquires the forceps
tip position information by using an encoder[10][11].
Darzi, et al. developed the Imperial College Surgi-
cal Assessment Device (ICSAD) which acquires the
forceps tip position information by using an electro-
magnetic field, and utilizes it effectively to improve
laparoscopic skills[12][13][14]. Sokollik, et al. consid-
ered the tip speed profile from the forceps tip position
data by the ultrasonic sensor[15]. Also, there are sim-
ulators that perform the analysis and evaluation of the
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position information by vision sensors[16] and others
that use a virtual reality to simulate an actually un-
dergoing operation[17].

Here, the image conversion capability from 2D to
3D is considered as one of the necessary skills in la-
paroscopic surgery. We focus on the distinction be-
tween the vertical movement and the front-and-back
direction movement, as it is regarded as being very
difficult.

3 Materials
3.1 The feature of the developed device

Fig.2 and Fig.3 show the experiment device and the
system architecture. As can be seen from Fig.2, the
endoscope is installed in front of a table and the 2D im-
age is shown on the monitor. A gimbals mechanism is
used in this system to grasp the forceps. Two encoders
are attached to the two rotational axes. In addition,
we fixed a scale seal (LBP = 0.1[mm]) on the stem part
of forceps, in order to be able to acquire the displace-
ment of the length. Then, we used the heat shrink
tube to secure the seal on the stem. Furthermore, the
opinion of surgeons was taken into account. In order
to reproduce the load felt in an actual operation, we
used a spring mechanism that enables to adjust rota-
tion friction of the gimbals. Furthermore, in order to
prevent the candidate to look at the subject directly,
instead of the monitor during an experiment, we man-
ufactured a cover made of a black plastic plate. Fig.3
shows the information flow of this system by arrows.

3.2 The forceps tip position detection
method

We can measure the two rotation angle parameters
and one distance parameter by using three encoders.
As shown in Fig.4, by measuring the three parameters
l, θ and φ, the relative position coordinates x = l ·sinφ,
y = l · cosφ · sinθ and z = −l · sinφ · cosθ of the gimbal
central point can be calculated.

3.3 Position detection accuracy
We acquired the position data for both tips by

putting the tip of the forceps on pre-defined 14 points
on the table that were separated by 50[mm]. Then, we
investigated the deviation from the true value when
acquiring position information for the 14 points of the
two tips 10 times. As shown in Fig.5(a), the maximum
error was 6.20[mm], the average error was 2.54[mm],
and standard deviation 1.28[mm].

Fig.4: Coordiate System

Then, we considered the error due to alignment,
and corrected it by the method shown in the follow-
ing paragraph. As a result, the maximum error was
3.23[mm], the average error was 0.92[mm], and stan-
dard deviation 0.62[mm] after the correction as shown
in Fig.5(b). Thus the position accuracy was greatly
improved. The circles of Fig.5 shows the average error
before and after compensation, respectively.

3.4 Compensation method
In a first step of the compensation method of the

system, the three points vt1, vt2 and vt3 were cho-
sen as calibration points and their true x-y-z values
are known. Next, using vt1 as a reference point, the
position data on the remaining points vt2 and vt3 is
acquired by the parameter from each encoder of the
system and the equations x = l ·sinφ, y = l ·cosφ ·sinθ,
z = −l · sinφ · cosθ. Then, the deviations ∆v2, ∆v3 of
the acquired values v2, v3 from the true values vt2, vt3

were derived from the equations:

vt1 = v1 (1)
vt2 = v2 + ∆v2 (2)
vt3 = v3 + ∆v3. (3)

As is commonly known, the arbitrary positions in
the 3D space can be expressed as follows by using the
three position vectors:

v = V k (4)

where V = [v1 v2 v3] and k = [k1 k2 k3]T .
That is, if v and V = [v1 v2 v3] are known, equation

(4) can be changed into

k = V −1v (5)

in order to obtain k = [k1 k2 k3]T .
Therefore, k = [k1 k2 k3]T can be found, if vt1, vt2,

vt3, v1, v2 and v3 are known beforehand. Also, the
true value v̂t can presume as follows,

v̂t = vt1k1 + vt2k2 + vt3k3 (6)

using equations (1), (2) and (3), equation (6) can be
changed into

v̂t = v1k1 + (v2 + ∆v2)k2 + (v3 + ∆v3)k3. (7)

With equation (4), we finally obtain

v̂t = v + ∆v2k2 + ∆v3k3. (8)
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Fig.5: Position Errors before/after Compensation

4 Preliminary Experiment

4.1 Purpose
This chapter shows that the human characteristic

when only on carrying out 3D movements of the for-
ceps relying the information from a 2D display. It is
shown that the difference in skill of an amateur and a
surgeon is appearant in this setup.

4.2 Methods
In the experiment point A and point B on the table

in Fig.3 are 150[mm] apart. The subject was asked
to move the forceps tip from point A to point B and
back again to point A. The tip position information
was acquired during the whole movement.

4.3 Definition of the target point attain-
ment

The attainment times ti(i = 1, 2) to the intermedi-
ate point B and the ending point A are taken when
the forceps tip stays with in a distance of dg = 3[mm]
from target point for tg = 0.3[s]. They are defined as
follows:

ti = inf
{

tn

∣∣∣∣ ‖pi − p(t)‖ < dg,
tn − tg ≤ t ≤ tn

}
. (9)

Here, p(t) is the forceps tip position vector after t[s]
from start, and pi(i = 1, 2) is a target position vector,
respectively. Also, t1 < t2.

4.4 Results
The experimental results of an amateur and an ex-

pert are shown in Fig.6 and Fig.7. They show the tip
trajectory in the xy plain (top view) and in the yz
plain (side view) in the experiment done by an ama-
teur (Fig.6) and by an expert (Fig.7). Here, looking at
both top views, deviation from the ideal trajectory in
the side direction is very small. Looking at both side
views respectively, a large difference in the deviation
in the hight direction of the expert’s and amateur’s
forceps tips trajectory can be seen.

4.5 Discussion
That the different deviations discussed the last

paragraph are due to the shortage of the information
by a 2D display. A motion in the actual vertical di-
rection and a motion of the front-and-back direction
cause a both vertical movement on a monitor, while a
motion in the side direction on a monitor corresponds

y[mm]

Fig.6: Tip Trajectory of an Amateur

y[mm]

Fig.7: Tip Trajectory of an Expert

to the actual side motion. Therefore, a subject con-
siders the correction of the deviation in the vertical di-
rection difficult, while the correction of the deviation
in the side direction is considered comparably easy.

5 Direction dependent dexterity
5.1 Integration according to direction in-

gredient
In case of the experiment shown in the preceding

chapter, it is characteristic deviation of the vertical di-
rection was large, compared to the deviation of the side
direction was very small. Here, the deviation in the
side direction and the deviation in the vertical direc-
tion are integrated over the move distance according
to the ingredient. Then, the result of the amateur’s tip
movement seen from Fig.6, the deviation integration
value Ax of the side direction is Ax = 616.27[mm2],
and the deviation integration value Az of the verti-
cal direction is Az = 2934.37[mm2]. The result of
the expert’s tip movement seen from Fig.7 is Ax =
954.99[mm2], Az = 1347.27[mm2].

5.2 Direction dependence line
We express the relation m between the deviation

integration value Ax of this side direction and the de-
viation integration value Az of the vertical direction
as follows.
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m =
Az

Ax
. (10)

In order to verify the tendency of a direction depen-
dence in two or more experiment results, we consider
the graph which sets the horizontal axis to Ax, the ver-
tical axis to Az and the inclination to m. Each point in
Fig.8 is the result of one of 5 experiments carried out
by two amateurs and two experts, respectively. The
straight line in the graph marks the direction depen-
dence m obtained by using the least-squares method
in the data for these 20 data points. The inclination
of the straight line is m = 1.95.

Moreover, as can be seen from the graph, it turns
out that each point m > 1. Thus, the correction of the
deviation in the vertical direction is again observed to
be more difficult due to the lack of information from
the 2D display.

6 Conclusion
In this report, we introduced an equipment for eval-

uating a doctor’s skill in laparoscopic surgery, and
described the forceps tip position data acquisition
method, and its accuracy. Also, we found that obtain-
ing the distance feeling of the depth direction is very
difficult, due to the conversion of information from a
2D display to 3D that the surgeon has to perform in
laparoscopic surgery, and conducted the basic experi-
ments. As a result, distinction of the vertical direction
and the front-and-back direction from 2D display is
difficult. Thus, the direction dependence might be one
parameter that shows a surgeon’s skill. Furthermore,
we defined the characteristics of human operation in
endoscopic condition by the direction dependence, and
considered its tendency by the results of a preliminary
experiments.

In the next step, we will consider the know-how of
experts to use one forceps to help to judge the position
of the other forceps in the 3D conversion.

Finally, we would express our sincere thanks to Dr.
Roland Kempf for his valuable comments.

References
[1] H. Hasegawa, Y. Kabeshima, et al: “Randomized controlled

trial of laparoscopic versus open colectomy for advanced col-
orectal cancer,” Surg Endosc, vol.17, no.4, pp636-640,2003.

[2] Clinical Outcomes of Surgical Therapy Study Group: “A
Comparison of laparoscopic Assisted and Open Colectomy
for Colon Cancer,” N Engl J Med, vol.350, no.20, pp2050-
2059,2004.

[3] R. Gonzalez, C. D. Smith, et al: “Laparoscopic vs open re-
section for the treatment of diverticular disease,” Surg En-
dosc, vol.18, no.2, pp276-280,2004.

[4] J. A. Kopta: “An approach to the evaluation of operative
skills,” Surgery, vol.70, no.2, pp297- 303,1971.

[5] J. A. Martin, G. Regehr, R. Reznick, et al: “Objective struc-
tured assessment of technical skill (OSATS) for surgical res-
idents,” Br. J. Surg, vol.84, no.2, pp273- 278,1997.

[6] J. Rosser, L. Rosser, R. Savalgi: “Skill acquisition and as-
sessment for laparoscopic surgery,” Arch Surg, vol.132, no.2,
pp200- 204,1997.

[7] J. Rosser, L. Rosser, R. Savalgi: “Objective evaluation of a
laparoscopic surgical skill program for residents and senior
surgeons,” Arch Surg, vol.133, no.6, pp657- 661,1998.

[8] D. Risucci, J. Rosser, et al: “Experience and visual per-
ception in resident acquisition of laparoscopic skills,” Curr
Surg, vol.57, no.4, pp368- 372,2000.

[9] D. Risucci, J. Rosser, et al: “Surgeon-specific factors in
the acquisition of laparoscopic surgical skills,” Am J Surg,
vol.181, no.4, pp289- 293,2001.

[10] A. I. Macmillan, A. Cuschieri: “Assessment of Innate Abil-
ity and Skills for Endoscopic Manipulations by the Ad-
vanced Dundee Endoscopic Psychomotor Tester: Predictive
and Concurrent Validity,” Am J Surg, vol.177, no.3, pp274-
277,1999.

[11] N. K. Francis, G. B. Hanna, A. Cuschieri: “Reliability of
the Advanced Dundee Endoscopic Psychomotor Tester for
Bimanual Tasks,” Arch Surg, vol.136, no.1, pp40- 43,2001.

[12] K. Moorthy, Y. Munz, A. Darzi, et al: “Motion analysis in
the training and assessment of minimally invasive surgery,”
Taylor & Francis Health Sciences, vol.12, no.3-4, pp137-
142,2003.

[13] K. Moorthy, Y. Munz, A. Darzi, et al: “Objective assess-
ment of technical skills in surgery,” BMJ, vol.327, no.7422,
pp1032-1037,2003.

[14] K. Moorthy, Y. Munz, A. Darzi, et al: “Validity and reli-
ability of a virtual reality upper gastrointestinal simulator
and cross validation using structured assessment of individ-
ual performance with video playback,” Surg Endosc, vol.18,
no.2, pp328-333,2004.

[15] C. Sokollik, J. Gross, G. Buess: “New model for skills
assessment and training progress in minimally invasive
surgery,” Surg Endosc, vol.18, no.2, pp495-500,2004.

[16] Haptica: ProMIS, http://www.haptica.com/.

[17] Reachin: Reachin Laparoscopic Trainer 2.0, http://www.re
achin.se/.

[18] G. B. Hanna, A. Cuschieri: “Optimal port locations for
endoscopic intracorporeal knotting,” Surg Endosc, vol.11,
no.4, pp397-401,1997.

[19] G. B. Hanna, A. Cuschieri: “Influence of the optical axis-
to-target view angle on endoscopic task performance,” Surg
Endosc, vol.13, no.4, pp371-375,1999.

[20] G. B. Hanna, A. Cuschieri, et al: “Influence of Two-
dimensional and Three-dimensional Imaging on Endoscopic
Bowel Suturing,” World J. Surg, vol.24, no.4, pp444-
449,2000.

[21] G. B. Hanna, A. Cuschieri, et al: “Effect of the angle be-
tween the optical axis of the endoscope and the instruments’
plane on monitor image and surgical performance,” Surg En-
dosc, vol.18, no.1, pp111-114,2003.

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 

118



������ � ���� �	
� ����� 
������
��� �� �	�	��

��������� �	
�	� 	
��� 	��		 ��
 ������ ������

���
���� ������ �� ������������ ��������� ��� ������

��!��"�#$���������%�$��$&'

��������
���� ����� ���	
���� ��� ��
 ��� ���������� � 	���

��	� ���	� �
 ���� ����� ������ ���� � ����� ���� ��
������� �� �����	
����
 ��	
� �� ��� ���������� ��
� 	����	� ���	� ����
�� ��� ����������� �� � �� ����
����� �� ���� ��� ����	 ������� ����	���� �� ��� 	���
��	� ���	� ����������� �� ��������� ��� � ����������
�
���� ��� 	��!����� ��� ����	 ����� "
 
�������� ���
�
����# �� � �	
��� ������� � ��������� ����� ��� �
�
����	� �$�	�� �������

� ���������	��

��� ������ ��
�� �� ��� ���� 	������
 
��� 	���
��	� ���	� ������� ��� ������� ��
 ���� ������ �� �����


��� ��� ���� �� ��� � ���
 ������ ���
	�
�� ��� �����
� ���� ���%
��	
 ��������� �������# ����� ��� 	�
���
�� ���
������ ����� �� �� ���� �� 
�� ��� &�� � ���
���# 
���� � ������ �������	 !���# �
	� �� ��� 	���
�� �'()*�
�	������ '������	 (������	� )������+� )�
�
	� � 	���# ����� ��� ����������� ���	� �������# �
	�
�� � ���� �
��������� 
���� ����� �����
�� �,� �� �
���	� ������ �
 
���� �� ����	�� !��� ����� ��� ���� ��
��� ����� %
�����
 ������� 
��� ��� ����� ��� �����
��� ����� �� ���� -������ 	��� ����� �� �� ���� �� 
���
���� � ������ ��
�� ��
�� �� � ��	�� ���� ���	� 	��
�	����� � ������ �����
������ �� � ��	���	���	 ���
.�	�# �� ����� �� &���,# ����� ��� 	������	�� ���� ���
	�� ������� �� �������� � ������ ��.�	�� &�� ��� ���	�
������� �� �
	� � ��	�� ���� 
���� ��� ��	���	��� �/�#
��� ������	����� �� �� ������	 ���� �
 
���� � ������
������ �� ����
��� ��� ���������� �� �%
������� 	���
��	� ���	�� 0� �� ���# �� ��� ���� ������	��� �� ���	�
����
������ ���
 �� � %
���������	 	�������� ��	�
��
��� �������� �� ���	������ ����� �� 	����� ��� �� ���
�� /1�����

)� ���� ������	�# �� ������� ��� ������ ���	� ���
������� ��� 	����	� ���	� �� ���� ���� �
 ����
����
��� ������	����� �� �� ������	 ����������� 
���� �
�
����	 	�������� 
���� �� ������ ���� ����� ������ �
��
��� ���� � ����� ���� �� ,����� �� ��� �������� ����
����

2�� 
� 	������� ��� 	��� �� � ��	�� ����# �� �����
�� &���,� ��� ��	�� ���� 	������� �� � �
����� ����
��� �� �	���� ����� -� � ������!�� ����� ��� ���

Microscope

Target

Support beam

Micro hand

Action beam

����,3 - ���� �� ��	�� ����

x

y
z

force
= ? [N]

High speed vision

Beam

Computer
y(x,t)

L

F

�����3 4��	���
�� ����� �� ������ �����
���	� �������

��	�� ����# �� ������ �� �� � ������ ����# �� �����
�� &����� �� 	������� ��� ������� �� ���������� �
�������	 � ������ ���	� ���	� �	�� �� ��� ��� �� ���
����� ���� ����� �� ��������� �� �������� �� ����� ��
��� ������� ����� �� 4������ �� - ������� ���
� ��
��������� �� 4������ /� )� 4������ 5# ����� ��������
� ����	 ����
�� ���
� ��� �������� ������� ��� ����
���	����� �� ���� ��� 	����	� ���	�# �� ������
	� �
�������������� ��������� � ���	� � ������� ��� �����
�� ������� ���	� ��� ��� �����	 ������� ���	�� �� �
��
���� ���� � ������ ��� �� �������� ��� 	����	� ���	��
)� 4������ 6# �� �����
 ��� ����	 ������� ����	���� ��
��� ������
	�� ������ �
 	�������� ��� 	�����������
������	����

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 119



Searching line

����/3 7 ��������� �� ����	���� ����


 ��
���� �����

����� ���� ���� � 	�
��� �� ����� ����� 	����	�
���	� �� ��������� �
 ������� 8����� ��� ������ ����
�������� � �
���� �5# 6� 	��������� �� ������	 ����
��� � ������ ������� ���
 ������ ���� ���� 	����	�
���	� ��� 	����	� ����� 	�� �� ��������� �
 ����
��
��� ��� ������	����� �� ��� ������ �� ��� ����� ����
����# ����� �
���� ��� ������� �� %
���������	 	��������
����� ��� 	����� �� ������ �� ���� ���
�� �� ���
��
���� ��
 �
����	 �$�	� 	�� �� �����	����

-� ��� ������ �������# )���� ��� ������ ���������
��� '�*'������ �� ��� ��������	���+9������:# ;�� ���
'�9����� ��	�
��� �� ����������� �� �� ����	���� �����
���� ���	� �� ���� �� !�� ��� 	����� �� ������
 �� ��
��.�	� ���� ��� ����� ���� �� ,����� �� ��� ��������
������� �������# ������ �
� ���������# ����� ���
���� �� ���� ���	
����� ��� �
����	 ����� 	����	�
���	� ���������� �
 
�������� �� ������ ���� ����� ���
�����

� ����
�� �����

�� �
����� � ���� ����� ����� �� �����
 �����
�� � �������� ����� -��� ��� �# �# � # ��� � �� ���
���� ��� 
��� ������# 
�
��<� ���
�
�# ���� ������
�� �������# ��� ��� ������ �� ����# �����	�����
� ��
��� ��� 	��������� �
���� �� ����� �� &����� ��� ����
���
������ �� ���� ���� ��� �� ��������

-��
������ ,3 -����
����� �� ��������� �
 ��� ����
	����
 �� ��� ���� 	�� �� �����	����

-��
������ �3 ��� ������	����� �� ��� ���� �� ���
�
��� �� �� �� �����# �
	� ���� ��� ��������
�� ��� 	����	� ����� �� ���  �����	���� 	�� �� ���
���	���# ���� �*�� �+�� 	 1
,�

-��
������ /3 ��� �������� �� ��� ���� �� �������
�� ������ �������

-��
������ 53 - �������	 � ������ ���	� � *�� �+ � �
	���� ��� �����

-��
������ 63 =���� ���%
��	
 ����� � 	��� ���
� ������ ���	� ���%
��	
 	�� �� �����	����

0���� ��� ����� ���
�������，�� 	������� ��� ����
���!�� ����� ����� �� &���/# ����� �� ����	� ��� ���
	���������������
 �� ��� ���� ���
 ����� ��� �����
����	���� ������ �� ����� ��� ��������� ��������

>������ ���
�3
?
����� ���� �� 
������ �������	 � ������ ���	�
� *�� �+ �� ������� �� ��� ���� ��� �� ��� ����� 0����
���� 	��������# ������ ��� ��������� %
�������3

*,+��� ���
 ����	���� ����� ��� ��	�����
 ��� ���
�
Æ	���� �� ��������� ��� ����� �� ��� ����@

*�+��� 	�� �� �������� ��� �������	 � ������ ���	�@

� ��	��	�
� �� ���	���	��
��	 
�����
 ��
����� �� ������� ��������

�� 	������� ��� ������� ��������� �� � ���� ��� �
����� � ������ ���	�# �� ����� �� &���/� ��� �%
�����
�� ������ �� � ����� ���� �� ��� ���� 	�� �� � �������
�
 ��� ��������� �%
����� �A��

��
���

�
�
B �

���

���
C �*
� �+D *,+

�*
� �+ C

�
1 *1 � 
 	 �+

� *�� �+ *
 C �+

*�+

2�� 
� ��� ��!�� �� ��� �� �� �������#

�*
� �+ C �� B �� */+

�� C ��
���

�
�
*5+

�� C �
���

���
*6+

����� �� ��� �� 	��������� �� ��� ���	�� ��������� �

�����	 ������� ��� ������� ���	��# �����	�����
� ?
��
������ ���� ��� ���� �� 
���� �������	 ���������# ��
	�� ������ ��� ������� ���
���� �
 
���� ��� ������
�� ���������� �� ���������

�*
� �+ C � *
+ � *� 	���� B� �����+� *:+

�����

� *
+ C �� 	��*
�


�
+ B �� ���*

�


�
+ *;+

B �� 	���*
�


�
+ B �� ����*

�


�
+D

�� C ��������
 *A+

��� ������������ �� �������������
 ���
������� �

���� ��� �������	 � ������ ���	� *�� �����+ �� ���
����� �� ��� ��� �� ��� ����# �� ��� �� 	�� �� ����� �
������ �� �������3

�� � ��
����

��
� *E+

�� � ������
�
 *,1+

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 120



2�� 
� ���# ��!�� ��� �������������� ��������� � ��
�������#

� C
�����

��
*,,+

����� � � ������� ��� ����� �� ������� ���	� ��� �����	
������� ���	�� -� � ��	�������# ��� ������� ���	� ����
��	������� F��� ���� � � �	��
 	���	���� ���� �� ��
7%�*A+�

��� ����� ���������� ����� ������������
���������

)� � %
���������	 	���# �� 	�� �����	� ��� �������
���	�� "
 ������� �� C 1 �� 7%�*/+# ��� 	����	� ���	�
� *�� �+ �� ����� �


� *�� �+ C
/��

��
�*�� �+
 *,�+

��� ����� ���������� ����� ������� ����
������

�� �
����� ���� ��� �������	 � ������ ���	�
*�� �����+ �� ������� �� ��� ��� �� ��� ����� -� ���
! �� ��� *
 C 1+# ��� ������	����� ��� ��� �������
����� ��� ����# ����

� *1+ C 1�

� �*1+ C 1


-� ��� ���� ��� *
 C �+# ��� ������� ������ �� ����
��� ��� �������� ���	� ��� ��� ���� ���
� �� ��� �����
���	 � ������ ���	�� ����

� ��*�+ C 1�

�� � � ���*�+ � *� 	����B� �����+ C ��� �����


�� 	�� ��������� ��� 	��Æ	����� �� �%�*;+ 
���� ���
����� ��
����
 	��������� ��� ������ ��� 	����	�
���	� �� ��� ���� � C �� �� ����� �


� *�� ��+ C �*
� � ��+�
�����*, B 	��� 	����+

��
�

��*����B �����+*	��
�
�
�

� 	���
�
�
�

+�

*	���B 	����+*���
�
�
�

� ����
�
�
�

+�
 *,/+

-���
��� ��� ������� �� 2<������� �� �%�*,/+# �� ����
��� ��������� ������������

���
���

� C
/��

��
�
 *,5+

7%�*,5+ 	���	���� ���� �%�*,�+� &�����
# ��� ������� ��
��� ������� ���
� �� 4������ / ���

beem

strain gage
motor

����53 7 ���������� �
����

*,+=�� ����	���� ���� �� ��	�����
 ��� �
Æ	���� ��
��������� ��� ����� �� ��� �����

*�+�� 	�� �������� ��� �������	 � ������ ���	� �

�%�*,/+�

� �����	����

��	 ��� � �������� ������

��� � ���������� ���
� �� ����� �� &���5� ���
���� 
��� �� ��� � �������� ��� ��� �������� ��
,���� ��� ��� ������ �� ,,1����� &���6 ����� ��� ���
������	�� ������������ ������� ��� ���� ��� ��� ���	�
������ ���	�� -� ��� �� ! �� �� ��� � �� �� ��� ������
=� ��� ����� ��� �� ��� ���# ��� ���	� ������ ���	� ��
���	� ��� ������ ��
�� �� ����	���# �� ! �� ��������	�

��� �� ��� ���� ���� ��� �� �������� �


� C �� B �� ������

����� �� � ��� ��� ������	����� �� ��� ���� �� ����
�
��� �� � �����	
��� ����� �
 ��� ������ ������� )�
���� � ��������# �� 
�� ��� '�9����� *>������+ �� �
������ ������# ���	� 	�� ���� ������ ���� � �����
����
�� ,1�5�,�A1 �� ��� ��� ���� ��� ����� ���� �� ,�����
�� �������� ������� )� ����� �� �������
 ��� ����
���
����# �� 
�� � ����� ���� �� ���� �� 	�� �����
 ����
����
��� ���� ��� ��	����
��� &���: ����� ��� ��
 ���
����
���� � ����� �� ��� ���� �	������	���
� �����
��� ������ ������ ��� ,1�5�,�A1 �� ���# �� ��� ��� ����
��� �� ,1�5�6,� �� ��� �� ����� �� &���:� ������
��� ������# �� ��	
� ���
 �� ��� ����	���� ���� ����
,�6,� �� ��� ��� ����	���� ��� ������	����� �� ���
���� �� ��� �����	
��� ����� *
 C 
�+� �� ����	�
��� 	���������������
 �� ��� ����# �� �������� ��� ��	�
�
�� �
 ������� 
� ��� ��������� ���
� ������� ��� A ���
���
 �	���� -� ��� ���� ����� �
 �� � ������ ���	�#
��� 	���������������
 �� ��� ���� �� ��� ����	���� ����
���� 	������� )� ���� � ��������# 
� �� ! �� �� ���

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 121



Beam 

Strain gauge

Force stick

y y sinω t

y

����63 ��� ��������	�� ������������ ������� ��� ����
��� ������ ��
��

Searching line(1 pixels)

Center-of-gravity

F(L,t)

x
xv

����:3 7 ��������� �� ����	���� ����

������	� ��	�� ���� ��� ��� �� ��� ����� "
 ����
��
��� ��� 	���������������
 �� ��� ���� �� ��� ����	����
����# �� ������ ��� ������	����� �� ��� ���� �*
� � ��+�
��� 	����	� ���	� �� 	���
��� �
 
���� �%�*,/+�

��� ! ���������
 ����
��

&���; ����� ��� � ���������� ���
��� ��� � C
1
111,# 1
11�,# 1
,6# ��� 1
�,# �����	�����
� &���A
����� ��� � ���������� ���
��� ��� � C 1
,6 ��� 1
�,
���� � �	��� 	����� ���� �����	� �� ����� 7�	� !��

�� ����� ��� ���	� ����
��� ���� ��� ������ ��
��#
��� ���	� ��������� �
 ��� ������
	�� ������# ��� ���
���	� ��������� �
 ��� �����	 ������ *�%�*,�++� ����
� �� �����# ����� !�
��� ���� ���� ��� ���	� ���������
�
 ��� ������� ��	��
 ����� ���� ��� ����
������ �

������ ��
��� -� � ��	������# ��� ���	� ��������� �

�����	 ������ ��$�� ���� ��� ����� �������# �����
���� ��� ������
	�� ������ ��� ������ ��
�� �����
��� ����� ���� � ��	� 	���	����	��

� ����
��	��

���� ����� �������� �� ������	� ��� ���������� ���
	����	� ���	� ������� � �� ���� ���� ��� �� ��������
���� �
 � ���� ����� ������� ��� �������� ������	�
���� �� �������� �� �������� ��� 	����	� ���	� �
 
��
��� .
�� ��� ����	���� ����� ��� ������	� ������� 
�
�� �������� ��� 	����	� ���	� ���� ��� �������� ����
�� ������� �� 	��!���� ���� ��� ������	� 	�
�� �
	�
	����
��
 �������� ��� 	����	� ���	��

Dynamic method Static method Strain gauge output

Time[sec]

R=0.15

R=0.0021

Time[sec]Time[sec]

R=0.0001

R=0.21

Time[sec]

����;3 7 ���������� ���
��� *����	�����+

R=0.21

Time[sec]Time[sec]

R=0.15

Dynamic method Static method Strain gauge output

����A3 7 ���������� ���
��� *1�5���	�����+

����������
��� �� �� ��� �� ��� 	 “ 
����
������ ����������
 �� �����

����
 ������ ������� ����
����������� ��� ����
����� ����
��������  ���� ��
�!�
���"，�����	
���
� 
�����	，#���
�$�，%%� &'�() *$$$．

�*� +� ,�-������� �� ,���� �� .���� /� ��
����
�� ��� ,�
0����1��� 	“2� �%
���� 3��4�� ����� ������ ���  ���� �����

��� �������� ����� ����"� ���
������	 �� ��� ���� ������
�������� ��������
� �� ���	��	，*$$5．

�5� ,� 2���，,� ,�����1�� ��� �� ���������� 	 “������
���� ������ ��� ��
��� ���
��� �� 6���� ������ ��� �����
����"� ������� �� ��� ������
	 ��
���� �� �����，#��� �(，
+�� 5，%%� &$*�&$) �'')．

�&� �� 7���-�� +� 7�������� ��� ,� ,���� 	“#�����  ����
��
�!� ��
����"� ���
� �� ��� ���� ���� ���� ����� ��
������
	 ���  ���!������ %%�*(((8*(3$� �''3�

�(� �� 7���-�� +� 7�������� ��� ,� ,���� 	“#�����  ����
��
�!� ��
���� 9  ���� ���������
���� �� 
1��%���
� ���

��
��� ��
���"� ���
� �� ��� ���� ����"��� ���� �����
�� ����������� �����	 ��� ��	��!	�

�3� �� ����� �� ��� 	 “:��� �%��� �����%�4�� !����� 1�
� ���

�������
 ��������"� ���
� #�� $%��  ����� ����� �� ���
������
	 ��
���� �� ������ 52�(� *$$*�

�)� �� ����� �� ��� 	 “;�!���%���
 �� ��#�����<�����%�4��
��� ������������ !�����= ������ ����"� ���
� �� ��� �%��
��!��	��! �� ���	��� &�� �!��� �����!������ %%��>(8
�>>� *$$&�

�>� 7� /����� 	 “����� �������� ��� ������� ������"�
?0�0+2 @.A��
:�+B ?0�� �,;�，�''5．

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 122



Non-Contact Impedance Sensing
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Abstract

This paper discusses the non-contact impedance sens-
ing that can measure the mass, viscosity and stiffness
of environment. The developed sensor is composed of
a laser displacement sensor and air force supply nozzle.
We applied the developed sensor to fruits to confirm
the possibility for measuring their surface impedance.

1 Introduction

There are various needs for measuring the mechanical
impedance (mass, viscosity, stiffness) of environment,
such as medical examination of a cancer tissue, medi-
cal examination of eye pressure, estimation of human
skin age, judgment of the best time for eating fruits or
meats, and evaluation of the degree of completeness
of compliant material in industrial products. While
various approaches have been proposed for answer-
ing these issues, most of them are based on the di-
rect contact method [1]−[3], where the pushing force
is actively given by a force probe. By the relationship
between the applied force and the displacement, we
can compute the impedance parameters. These ap-
proaches, however, cause several inherent issues due
to the direct contact between the probe and the en-
vironment, for example, imparting damages to envi-
ronment, receiving damage of the sensing probe itself,
and sanitary issue especially for both foods and hu-
man beauty care.

To cope with these issues, non-contact approaches
have been proposed recently and their effectiveness
has been reported. As for a non-contact method, Shin-
oda and others [4], have first proposed the non-contact
impedance sensor by utilizing air pressure actuated by
an acoustic speaker, and showed the capability of mea-
suring impedance parameters through the non-contact
approach. One of most popular examples as a non-
contact impedance sensor is perhaps the eye pressure
measuring system [5] where air pressure is given to
the eye from the front direction and the displacement

Solenoid valve

Air unit

Distance sensor

Air and

Object

NozzleLaser sensor

laser axes s

Fig. 1: An overview of the developed sensor

of eye surface is measured by an infrared LED sensor
with an inclination angle with respect to the front di-
rection.

We discuss the non-contact impedance sensing capable
of estimating the local impedance parameters without
any contact. In this paper, we show the overview of
the whole system including the non-contact impedance
sensor[6]. As an example of application, we applied
this sensor for measuring the degree of ripeness for
pear. We show that impedance parameters for the
pear are measured with reasonable estimation.

2 Non-Contact Impedance Sensing

2.1 Design of the Developed Sensor

Fig. 1 shows the basic design of the developed sensor
unit and its overview, respectively. The sensor unit
is composed of a laser distance sensor and an air sup-
ply adaptor, where s denotes the distance between the
nozzle and the surface to be measured. The key idea
is that the hole of air supply adaptor is so designed
that the longitudinal axis perfectly coincides with the
sensing axis of the laser sensor. To achieve this tuning
up easily, we attach a sliding mechanism for the air
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supply adaptor, which helps us to change the position
with observing the laser spot. The air supply system
is equipped with a high speed solenoid valve which
is the key element of the sensor toward a high speed
sensing. The valve can operate with the maximum
switching frequency of 500[Hz] under the supply pres-
sure of 0.05[MPa] through 0.25[MPa]. It is composed
of only three mechanical components and enables us to
impart a force to the environment with high response
with respect to time. Such a high response allows us to
estimate the impedance parameters with high quality
as well as high speed. Toward a field test, we would
note that since the width of air flow becomes large as s
increases. This will bring both the weakness of push-
ing force to the environment and the low resolution of
local impedance parameters in test surface. We should
design the hole of the air nozzle small enough for ensur-
ing a high resolution in surface and keep a sufficiently
short s for avoiding a weak force to the environment.
Another remark should be also given to the following
point. Even though the axis of nozzle coincides with
that of the laser sensor, it is not guaranteed that the
axis of actual air flow coincides with the nozzle axis.
This is because the air is supplied to the sensor unit
from the side wall and largely bent with a right angle
within the sensor unit. The appropriateness of design
can be confirmed only through experiments.

2.2 How to Operate the Sensor

Fig. 2 shows the overview of the whole system includ-
ing the non-contact impedance sensor. The system
includes a compressor for producing high pressurized
air source, an accumulator for keeping pressurized air,
a control driver for sending the switching signal to the
sensor, and a PC for collecting measured signals from
the sensor as well as for sending a command signal to
the driver. The command signal is produced by two
parameters;

freq =
1

τon + τoff
, (0 < freq � 500[Hz]) (1)

α =
τon

τon + τoff
, (0 < α � 1) (2)

where freq, α, τon, and τoff are the switching fre-
quency for the valve, the duty factor for the valuve,
ON time of time period, and OFF time of time pe-
riod, respectively. By changing freq and α, we can
produce various force patterns for each frequency.

2.3 How to Sensing Impedance

The flowchart for estimating impedance is shown in
Fig. 3(a).

PC

Slider Object
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τon τoff,

Driver

Air compressor
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Fig. 2: Experimental system
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Fig. 3: Procedure for estimating impedance parameter

Step1 Measurement of the force and displace-
ment data set:
Air force is sprayed on object and the displace-
ment data set x(t) = [x1, x2, · · · , xn]T is obtained.
At the same time, the air force data set f (t) =
[f1, f2, · · · , fn]T is also obtained, where fj is given
step-wisely.

Step2 Select of the impedance model:
Since the behavior differs greatly from objects, the
impedance model has to be carefully chosen. By con-
sidering that it generally becomes the complicated
model due to the coupled spring effect, it is given by a
multi-element impedance model as shown in Fig. 3(b),
where m, ci and ki are the mass, the i-th damper, and
the i-th spring, respectively.

Step3 Estimation of the model parameter:
The estimated parameters of selected model is deter-
mined by the ordinary least square method using f(t)
and x(t).
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Step4 Evaluation of the selected model:
The response of displacement can be reproduced by
using the estimated value m̂, ĉi and k̂i. By comparing
the reproduced displacement x̂(t) = [x̂1, x̂2, · · · , x̂n]T
and the actual x(t) we can evaluate how nicely the
impedance are estimated. By applying the coefficient
of determination R2, we can obtain the evaluation of
the degree of approximation as follows[7];

R2 = 1 −

n∑
j=1

|x̂j − xj |2

n∑
j=1

|xj − x̄|2
(0 � R2 � 1) (3)

where x̄ is the average value of xj . We can say that
the degree of approximation of the reproduced wave-
form is good, when R2 is close to 1. If R2 � R2

th, we
progress to Step5 by regarding that the model utilized
is reasonably good where R2

th is the threshold value.
Re-selection of a model is required when R2 < R2

th.
We return to Step2 when R2 < R2

th.

Step5 Sensitivity evaluation of estimated pa-
rameters:
By Step4, We can check whether the estimated pa-
rameters are reasonable or not. However, even if R2

becomes a large value, it is not guaranteed that the es-
timated parameters nicely coincide with actual ones.
In order to check this, we define the sensitivity of pa-
rameter by the following[8]:

S =
p

g

δg

δp
(4)

where g is the function of p. The sensitivity for each
parameter obtained by Step3 is examined. We would
note that if S is sufficiently small, the reliability of
parameter estimation is not guaranteed.

3 Experiments

3.1 Air Flow Characteristics

Fig. 4 shows experimental results where Fig. 4(a), (b)
and (c) are the step responses of the air jet under
α=0.5, f=2.5[Hz] and s=10[mm], the air flow pat-
terns under α=1.0 and s=10[mm], and the pushing
force with respect to s under α=1, respectively. From
Fig. 4(a), we can confirm that the step-up response
is roughly 1[msec] while the step-down response is
roughly 2[msec]. We would note that the origin of
the horizontal axis in Fig. 4(b) coincides with the laser
sensor axis. From Fig. 4(b), we can see a symmetry
shape of the flow pattern with respect to the laser
sensor axis. Now, let us define w by the width of the

air pressure distribution with more than 80% of the
maximum pressure. From Fig. 4(b), we can also see
w=2.5[mm] for the diameter of nozzle of 2[mm], which
means that the width of air flow is not big enough un-
der s=10[mm]. In Fig. 4(c), circles and triangles show
the pushing force to the environment and w, respec-
tively. Fig. 4(c) says that the total force keeps almost
constant with respect to s, while w increases gradu-
ally with respect to s. In other words, although the
area affected by the air jet increases with respect to
s, the pushing force does not change largely. This is
because the force obtained by the integration of local
pressure distribution is determined by the change of
the total momentum of the air flow. The reason why
the force decreases when s becomes small is that the
pressurized air is difficult to come out from the nozzle
due to a large flow resistance when the nozzle hole is
close to the environment.
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Fig. 4: Characteristics of air flow
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3.2 Application to Fruit
As an example of application, we applied the devel-
oped sensor to estimate impedance parameters for
pear. Fig. 5 shows the experimental result for pear.
We apply stepwise air jet for 200[msec] for the surface
of pear and measure the displacement of the surface.
The real line in the figure shows the displacement. Al-
though the displacement of a pear is only 60[µm], we
can measure such a tiny displacement. Let us suppose
that we apply a force for a linear four elements model
(i = 2 and m = 0 in Fig. 3(b)). We can describe the
equation of motion for the model as follows:

b2ẍ(t) + b1ẋ(t) + b0x(t) = a1ḟ(t) + f(t) (5)(
b2 = c1c2

k1+k2
, b1 = c1k2+c2k1

k1+k2

b0 = k1k2
k1+k2

, a1 = c1+c2
k1+k2

)
This model is conventionally well known that it ap-
proximates the action of viscoelasticity, such as food
and human skin. By using this model, we estimate k̂1,
k̂2, ĉ1, and ĉ2, as indicated in Fig. 5. The displacement
reproduced by these parameters is also expressed with
the dashed line in Fig. 5. In this case, R2 is higher
than the given R2

th(= 0.950). Fig. 6 shows the com-
puted sensitivity S between 100[msec] and 300[msec]
in Fig. 5. From these results, |S|k1 is even larger than
|S|k2 , |S|c1 and |S|c2 . Furthermore, we pay our atten-
tion to a time history of the sensitivity of |S|c1 . Fig. 6
means that the parameter c1 contributes to the re-
sponse at the initial phase, for example up to 20[msec].
From the viewpoint of good estimation of c1, we should
choose the time interval in the range of 20[msec]. On
the other hand, we need an appropriate time interval
for obtaining sufficient number of data for estimation.
There exists a compromise time interval for satisfying
both requirements. We have done this experiment ev-
ery two days for five pears. Fig. 7 shows the change of
k̂1 of the pear. Through this experiment, we observe
how stiffness changes every two days. In six days after
we start this experiment, stiffness is changes as shown
in Fig. 7. We found that the taste becomes good after
six days we start this experiment. We can say this sur-
face stiffness provides us with a good hint for judging
the time for eating.

4 Concluding Remarks

We discussed the developed non-contact impedance
sensor capable of estimating the local impedance pa-
rameters without any contact. We precisely explained
the sensing method. As an application example, we
took pear and showed that impedance parameters
can be nicely evaluated by utilizing the four-elements
impedance model.
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Abstract
We present a purely vision-based scheme for learn-

ing a topological representation of an open environ-
ment. The system represents selected places by local
views of the surrounding scene, and finds traversable
paths between them. The set of recorded views and
their connections are combined into a graph model
of the environment. To navigate between views con-
nected in the graph, we employ a homing strategy
inspired by findings of insect ethology. In robot ex-
periments, complex visual exploration and navigation
tasks can thus be performed without using metric in-
formation.

1 Introduction

To survive in unpredictable and sometimes hostile
environments animals have developed powerful strate-
gies to find back to their shelter or to a previously vis-
ited food source. Successful navigation behaviour can
already be achieved using simple reactive mechanisms
such as association of landmarks with movements [1]
or tracking of environmental features [2]. However, for
complex navigation tasks extending beyond the cur-
rent sensory horizon, some form of spatial representa-
tion is necessary. Higher vertebrates appear to con-
struct representations—sometimes referred to as cog-
nitive maps—which encode spatial relations between
relevant locations in their environment [3, 4].

Under certain conditions, such maps can be ac-
quired visually without any metric information. Hu-
mans, for instance, are able to navigate in unknown
environments after presentation of sequences of con-
nected views [5]. This has led to the concept of a view
graph as a minimum representation required to ex-
plain experimentally observed navigation competences
[7]. A view graph is defined as a topological represen-
tation consisting of local views and their spatial re-
lations. Depending on the task, these relations can

be, e.g., movement decisions connecting the views, or
mere adjacencies.

Motivated by the findings of vertebrate ethology,
researchers have started to investigate topological rep-
resentations for robot navigation. These systems rely
primarily on local sonar patterns for the identification
of places, in combination with metric knowledge de-
rived from compasses or wheel encoders. Bachelder
and Waxman [8] have reported results on a vision-
based topological system which uses a neural con-
trol architecture and object recognition techniques for
landmark detection. In their current implementation,
however, the system has to rely on artificially illumi-
nated landmarks and a pre-programmed path during
exploration of the environment. For maze-like envi-
ronments, Schölkopf and Mallot [7] have shown that
learning a graph of views and movement decisions is
sufficient to generate various forms of navigation be-
havior known from rodents. The scheme has subse-
quently been implemented in a mobile robot [7].

The purpose of the present study is to extend the
view graph approach from the mazes of [7] to open en-
vironments. In doing so, we present a navigation sys-
tem that uses purely topological information based on
visual input. By focusing on just one type of informa-
tion we want to make the contribution of topological
knowledge explicit.

2 Learning View Graphs

2.1 Discrete Representation of Continu-
ous Space

In view-based navigation tasks, visual information
is used to guide an agent through space. The reason
why this is feasible at all, is the fact that there is a
continuous mapping between position space (x- and
y-coordinates, possibly supplemented by gaze direc-
tions) and the space of all possible views: for each spa-
tial position, a certain view is perceived, and this view
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changes continuously as the observer moves around in
space. Unfortunately, this mapping can be singular,
because identical views can occur at different spatial
locations, i.e., there is no guarantee for the existence
of a global coordinate system on the manifold of all
possible views. In principle, this problem can be dealt
with using context information: In points with identi-
cal views, we can use views from nearby spatial posi-
tions to disambiguate between them.

It is sufficient to store views which allow the de-
scription of relevant paths. This leads to a less de-
tailed representation of the view manifold, namely by
a graph consisting of representative views and connec-
tions between them.

Since open environments do not impose a structure
on the view graph, we have to select a set of views
which are representative for the manifold (in the fol-
lowing referred to as snapshots), and to find connec-
tions between them. Since the connecting paths be-
tween the snapshots are not explicitly coded in the
view graph, we have to provide a homing method
which allows us to find connected views from a given
start view.

In the following sections, we introduce a system
that is able to solve these tasks. The vertices of the
acquired view graph are panoramic views of the en-
vironment, and their edges are connections between
views that can be traversed using a visual homing pro-
cedure. This homing procedure allows the system to
approach a location from any direction such that the
graph edges denote mere adjacency relations without
any directional labelling. The resulting view graph
does not contain any explicit metric information.

2.2 A Minimal System for Learning a
View Graph

The overall architecture of the system is shown in
Fig. 1. Here, we discuss the basic building blocks, the
details are described in the following sections.

2.2.1 View Classifier

As we mentioned above, a crucial component of any
graph learning scheme is the selection of vertices. The
graph vertices have to be distinguishable, because oth-
erwise the representation could not be used for finding
a specific location. Since we confine our system to use
only visual information, we must guarantee that the
recorded views are sufficiently distinct. This can be
performed by a classifier which detects whether the
incoming views can be distinguished from the already
stored vertices of the view graph. If this condition is

Start new graph Record non-edge

Move in exploration direction

Current view
sufficiently

distinct?

Current view 
similar to known

vertices?

Take snapshots, connect 
it to predecessor

Home to vertex

Vertex 
found?

View classifier 

No

No

YesYes

Route   learning

Choose next 
exploration direction

Connect it to last 
vertex

Yes

No

Exploration Edge verification

Figure 1: Block diagram of the graph learning algo-
rithm

fulfilled, the system takes a new snapshot and adds it
to the graph. The classifier is described in Section 2.3.

2.2.2 Route Learning

In this system, a new snapshot is automatically
connected to the previously recorded vertex of the
view graph. Thus, the system records chains of snap-
shots, or routes. These routes can be used to find a
way back to the start position by homing to each inter-
mediate snapshot in inverted order. We describe the
homing procedure in Section 2.4. The area from which
a specific snapshot can be reached by the homing pro-
cedure is called its catchment area. The view classifier
has to make sure that every snapshot can be reached
from its neighbour, i.e., all vertices of the view graph
have to be in the catchment areas of their adjacent
vertices.

2.2.3 Choice of Exploration Direction

When the system has taken a new snapshot, a new
exploration direction must be chosen. This choice pri-
marily affects the exploration strategy of this system,
because it determines how thoroughly an area is ex-
plored and how fast the explored area grows. In Sec-
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tion 2.5, we describe several local exploration strate-
gies used in this system.

2.2.4 Edge Verification

The route learning procedure described above has no
way of forming new edges to previously visited views,
i.e., the resulting graphs will be mere chains. By
adding the following behaviour we can obtain nontriv-
ial graphs: during exploration, the system constantly
checks whether the current view becomes similar to the
already recorded snapshots. This again is a view clas-
sification task which can be solved by the same classi-
fier as used for the selection of the snapshots (see Sec-
tion 2.3). In a second step, the system checks whether
the detected snapshot is not yet connected to the ver-
tex from which the current exploration step started.
Whenever these conditions hold, the system tries to
home to the snapshot. If successful, an edge connect-
ing the two vertices is included, and the exploration
continues from the detected snapshot. In cases where
the robot gets lost or bumps into obstacles, the sys-
tem reports a “non-edge” between both vertices thus
preventing the failed action from being repeated. Be-
fore starting to home, the verification procedure al-
ways checks whether a “non-edge” for this action has
already been recorded. After a failed verification, we
start a newgraph, which will typically get connected
to the old one in due course by the edge verification
procedure.

If an already connected view is encountered during
an exploration step, the system homes to it as well(not
shown in Fig. 1). This procedure does not produce
additional knowledge, but has the effect that edges
intersecting previously stored edges are less likely to
be recorded.

2.2.5 Arbitration and Obstacle Avoidance

Since the focus of this work is on navigation, any so-
phisticated obstacle avoidance systems are not neces-
sarily employed into this system. During exploration,
kind of simple sensors like infrared sensors can be used
for the presence of nearby objects. If obstacles were
detected at distances larger than 1 cm, the robot is
made to turn away without slowing down. Smaller
distances can be interpreted as collisions causing the
robot to back up and turn away from the obstacle.
Both behaviors and the graph learning system of Fig. 1
are combined into a subsumption architecture where
the collision-induced escape behavior had highest, the
graph learning procedure lowest priority.

The robot is not allowed to take snapshots as long
as the obstacle avoidance system is active. The result-
ing graph structure tends to concentrate in the open
space between obstacles. This feature makes the nav-
igation system more effective, because the visual in-
put changes very rapidly near objects. Exploration of
these areas would require a large number of snapshots
which, in complex natural environments, would ulti-
mately lead to a fractal graph structure near objects.

2.3 View Classifier

Ideally, the set of snapshots taken to represent the
view manifold should satisfy three criteria: first, the
views should be distinguishable. In purely graph-
based maps, this is the only way to guarantee that
specific vertices can be navigated to. This can be
achieved by incorporating only distinct views into the
graph. Second, a large proportion of the view manifold
should be covered with a small number of vertices to
keep processing requirements small. Third, the spatial
distance of neighbouring views should be small enough
to allow reliable homing between them.

As we confine this system to use only visual input,
the selection of the snapshots must be based on the
current view and the stored snapshots. The above
criteria can be satisfied by measuring the degree of
similarity between views: dissimilar views are distin-
guishable by definition while being distant on the view
manifold, and similar views often are spatially close.

Clearly, a threshold of classifier can also be used
to detect whether the current view becomes similar
to one of the already recorded snapshots. If the image
distance to a snapshot falls below the threshold, the ro-
bot starts its edge verification procedure (as stated in
Section 2.2) and tries to home to the snapshot. In this
system, we use the same classifier for both tasks. A
suitable threshold can be determined experimentally.

2.4 Navigating Between Places:
View-Based Homing

In order to travel between the vertices of the view-
graph, we need a visual homing method. Since the
location of a vertex is only encoded in the recorded
view, we have to deduce the driving direction from a
comparison of the current view to the goal view. After
the robot has moved away from the goal, the images of
the surrounding landmarks in the current view are dis-
placed from their former image positions in the goal
view. If the robot moves so as to reduce these dis-
placements, it will finally find back to the goal where
current view and snapshot match. The displacement
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field has a focus of contraction in the goal direction.
Driving into the direction of this focus most quickly
reduces the image displacements.

A number of experiments have shown that inver-
tebrates such as bees or ants are able to pinpoint a
location defined by an array of nearby landmarks. Ap-
parently, these insects search for their goal at places
where the retinal image forms the best match to a
memorized snapshot. Cartwright and Collett [9] have
put forward the hypothesis that bees might be able to
actively extract the goal direction by a homing mech-
anism as described above.

2.5 Local Exploration Strategies for
Graph Learning

The exploration strategies used by this system have
been motivated by the principle of maximizing knowl-
edge gain [6]. As we have not formalized any notion
of knowledge, this principle was used as a qualitative
guideline. In this context, knowledge gain is possi-
ble, for instance, through the recording of new edges
and new snapshots. In the following, we describe sev-
eral exploration strategies, which concern primarily
the choice of the next direction to explore after a snap-
shot has been taken, or after an existing vertex has
been reached (as discussed in Section 2.2).

2.5.1 Exploration Direction During Route
Learning

The simplest conceivable rule is to choose a random di-
rection and then to go straight until the next snapshot
is taken. The resulting Brownian motion pattern has
the advantage that eventually every accessible point of
the environment will be explored without the danger
that the exploring agent is caught in an infinite loop.
Good results can also be achieved if one uses a fixed
turning angle. Using smaller angles, distant areas are
reached faster, whereas angles closer to lead to a more
thorough exploration of the local neighbourhood.

2.5.2 Exploration of the Largest Open Angle

This navigation scheme is designed such that all ver-
tices of the view graph remain in the catchment ar-
eas of their respective neighbours. This property can
be used to choose the next exploration direction, if a
vertex has already more than one edge: the system
determines the directions to all neighbouring vertices
using the homing procedure, and directs the next ex-
ploration step to the largest open angle between them.

Alternatively, one could use information about neigh-
bouring vertices, such as their connectivity or similar-
ity. For example, exploring areas where neighbouring
views are connected to each other would be more likely
to lead to possibly undesired edge intersections.

3 Summary

This paper has presented the view graph learning
method that can be used for view based navigation
system of autonomous robots. This method is ex-
pected to incorporate into a real robotic system which
is expected to work only on visual inputs.
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Abstract

This paper describes an intelligent vision system
that absorbs useful information from its environment
and draws useful conclusions. This system can give the
instructions to locate vacant seats that are currently
occupying in a cinema theater. Extraction of useful
information without viewing or exposing inside details
of an environment through an active vision system is
proposed. Reasoning based conclusions are drawn for
optimum searching. The effectiveness of the proposed
method is demonstrated using an experiment.

1 Introduction

Computer vision is a new and rapidly growing field,
currently focusing on building intelligent systems. It
basically processes active image data captured by a vi-
sion system and draws intelligent conclusions. Much
accurate timely information could be obtained with-
out human involvements. In practice, this would also
save time, avoid the occurrence of any disturbances
and enhance the security. As an example, in a multi
storey building, required information of a particular
floor that is used for common seating could be dis-
played at other floors (see Fig. 1). In a parking, reg-
istration numbers and the entering time of the vehicles
could be recorded. Camera system would be used to
obtain a view of that particular environment and the
desired data is transmitted to the location where the
data is processed in order to display the useful infor-
mation. Finally, all these disciplines are needed for
building advanced intelligent systems [1].

Image processing plays a great role in this research
field [2] backed by artificial intelligent techniques [3] in
order to build these intelligent vision systems. Com-
bining visual model acquisition and agent control sys-

TransmitterTransmitter

DisplayDisplay

Active Image
Acquisition

Active Image
Acquisition

Image
Processing

System

Image
Processing

System

ReceiverReceiver
Feedback

Figure 1: Intelligent vision system architecture

tem was presented for visual space robot task specifica-
tion, planning and control [4]. In [5], an evolutionary
based approach was described to develop an active vi-
sion system for dynamic feature selection with simple
neural control system.

In the present example, the system first detects ob-
jects or humans on the seats using a wide-angle image
and analyzes them for conclusions. Image data is con-
tinuously transmitting from the environment and an-
alyzing for vacant seats using image-processing tech-
niques. Reasoning based conclusions are drawn for
the users entering into the environment for optimum
seat searching. The recognition algorithm with image
processing tools will be used in order to analyze video
images. The experimental results show the feasibil-
ity of the system. The rest of the paper is organized
as follows: system features and methodology are de-
scribed in Section 2 and Section 3, respectively. In
Section 4, analysis used for identification is presented.
Then, some experimental results are given in Section
5. Finally, concluding remarks is given in Section 6.

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 131



Theater hall

Video
Camera

Transmitter

Receiver

Processing
System

Interface

Display
VACANT

SEAT NUMBERS

05 08 12 45 67 22 
67 98 34 08

Figure 2: System architecture for the experiment

2 System Overview

In this illustration, we use a cinema theater hall,
which should be arranged in such a way that a clearly
distinguishable mark should be stick on each chair and
seat locations should be unchanged after setting up
the system. Once the system is set up, seat locations
should be unchanged and if seat locations are going
to be changed the system should be set up again be-
fore using the system. If it is going to change, sim-
ple recognition mechanism can be employed in order
to apply this technique. The video camera should be
fixed at a correct elevation to get the plan view of
the theater hall. Install and configure the transmit-
ter receiver camera system. Focus the camera, adjust
the position and correct the lighting level if required
by previewing the video stream. Basically, the system
used for the experiment is similar to the system in
Fig. 2. Follow the set of instructions that comes with
image acquisition device. Setup typically involves:

• Installing the frame grabber board in your com-
puter.

• Installing any software drivers required by the de-
vice.

• Connecting a camera to a connector on the frame
grabber board.

• Verifying that the camera is working properly by
running the application software that came with
the camera and viewing a live video stream

The device ID is a number that the adaptor assigns
to uniquely identify each image acquisition device with
which it can communicate. The video format specifies
the image resolution (width and height) and other as-
pects of the video stream. However, before starting,
you might want to see a preview of the video stream to
make sure that the image is satisfactory. For example,
you might want to change the position of the camera,
change the lighting, correct the focus, or make some
other change to your image acquisition setup.

3 Methodology

We develop this algorithm to setup the system ex-
plained in Section 2:

1. Read the color image frame acquired from image
acquisition device.
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2. Convert color image to an intensity image.

3. Resize intensity image so that the image matrix
could be viewed.

4. Suppress light structures connected to image bor-
der

5. Convert clear border image to a binary image

6. Create sub matrices Mi and M̂i (explained later
in Section 4)

7. Process and determine whether the seats are va-
cant or not

8. Display the results

Note here that once the system is set up, seat locations
should be unchanged and if seat locations are going to
be changed, the system should be set up again before
using the system.

4 Image Analysis

The video camera should be fixed at a correct el-
evation to get the plan view of the theater hall. In-
stall and configure the transmitter receiver camera sys-
tem. Focus the camera, adjust the position and correct
the lighting level if required by previewing the video
stream. When nobody is seated in the hall, a color
image frame is acquired and converted to an intensity
image and then processed in order to set up the sys-
tem as below. Consider intensity image matrix f(x, y)
of dimension m× n

f =


f(0, 0) f(0, 1) . . . f(0, n− 1)

f(1, 0) f(1, 1) . . . f(1, n− 1)
...

f(m− 1, 0) f(m− 1, 1) . . . f(m− 1, n− 1)


Here f(x, y) was subjected to reduce overall intensity
level and to suppress structures that are lighter than
their surroundings and that are connected to the image
border and converted to a binary matrix A.

Next, consider matrix Mi such that

Mi ⊂ A

Mi ⊂ M̂i,

where i = 1, 2, ..., S. Here, i is the seat number and S

is the total number of seats detected by the camera.

Sub matrix M̂i should be selected from matrix A

such that its center element or elements should align
with the center element relevant to the mark on seat
i. Dimension of M̂i should be as large as possible
subjected to the criteria that all the elements should
cover the mark area and some more space beyond the
mark too.

Then the matrix M̂i should be selected in a way
that Mi ⊂ M̂i and dimensions of M̂i should be (m +
p)× (n + p), where p is an integer. Center element of
Mi and M̂i should be aligned with each other.

Then use the following criteria to determine
whether the seat is vacant or not

IF
m∑

j=1

n∑
k=1

mjk = mn

AND
m+p∑
j=1

n+p∑
k=1

M̂ij 6= (n + p)(m + p)

THEN Seat is Vacant (1)

5 Results

Figure 3 shows the resulting images according to
the algorithm explained in the previous sections. Use
of three marks on the seat instead of one mark en-
hanced the reliability. As shown in Fig. 4(a) when
the seat is occupied by a person all three marks will
be covered and when there is an object placed on the
chair such as a bag may not cover all three marks.
Use of remarkable color mark with a fine thick edge
as shown in Fig. 4(b) and suitable lighting conditions
enhanced the system.

6 Conclusions

The system has detected objects or humans on the
seats using a wide-angle image and analyzed them for
conclusions. Image data was continuously transmit-
ting from the environment and analyzing for vacant
seats using image-processing techniques. The reason-
ing based conclusions were drawn for the users entering
into the environment for optimum seat searching

The system can be further developed and general-
ized for other applications. In a multi storey building,
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Step 1
Original image

Step 4
Isolating seats

Step 2
Intensity image 

Step 3
Clear border image 

Figure 3: Image processing steps

required information of a particular floor that is used
for common seating could be displayed at other floors.
In a vehicle park, the registration number and the en-
tering time of the vehicles could be recorded.
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Abstract

Human interactive robotics is a fast developing area
today. There are many aspects to be fulfilled for a
robot to be more similar to human behavior. For ex-
ample, a robot with a binocular vision head needs to
recognize various gestures of the humans in order to
respond to them accordingly. It is also necessary to
have a sense of environmental changes, especially if
interaction is being made while in motion. This is
achieved with the help of an overhead monitoring sys-
tem. Making the robot be “ubiquitous” will be pos-
sible by manipulating Bluetooth Wireless Technology.
In order to apprehend the demand of more human like
intelligent system, this research project is planned to
search for new solutions for better achievement.

1 Introduction

For few years, research is going on to assist people
by finding new robotic solutions. In the near future
there may be robots in everywhere as our partners.
These ”ubiquitous” or present everywhere robots are
human interactive not only to voice commands but
also to human gestures as well (see Figure 1). In
conversation, humans are capable of getting sense of
other activities going around themselves. These in-
clude static / dynamic environment, environmental
conditions, other sounds and noises in the vicinity, etc.
But unfortunately there are human limitations as well.
For an example, they are incapable of presenting them-
selves in anytime, anywhere or anyway. These may
be due to human limitations or due to some natural
disasters like fire, earthquakes, etc. However, it is use-
ful to have a companion, who can represent a human.
This may include basic things like; watching, listening,
understanding, communicating as well as many other
things. An attempt to build such a human interactive
intelligent system is shown in Figure 1.

Human Robot

Central
Unit

Figure 1: Human interaction

2 Binocular Vision

Humans are capable of getting a vision in breadth,
width and depth, i.e. three-dimensional view. This
has gained humans lot of features of characterizing
the object in concern. In humans, the brain gets im-
ages from both (bi) eyes (ocular) at the same time and
combines those two images into one, to make vision.
The images that the brain gets from the eyes are how-
ever slightly different from each other and this small
difference is used to work out how far away an object
is. This is called the depth perception. It also helps
to work out how quickly an object is moving towards
or away from a person. This is the movement percep-
tion [1]. In order to interact effectively with humans,
Ubiquitous robots require such information. Some ex-
amples are, to recognize a particular object or person
(as a requested by third party interactor), to clearly
identify face impressions / body gestures (while in con-
versation), to guidance in motion, etc.
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2.1 Object Tracking

In order to do any of the above tasks, the primary
objective is to obtain a clear view of the object. This
requires continuous gazing at the right place at the
right time. In other words, it is required to focus the
lenses of the vision system according to the position
changes of an object, especially if it is moving. As
these trajectories of motion are not always simple as
straight lines, the tracking mechanism becomes com-
plicated and advanced. For a binocular vision system,
both eyes (or cameras) should be focused separately
over the object under consideration continuously.

2.2 Fuzzy Logic System

Matlab simulation results of one such tracking pro-
gram written using fuzzy reasoning, is given in Figure
2. Once received the position of the object, relative
distance to it from the current focal point is calcu-
lated. This is taken as ‘Distance Error (DE)’. In ad-
dition to above, considering the motion of the object
and the robot; rate of change of distance error (Rat-
eChangDE) is calculated. Obtaining these two val-
ues, will serve as the inputs to the Fuzzy Logic sys-
tem, resulting in controlling the focal length of the
lens (FocusLens). Rules such as; If DistanceError is
positive big and RateChangDE is positive big then
FocusLens is positive big, If DistanceError is negative
small and RateChangDE is negative small then Fo-
cusLens is negative small, etc. are used. Here, for
simplicity, a straight-line motion has been considered.
But in realistic situation, the trajectories of motion
will be much more complex. An adaptive neuro-fuzzy
system will be much useful.

Figure 2: Fuzzy object tracking

2.3 Vision Function

On the other hand, if we consider the trends in mod-
ern communication techniques, video teleconferencing
over the Internet provides an arguably more realis-
tic interface into a remote space; but it is more of
an enhancement to existing telephone communication
technology rather than a new form of communication.
With video conferencing, the participants find them-
selves fixed, staring almost all the time through the
gaze of an immovable camera atop of someone’s com-
puter monitor. As actions and people pass across the
camera’s field of view, the observers are helpless to
pan and track them or follow them into another room.
In essence, here, it still lacks mobility and autonomy.
The observers cannot control what they see or hear.
Even if there are cameras in every room and the abil-
ity to switch between them is provided, the experience
would still lack the spatial continuity of a walk around
a building.

It will always be better to deliver a more realistic
perception of physical embodiment of the user within
the remote space being explored. Such system must
immerse the user in the remote world by providing
continuity of motion and control. These would provide
the user the visual cues necessary to stitch together
the entire visual experience into a coherent picture of
a building and its occupants. It will be much advan-
tageous and also be thoroughly appreciated if the user
is provided with the necessary means of communica-
tion and interaction with the remote world and its real
inhabitants using this new system. Furthermore, as
Paulos et al. [2, 3] and Schulz et al. [4] have planned
in their research, such a system can be further devel-
oped to give access to any user in the Internet with
standard software running on currently existing com-
puter architecture.

3 Localization and Target Tracking

Ubiquitous robots, finding its own path by means of
visuals, sounds or any other method, have many prob-
lems due to the limitations of the sensory elements.
Robots with binocular vision system have many ad-
vantages in this regard; but there are some limitations
such as reduction in visible area [5] once the cameras
are focused to obtain a closer view of an object as
shown in Figure 3. This gets worse when there are
moving objects in the surrounding area. There may be
possible collisions due to blank angles and hence neces-
sity of a continuous environmental awareness system
arises.
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Visible Area

Robot
Human

Figure 3: Limitation of visibility

There are platforms that estimate relevant quan-
tities in the vicinity formed by combining informa-
tion from multiple distributed sensors. For an exam-
ple, robots in a team estimate their relative configura-
tion by combining the angular measurements obtained
from all of the ominidirectional images and perform-
ing triangulation operation as described by Spletzer et
al. [6]. There are other variants such as the system
proposed by Gurinaldo et al. [7] for controlling the
perceptual process of two cooperative non holonomic
mobile robots by formalism called perceptual anchor-
ing. Their system enhances the awareness of the sys-
tem by employing an anchor based active gaze control
strategy to control the perceptual effort according to
what is important at a given time. But such a system
is of little use or not adequate for the robots whose
main intention is to interact with humans. The situa-
tion gets critical, when such robots require to interact
with a human while in motion. To place other robot
units in the vicinity just to obtain an idea of the sur-
rounding will be redundant and expensive. According
to Splitzer et al. [6], questions of the quality and of
how informative the gathered data are also arise, be-
cause they are obtained from individual robot units
(sensors). In addition, there may be other issues like
how the robot units (sensors) should be deployed in or-
der to maximize the quality of the estimates returned
by the team, because the robot platforms are mobile.

On the other hand, a different set of questions arises
when one considers the problem of integrating infor-
mation from a number of fixed distributed sensors such
as cameras. Cost associated with transmitting and
processing data, sensors that should be used to form
an estimation for a given time, coordination among
the sensors, automatically relating events among each
other, sensor geometry, effects due to characteristic
differences, etc. are some of the problems to be solved.
In multiple video streams generated by multiple dis-

tributed cameras, finding correspondence is the key
issue as observed in Lee et al. [8]. Hence a newer,
simpler yet versatile localization and tracking system
is required.

3.1 Networking

It should be possible to recruit such ubiquitous
robots covering a large area. Hence to combine in-
formation gathered by one robot as well as to seek in-
formation / instruction, effective and convenient com-
munication medium is required. In other words, these
robots, while in motion, should be able to interconnect
easily to a computer network as shown in Figure 4.
Here the central unit with overhead camera monitors
the environment continuously. Shapes of the various
objects, positions at time to time, direction of motion,
velocities, etc. are observed. These data is distributed
among the ubiquitous robots in the surrounding area.
In addition to the above, the central unit gathers the
information send by these robots and sends to the re-
spective recipients.

Moving 
Object

Objects

Human Interaction

Central 
Unit

Object

Moving
Object

Figure 4: Interconnection of robots

3.2 Bluetooth Technology

In order to achieve the above mentioned commu-
nication, Bluetooth wireless technology, which facili-
tates an electronic equipment to make its own con-
nections without wires, cables or any direct human
intervention, will be very useful [9]. This type of
a system will facilitate connection and synchroniza-
tion; it will control the other electronic devices such
as computers, printers, cell phones, PDA, televisions,
alarm systems and telephone systems. These are the
equipment developed by more than 1200 companies

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 137



worldwide who represent the Bluetooth Special Inter-
est Group including the giant leaders in the Electronic
/ Computer Industry like Ericson, IBM, Intel, Nokia,
Toshiba, 3COM, Microsoft, Motorola, etc. [10]. All
of these communications can take place in an ad hoc
manner, without being aware and totally automati-
cally. This gives the robots the freedom of appearing
anywhere, any time and in any way very effectively.

4 Summary

It is difficult to design a human like robot in a ubiq-
uitous environment that caters for interaction of any
kind at the first instance. This research project tries
to tackle such difficulties by manipulating some of the
effective systems in a more realistic way. The approach
is focused on the designing of a more human like robot
while allowing services of many other systems at the
same time. Here it tries to manipulate the services,
capabilities and advantages of other existing systems
as they are without any changes or with minimum al-
terations if required. But more complex interaction,
will alternatively complicate the interface in return.
This may make obtaining the so called ‘Ubiquitous’
more difficult. In the first instance, interaction may
not provide the full facilities and functionalities such
as two humans in conversation or in manipulating a
task. But more general approach now will be available
for a greater diversity of interactions to be managed
in a later stage.
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Abstract

In recent years, voice is used as an interface between
human and robot or computer. An interface between hu-
man and robot, based on a fuzzy coach player method,
is discussed in this paper. The concept of a coach player
method comes from the training of athlete with his/her
coach. In general, the coach teaches a skill for the ath-
lete by speech with fuzziness. Therefore, authors propose
a fuzzy coach player method so as to reflect a fuzzy voice
command. Some simple examples are shown by experi-
ments on a robot manipulator.

1 Introduction

In general, speech or voice is used as a major communi-
cation method between humans. Now, we are considering
with teaching using voice for robots, because the commu-
nication by voice has several advantages. As for the advan-
tages that one uses voice to an interface, it is easily pointed
out that 1) there are few burdens to users because we need
not necessarily remember the special knowledge and oper-
ations on input devices such as keyboards and mouse; 2) it
is an available interface to the man who has a handicap in
hand and foot, old people, and the man whose both hands
are closed by some manual operation; and 3) since it is a
sociable interface ordinarily utilized by human beings, we
can have an attached heart to a controlled object.

From the above backgrounds, attention has gathered
also in the research of a robot control by voice commands
[1]∼[4]. However, in the conventional research of a robot
control by voice, it is difficult to apply for an actual task,
because a user has to command by voice repeatedly with
observing carefully the robot motion. In other words, a
user provides many voice commands to the robot to per-
form an actual task.

In this paper, in order to achieve a cooperating between
human and robot, we construct a voice interface with a
fuzzy coach player method using shared environmental
data. The effectiveness of the present method is illustrated
through some simple experiments.

2 Fuzzy Coach Player Method

In order to smoothly realize a cooperative operation or
work between a human and a robot, some intelligent ex-
changes need to be found between them. In particular,
when a human issues “an operation command” through a
natural spoken-language command to a robot, an ambigu-
ous (or fuzzy) expression is always contained in the human
conversation. Through the exchange of the knowledge of
a human and a robot, especially through operator’s voice
commands and the observation of robot behaviors, a series
of actions in which an operator makes a robot realize a de-
sired behavior or motion is similar to the relation between
a coach and a player who are doing the coaching of skill
acquisition and performance improvement.

In this case, the following three points should be noted:

1. Intention understanding：A player incorporates the
“command” well according to his performance state
and posture, and reflects it on acquiring of skill or
improving of performance, in spite of containing am-
biguous expressions in an advice to the player by the
coach voice.

2. Evaluation of the player by the coach：On the other
hand, from the aspect of a coach, the coach judges
subjectively whether performance, as the image which
the coach has, and skill acquisition have been attained
by the player, and decides whether to issue the follow-
ing improvement command.

3. Improvement of the motion skill by the player itself:
The player itself does not only blindly response to
the spoken-language command from a coach; rather
he usually improves his performance etc. so that the
former effort (or action) result is employed more effi-
ciently. Furthermore, he has an ability of accumulat-
ing the knowledge that can realize a more efficient per-
formance by him, using sometimes reading of coach
intent from a simple voice command.
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2.1 Constructing a fuzzy coach player model

2.1.1 Interpretation of “fuzzy indication” from a
coach

The voice indication of a coach is based on his experiences
and consists of action (verb) plus action modification (ad-
verb) or repetition of action.

2.1.2 Subjective evaluation of a coach

After giving a voice indication, a confirmation (through a
direct observation or indirect observation) is performed on
the motion of a player and the subjective evaluation based
on the past experience of a coach is performed to the mo-
tion of the player. For example, an index of degree-of-
satisfaction of the coach is introduced.

2.1.3 Improvement commands after evaluation

If the player motion is satisfactory based on the coach
data-base, then any further improvement commands are
not given to the motion. Otherwise, a further improvement
command should be provided.

2.1.4 Introduction of a sub-coach

We consider the introduction of a virtual sub-coach who
can support the role of a coach and reduce the load of the
coach, by using a data-base composed of various intelligent
information that could be acquired from the indirect vision
through any display and camera and the voice uttered from
the coach, i.e., using a set of sequential data composed of
the subjective evaluation and the improvement command
to the player. After the sub-coach obtains the behavior and
intelligence of the coach by any way, the sub-coach (i.e.,
computer) and the coach (i.e., operator) control a robot in
a cooperative manner.

2.1.5 Autonomous action modification of player

If there exist multiple commands of action modification
from the coach, or repetition of the same commands, then
it may be need to set a function that can suddenly increase
or decrease the amount of the action modification, which is
normally based on the current state of the player. Namely,
by predicting the irritation of the coach, we need to make
a function that can cope with a more action modification
than the usual increment (or reduction) for the next step.

2.2 Representation of a relationship between the
coach voice indication and the operation in-
put

In the framework of a conventional robot control, it
needs to control the joint position and velocity of the robot
(or the end-effector position and orientation) using the joint
input torques, or to control the velocity of the end-effector
position and orientation using the joint input velocities.

On the contrary, in the fuzzy coach player system, it
needs to find the followings: For example, the control in-
puts for a manipulator consist of motion indication com-
mands that are very vague and are composed of a verb
and adverb (or multiple adverbs, or adverb phrase), such
as “move more quickly,” “move to the right more slowly,”
“lower an elbow more and move,” “move as it is,” etc.,
which are different from the conventional input torques that
are taken within a real-number region.

Therefore, let the input sequence of a fuzzy human voice
indication from a microphone at timek be v(k) ∈ V, and
thev(k) passed through a speech recognizer is assumed to
be split into the language variableva(k) ∈ V, which is not
necessary for the action indication, the verbvb(k) ∈ V, and
the adverb (or adverb phrase)vab(k) ∈ V,

v(k) = va(k) + vb(k) + vab(k)

whereV denotes the voice space that is a time-series of
signal or character level. A fuzzy NN is used to generate a
desired velocity commandu(k) ∈ <m (or torque command
τ(k) ∈ <m) to the robot, from the effective action indication
language variablesvb(k) andvab(k).

For example, we consider the method of changing mul-
tiple action FNNs. In this method, an actioni is selected
and switched out ofN action modules, according to the
consistence with the current pseudo sentence such as

u(k) =

N∑

i=1

φi(vb(k), vab(k))FNNi(si(k), vab(k))

whereFNNi(·) : <×< 7→ <m and it is assumed that

φi =

{
1 if {vb(k), vab(k)} is consistent withi-th action
0 otherwise

Note here that if there exists no inconsistence between the
action and the action modification languages in the voice
command uttered from a coach, then the above judgment
of φi(k) can be implemented by only using the information
of vb(k).

2.3 Observation of robot state

Considering the general dynamical model of a robot, it
follows that

f (q̈(t), q(t), q(t)) = τ(t)
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whereq(t) ∈ <n is the generalized coordinate vector and
f (·) : <n × <n × <n 7→ <m is a vector-valued function
representing the robot dynamics. Instead of measuring the
joint angles and velocities as the robot states, the coach
(i.e., operator) generally observes the velocity of the end-
effector or the elbow that is the overall and ambiguous in-
formation for the state and orientation of the robot. There-
fore, it is assumed that

zh(k) = Md(q̇(k), q(k))

for the observation of the robot state through direct human
eyes and

zid(k) = Mid(q̇(k), q(k))

for the displayed information of the robot, respectively,
wherezh(k), zid(k) ∈ <p and Md(·),Mid(·) : <n × <n 7→
<p. Moreover, the observation through human eyes for the
displayed information is assumed to be

zhd(k) = Mhd(q̇(k), q(k))

wherezhd(k) ∈ <p andMhd(·) : <n ×<n 7→ <p.
For example, if we focus on the motions of the end-

effector and the elbow for a robot manipulator with seven-
degrees-of-freedom, then we can setp = 6 and zh(t) =

[zT
htip zT

helb]
T , where the first three-dimensional vector

zhtip = [z1htip z2htip z3htip]T denotes each subjective and
fuzzy (interpretation) variable for the position, velocity
and orientation of the end-effector (e.g., the position is al-
most good; the velocity is a little late; and the orientation
is generally good) and the latter three-dimensional vector
zhelb = [z1helb z2helb z3helb]T similarly denotes the infor-
mation of the elbow. In addition, observation vectorszid(t)
andzhd(t) are defined similarly.

2.4 Generation of voice commands for the next
step operation through a human subjective
evaluation

After observing the fuzzy position, velocity and orienta-
tion of the robot end-effector and elbow through direct eyes
or display, and evaluating such a motion with the subjective
criterion of the coach, the voice commandv(t) for the next
step operation is assumed to be generated by

v(k) = BF(zh(k)) or v(k) = BF(zhd(k))

whereBF(·) : <p 7→ V is a criterion, for realizing a de-
sired robot motion, in which the coach (or human) has been
assumed to have it in advance.

Derivation of voice command

Image

Voice command

Human
Generation
of behavior
command

PA-10 Camera

Dynamic

Voice 
processing

Static

Initialization

Direction or Size

Color

Display

Image
processing

Position
Object
candidates

Figure 1: Example of fuzzy coach-player model with
shared environmental data

3 Example of Fuzzy Coach Player System

The construction of proposed voice interface with vi-
sion is shown in Fig. 1. The proposed system is con-
structed with the derivation part of object candidates and
the generation part of behavior command. At first, a user
command by voice is given for object’s color at first. The
environmental data is initialized with each geometric cen-
ter of object candidates and the commanded color. The
initial object is determined as the object which has mini-
mum distance between the initial position of manipulator’s
tip and the geometric center of the object. Next, if a user
command is given for direction, then the derivation part of
object candidates outputs the commanded direction to the
generation part of behavior command. Finally, the genera-
tion part of behavior command provides the reference point
of the manipulator’s tip in the world coordinate depending
on direction command and the environmental data.

The derivation part of object candidates is constructed
with the voice processing part and the image processing
part. The voice processing part is constructed with the
voice recognition process, the morphology analysis and the
pattern matching. The image processing creates the envi-
ronmental data for the generation part of behavior com-
mand. The image process is carried out at initial stage or at
changing the color of the object. The derivation part of ob-
ject candidates outputs the command or the environmental
data.

Derivation part of behavioral command provides a ref-
erence point of the manipulator using all geometric centers
of object candidates and the voice command related to the
direction or size. A user observes the working environ-
ment by this image in which the left image is a movie in
the current working environment and the right image is the
static image when the system was started. As shown in
Fig. 2, when a user commands “red”, right image shows+
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Figure 2: Initial movement with voice command “red”

Figure 3: Result of voice command “move right”

or� on each geometric center of red colored objects, where
+ means the target object, whereas�means the red colored
objects except for the target object. A user can observe the
command and the position of the target object at the image
coordinate through the bottom area of the image. It is found
from Fig. 2 that the manipulator moves to the target object.
The user confirms the desired object from+ position in the
right image and the displayed data at the bottom area as
shown in Fig. 2. Next, when the user commands “move
to left”, the target object is changed, and the robot move to
the left side target. When the user commands “move to up
and small object”, it is found from Fig. 3 that the user can
perform the same fact as stated in Fig. 2. Finally, the user
commands “move to smaller object” after completing the
Fig. 3. The user selects a new target object on the manipu-
lator’s way to the former target object. The user can check
the change of the target object in the right image and the
movement of the manipulator in the left movie, as shown
in Fig. 4.

Figure 4: Result of voice command “a little small”

4 Conclusions

The concept of a fuzzy coach player method is discussed
to smoothly realize a cooperative operation or work be-
tween a human and a robot, some intelligent exchanges
need to be found between them. The environmental data is
shared with image view to understand easy a robot move-
ment. Simple experiment is carried out, so that it was easy
to change the robot movement by voice command at any
time.
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Abstract
Underactuated manipulators have to be controlled by

following a restricted way that the number of actuators is
less than the number of generalized coordinates, because
they have some passive joints.

In this paper, we propose a logic based switching mech-
anism using fuzzy energy region. Boundary curves to sep-
arate an energy region into some energy subregions are
constructed by fuzzy reasoning. Therefore, fuzzy related
parameters are optimized by genetic algorithm (GA). The
present method is applied to an underactuated system with
drift term such as an 2-DOF planar manipulator which
has only one active joint. The effectiveness of the present
method is illustrated with some simulations.

1 Introduction

Control of underactuated manipulators is an attractive
research theme in robotics because of complex behaviors
and difficulty of control [1, 2, 3]. Since underactuated ma-
nipulators have some passive joints, their energy efficiency
can be better than full actuated manipulators.

As a control method for underactuated systems, authors
have already proposed a switching control, in which some
partly stable controllers were designed by computed torque
method and the switching low was obtained as the index of
controller directly by fuzzy reasoning [4]. The switching
control is proposed to design simply a control low with-
out any complex variable transformation for underactuated
manipulators. The switching low is a key-point to obtain
sufficient results in this method. A logic based switching
method using energy regions [5] is also proposed for a non-
holonomic system without drift term.

In this paper, we propose a logic based switching mech-
anism using fuzzy energy region. Boundary curves to sepa-
rate an energy region into some energy subregions are con-
structed by fuzzy reasoning. Fuzzy related parameters and
control gains of the partly stable controllers are optimized
by genetic algorithm (GA). We prepare some cost functions

Y

X
1l

1gl

1θ

2θ

2l
2gl

1τ

11, mI

22 , mI

1µ

2µ

Figure 1: Model of 2-link underactuated manipulator

of GA. The present method is applied to an underactuated
system with drift term such as an 2-DOF planar manipu-
lator which has only one active joint. The effectiveness of
the present method is illustrated with some simulations.

2 Underactuated Manipulator

Figure 1 shows a two-link underactuated manipulator,
in which the second joint is constructed of a passive joint.
Here,τ1 denotes the applying torque of 1st joint,θi denotes
the angle ofith link, mi denotes the mass ofith link, lgi de-
notes the distance from the joint to the center of mass of
ith link, I i denotes the moment of inertia ofith link, and
µi denotes the coefficient of viscous friction. The dynami-
cal model of the underactuated manipulator is given as fol-
lows:

M (θ) θ̈ + h
(
θ, θ̇

)
= τ (1)

where

θ = [θ1 θ2]T

τ = [τ1 0]T
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Figure 2: Subregions of energy

M (θ) =

[
M11(θ) M12(θ)
M12(θ) M22(θ)

]

M11(θ) = (m1l2g2 + m2l21 + I1) + (m2l2g2 + I2)

+2m2l1lg2 cosθ2

M12(θ) = (m2l2g2 + I2) + m2l1lg2 cosθ2

M22(θ) = m2l2g2 + I2

h
(
θ, θ̇

)
=

[
h1

(
θ, θ̇

)
h2

(
θ, θ̇

)]T

h1

(
θ, θ̇

)
= −(m2l1lg2)(2θ̇1θ̇2 + θ̇2

2) sinθ2 + µ1θ̇1

h2

(
θ, θ̇

)
= m2l1lg2θ̇

2
1 sinθ2 + µ2θ̇2

3 Fuzzy Region Based Switching Control

3.1 Partly stable controller

Equation (1) can be described by

θ̈1 = −M22 (θ)
D

h1

(
θ, θ̇

)
+

M12 (θ)
D

h2

(
θ, θ̇

)

+
M22 (θ)

D
τ1 (2)

θ̈2 =
M12 (θ)

D
h1

(
θ, θ̇

)
− M11 (θ)

D
h2

(
θ, θ̇

)

0

2E

bE2

aE2

aE1 1E

1π

2π12
1
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Figure 3: Approximation of regions for a logical switching

−M12 (θ)
D

τ1 (3)

where
D = M11 (θ) M22 (θ) − M2

12 (θ)

Here, it is found that we can design partly stable controllers
for link 1 and link 2 using the computed torque method.
The controller 1 to stabilize the link 1 is given by

τ1 =
D

M22 (θ)

(
θ̈∗1 +

M22 (θ)
D

h1

(
θ, θ̇

)

−M12 (θ)
D

h2

(
θ, θ̇

))
(4)

θ̈∗1 = θ̈d1 + Kv1

(
θ̇d1 − θ̇1

)
+ Kp1 (θd1 − θ1)

and the controller 2 to stabilize the link 2 is given by

τ1 = − D
M12 (θ)

(
θ̈∗2 −

M12 (θ)
D

h1

(
θ, θ̇

)

+
M11 (θ)

D
h2

(
θ, θ̇

))
(5)

θ̈∗2 = θ̈d2 + Kv2

(
θ̇d2 − θ̇2

)
+ Kp2 (θd2 − θ2)

where the desired vector ofθ is defined asθd = [θd1 θd2]T ,
in which the proportional gain of the controlleri is Kpi and
the derivative gain of the controlleri is Kvi.

3.2 Logic based switching method

Energy of each link is defined by

Ei
4
= e2

i + ė2
i , i = 1, 2 (6)

with

ei = θdi − θi

ėi = θ̇di − θ̇i
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Energy plane is composed ofEi as shown in Fig. 2.
In Fig. 2, πi is a boundary curve which determines the
subregion of energy to use a partly stable controller, and is
plotted by an exponential curve. The regionRi with gray
shadow is the subregion to which the controlleri is applied.

3.3 Fuzzy energy region method

If a boundary curve comprises an exponential function,
we can suitably design it with the amplitude and the time
constant of a step-response. It is difficult to design such pa-
rameters of the function in advance, because we can’t theo-
retically analyze them depending on the switching control.
Therefore, we propose a fuzzy energy region based switch-
ing control method. At first, boundary curves are approx-
imated by several straight-lines as shown in Fig. 3. After
these approximations, fuzzy sets forE2 can be defined for
E1 ≤ E1a andE1 > E1a cases as shown in Fig. 4 and Fig.
5. E1a, E2a and E2b are design parameters of fuzzy sets.
In order to realize ideal energy responses, fuzzy rules are
given as follows:

Rule 1 : If E2 = S Thens1 = 1
Rule 2 : If E2 = M andφt−1 = 1 Thens2 = 1
Rule 3 : If E2 = M andφt−1 = 2 Thens3 = 2
Rule 4 : If E2 = B Thens4 = 2

Table 1: GA operations and methods
GA operations Method
Selection for crossover Tournament strategy with

3 individuals
Crossover Uniform crossover with

probability 0.6
Probability of mutation 1/96
Alternation Elite strategy with

10 individuals

Table 2: Setting parameters of simulations
Conditions Setting value
Simulation time 30 [s]
Sampling interval 0.01 [s]
Mass of each link m1 = 0.582 [kg],

m2 = 0.079 [kg]
Length of each link l1 = 0.4 [m], l2 = 0.22 [m]
Distance between center lg1 = 0.2 [m]
of gravity and each joint lg2 = 0.11 [m]

Coefficient of viscous µ1 = 0 [Ns/m2]
friction of each joint µ2 = 0.02 [Ns/m2]

Desired state vector [0 0 0 0]T

1st initial state vector [0π/4 0 0]T

2nd initial state vector [π π/6 0 0]T

Note that, a parameterφt−1 which means the index of con-
troller for one-step delay, is introduced, because one-step
delayed controller must be retained in the overlapped en-
ergy region according to ideal energy response.si is the
index of controller that must be used in the fuzzy rulei.

The advantage of the present method is to set design pa-
rameters roughly, comparing to the logic based switching
method, because the boundary curves have fuzziness to use
the present fuzzy reasoning.

4 Optimizing Fuzzy Energy Regions by GA

The present method has the same difficulty to design
parameters in advance as the logic based switching method.
Here, we discuss about the design parameters of fuzzy rules
using GA. These parameters areE1a, E2a, E2b, Kp1, Kv1,
Kp2 andKv2. Each parameter is encoded by 32 [bit], then
the size of an individual is 224 [bit]. The searching domain
of E1a, E2a andE2b is set from 0.1 to 15. The searching
domain ofKpi and Kvi, i = 1,2 is set from 0.01 to 100.
Each parameter is decoded using gray code. The size of a
population is 100. The maximum number of generations is
1000. GA operations used here are shown in Table 1.
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Figure 6: Optimizing history of cost functions

Table 3: Obtained design parameters of fuzzy energy re-
gion method

Cs = 2501 Cs = 2001 Cs = 1501
E1a 11.5097 12.6989 14.0461
E2a 0.2906 0.2978 1.0417
E2b 12.4336 14.9812 8.1119
Kp1 10.5593 5.2048 10.4885
Kv1 11.5647 5.7413 11.0411
Kp2 5.2400 2.6096 24.2865
Kv2 56.3331 50.7481 4.0119

A cost function is given by

fc =

2∑

i=1

3000∑

j=Cs

2∑

k=1

Ek( j) (7)

wherei is the index of simulation trials,j is the index of
discrete times,k is the index of energy of each link and
Cs is the starting index of discrete time to evaluate the re-
sponse of an underactuated manipulator. Simulation condi-
tions to train fuzzy parameters are shown in Table 2. Note
that, the fitness function is not evaluated during a transition
segment due to the dynamic characteristics of an underac-
tuated system.

Training history in cost function is shown in Fig. 6. It
is found from Fig. 6 that the case ofCs = 2501 is smaller
than other cases. Obtained parameters are shown in Table
3. The obtained parameters in the case ofCs = 2501 are
applied to the cases of untrained initial state vectors such
asθ(0) = [π/4 − π/4 0 0]T . Response of link angles is
shown by Fig. 7. The small steady state error is found in
θ1 from Fig. 7. Differential gain of partly stable controllers
is high, so that a response has such error.
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Figure 7: Simulation result with untrained initial value

5 Conclusions

We have proposed a logic based switching method using
fuzzy energy region, in which fuzzy design parameters and
gains of partly stable controllers were trained by genetic
algorithm. A cost function was tried to use in optimizing
parameters. Obtained differential gains are a little bit high,
so that a simulation result using untrained initial states has
a steady state error. However, each link converges near the
desired value.
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Abstract
The application of the hybrid Self-Organizing

Fuzzy PID controller to a multi input multi output
nonlinear biped robot is studied in this paper. The
SOF-PID controller was initially studied by H. B.
Kazemian on his papers, [1], [2] and etc. Actually
his SOF-PID controller has limits. The supervisory
of the SOF-PID controller can adjust only a kinds
of parameters. So, In here the hybrid SOF-PID
controller are introduced to tune some kinds of
parameters and tested on a MIMO biped robot. In
experiment the hybrid SOF-PID controller shows
better performances than the SOF-PID.

Keywords : self-organizing fuzzy, biped, pid controller.

1 Introduction

Over the past few decades many industrial
processes have been controlled using PID. Despite of
extensive use of PID in conventional control prob-
lems, its performance in industrial application is lim-
ited. For instance in case of step input problem, it
can’t show the best performance. For fast response
you must suffer bad overshoot property. Even if you
succeeded in tuning PID gain to show fine overshoot
and ripple you must have some steady state error. In
this reason a few replacement algorithm were appeared
but It is not necessary to discard an existing controller
such as conventional PID, which works well and is al-
ready in operation with proper performance even if it
is not best. Supervisory controller which can adopt
the conventional PID controller is enough and can be
good solution.

Kazemian studied the SOF-PID to adjust PID con-
troller which is applied to complex nonlinear system
and showed fine performances[1],[2],[3]. He tuned only
proportional gains. For other gains of differential
gains and Integral gains he used Ziegler-Nichols tuning

method because only one kind of parameters, propor-
tional gains, can be tuned using his method. So in
here I will suggest the hybrid SOF-PID to adjust all
three kinds of PID gains. Though the hybrid SOF-PID
can tune all of three PID gains, in experiments actu-
ally proportional gains and differential gains are tuned
because PD controller is enough to control nonlinear
MIMO robot.

Section 2 describes the structure of SOF-PID con-
troller suggested by Kazemian. Section 3 describes the
structure of Hybrid SOF-PID controller. Section 4 ex-
plains the experimental results of MIMO Biped robot’s
trajectory following and compares the results with the
SOF-PID. Finally Section 5 discusses and concludes
the contribution of this work.

2 Basic structure of the SOF-PID con-
troller

The block diagram of Fig.1 shows the basic struc-
ture of the SOF-PID controller. This diagram shows
the SOF at a supervisory level readjusting the PID
gains at an actuator level. An error from the actuator
level is fed into the supervisory level to enable the SOF
to analyse the process output. There is also an input
from the PID controller block to the history of past
states block via the PID input section to continuously
fuzzify the values of the PID gains. Finally the SOF
adjust the PID gains during operation and feeds the
results from the output section block into the actuator
block. Detail of the SOF block is followed.

• error input section : error and error change are
defined as (1), (2) for each.

error(ei) = setpoint(si)− system output(poi) (1)

error change(cei) = error(ei−1)− error(ei) (2)

where i is sampling instant. The fuzzification of
the error and error change are also done in this
block.
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Figure 1: The SOF-PID Controller

• PID input section : The PID gains are fuzzified
in this section

• Performance index table : The performance index
table is designed as such that if no errors are hap-
pened, then no action is taken and the PID gain
correction value P is equal to zero. If errors are
happened. then PID gain correction P is chosen.
Using the equations (1)and (2) a set of thirteen
linguistic rules are produced, Table1, and from
this a performance index table is obtained.

1. If E is NL and CE is NL or NM or NS then P is ZO.
2. If E is NL and CE is ZO or PS or PM or PL then P is NL.
3. If E is NM and CE is NL or NM or NS then P is ZO.
4. If E is NM and CE is ZO or PS or PM or PL then P is NM.
5. If E is NS and CE is NL or NM or NS then P is ZO.
6. If E is NS and CE is ZO or PS or PM or PL then P is NS.
7. If E is ZO and CE is NL or NM or NS or ZO or PS or PM or PL then

P is ZO.
8. If E is PS and CE is NB or NM or NS or ZO then P is PS.
9. If E is PS and CE is PS or PM or PL then P is ZO.

10. If E is PM and CE is NB or NM or NS or ZO then P is PM.
11. If E is PM and CE is PS or PM or PL then P is ZO.
12. If E is PL and CE is NB or NM or NS or ZO then P is PL.
13. If E is PL and CE is PS or PM or PL then P is ZO.

Table 1: Linguistic rules of The SOF-PIDC

NL : -3 or -2.5, NM : -2 or -1.5, NS : -1 or -0.5

ZO : 0, PS : 0.5 or 1, PM : 1.5 or 2, PL : 2.5 or 3

• History of past states : A storage for the fuzzfied
values of PID gains. These past states could be
retrieved on the basis of first-in and first-out.

• Rule reinforcer : This block update the existing
rules and to create new ones. If the PID gain
correction P is zero from the performance index
table, then no rule modification are taken. If P
is not zero, then the rule modification is required

for sampling instant i the following equations.

KPl(reinforcer) = KPl−n[i] + P (3)

where i is the sampling instant, n represents num-
ber of samples before the present sample, and l is
number of links or robot parameters. KPl−n[i] is
the fuzzified proportional PID gain from the his-
tory of past states block.

• rule base : The rule base contains all the appro-
priate PID gains to be used in the supervisory
controller block. The rules are the exact control
rule strategy which have been obtained from the
learning section of the master controller.

• Inference mechanism : From this block output is
produced by combining the ei, cei and the rules
from rule base block. Implication function and
defuzzification take place in here.

• output section : The output section provides a
non fuzzy input signal to be fed into the PID con-
troller. In here the fuzzy signal is dequantised and
descaled.

KP (after−apps) = KP (before−apps)+UPi×K1 (4)

KD(after−apps) = KD(before−apps)+UDi×K2 (5)

KI(after−apps) = KI(before−apps) + UIi ×K3 (6)

where KP ,KI ,KD represent the PID gains.
The left is prior to changes by the supervisory
level and the right is after the change taken
place. K1,K2,K3 are the descaled coefficients.
UPi, UDi, UIi are the output from supervisory
controller block.

3 The structure of the hybrid SOF-
PID controller

Basic structure of the hybrid SOF-PID controller
is same as the SOF-PID controller except the hy-
brid structure to provide another PID gains, differ-
ential gains. In the previous work only proportional
gains are provided by the SOF and UDi, UIi is directly
valued by Ziegler-Nichols tuning method : UDi =
2UPi/To, UIi = UPi × To/8, where To is the oscilla-
tion period. In the hybrid SOF-PID controller UDi are
also provided by the hybrid SOF with relation to UPi.
I aimed to control a MIMO biped robot system and
the PD controller is enough to control a biped robot.
In this reason integral parameters aren’t considered.
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Figure 2: The Hybrid SOF-PID Controller

The detailed block diagram is shown in Fig2. The dif-
ferential gain update part is for differential parameters
of PID control. The different with proportional gain
update part is that UPi is used to readjust UDi. Lin-
guistic rule is shown, Table2. The proposed controller
aims to be used on on-line but the hybrid SOF-PID
controller needs more computing power than the SOF-
PID of previous works. In experiments sampling time
is set to more longer than the SOF-PID to reduce com-
puting time.

4 Experiment

A five linked biped robot simulator are used to
test The hybrid SOF-PID cotroller and SOF-PID con-
troller. Robot kinematics are used to control robot.
Robot joint values are described like Fig3.

α : torso angle
∆β = βR − β(L) : difference of the thigh angles
γ(L) : left leg knee angle
γ(R) : right leg knee angle

For four joint values, errors are compared between
the SOF-PID controller and the hybrid SOF-PID con-
troller in Fig.4,5,6 and 7. It shows that roughly the
hybrid SOF-PID controller is better than the SOF-
PID controller.

1. If E is NL and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

2. If E is NL and CE is NL or NM or NS and Upi is ZO or PS or PM or
PL then D is ZO.

3. If E is NL and CE is ZO or PS or PM or PL and Upi is NL or NM or
NS then D is NL.

4. If E is NL and CE is ZO or PS or PM or PL and Upi is ZO or PS or PM
or PL then D is NL.

5. If E is NM and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

6. If E is NM and CE is NL or NM or NS and Upi is ZO or PS or PM or
PL then D is ZO.

7. If E is NM and CE is ZO or PS or PM or PL and Upi is NL or NM or
NS then D is NM.

8. If E is NM and CE is ZO or PS or PM or PL and Upi is ZO or PS or
PM or PL then D is NM.

9. If E is NS and CE is NL or NM or NS and Upi is NL or NM or NS then
D is ZO.

10. If E is NS and CE is NL or NM or NS and Upi is ZO or PS or PM or PL
then D is ZO.

11. If E is NS and CE is ZO or PS or PM or PL and Upi is NL or NM or NS
then D is NS.

12. If E is NS and CE is ZO or PS or PM or PL and Upi is ZO or PS or PM
or PL then D is NS.

13. If E is ZO and CE is NL or NM or NS or ZO or PS or PM or PL and
Upi is NL or NM or NS or ZO or PS or PM or PL then D is ZO.

14. If E is PS and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PS.

15. If E is PS and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PS.

16. If E is PS and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

17. If E is PS and CE is PS or PM or PL and Upi is ZO or PS or PM or PL
then D is ZO.

18. If E is PM and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PM.

19. If E is PM and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PM.

20. If E is PM and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

21. If E is PM and CE is PS or PM or PL and Upi is ZO or PS or PM or
PL then D is ZO.

22. If E is PL and CE is NB or NM or NS or ZO and Upi is NL or NM or
NS then D is PL.

23. If E is PL and CE is NB or NM or NS or ZO and Upi is ZO or PS or
PM or PL then D is PL.

24. If E is PL and CE is PS or PM or PL and Upi is NL or NM or NS then
D is ZO.

25. If E is PL and CE is PS or PM or PL and Upi is ZO or PS or PM or PL
then D is ZO.

NL, NM, NS, ZO, PS, PM, PL : same as value in Table 1.

Table 2: Linguistic rules of The Hybrid SOF-PIDC

Figure 3: A MIMO Biped Robot
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Figure 4: Error of α

Figure 5: Error of ∆β

Figure 6: Error of left γ

Figure 7: Error of right γ

5 Conclusion

Both of the hybrid SOF-PID and the SOF-PID con-
troller are tested on a MIMO biped robot simulator.
In experiment the hybrid SOF-PID controller shows
more smaller error than the SOF-PID as operating
time goes. In effect to adjust conventional PID con-
troller the hybrid SOF-PID can be a good solution
than the SOF-PID.

The hybrid SOF-PID controller have some draw-
backs. First, it need more computing power than the
the SOF-PID to apply on on-line control problems. If
all three PID gains are tuned computing power will
be serious problem. Second it is difficult to construct
performance index table without help of experienced
human.
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Abstract 
 
In this paper, we present the strategy of distributed auto- 

nomous robotic systems (DARS) for cooperative behaviors. 
The DARS are the systems which consist of multiple 
autonomous robotic agents into which required function is 
distributed. For building of DARS, the agents can recognize 
the environment where they are located, communicate each 
other, and generate some rules to act by themselves. In the 
paper, we introduce our DARS robot to perform cooperative 
behavior which is the task of our research − the pursuit 
competition with one-fugitive robot versus multi-detective 
robot. The paper also presents the area-based decision 
making algorithm to determine the direction of the robot 
maneuver. 

 
Keywords: DARS, camera vision, sensor, motor, bluetooth 
communication, main MCU, area-based decision making 
algorithm, fugitive and detective robot 

 

1. Introduction 

Nowadays, the robots replace the human working in the 
fields of rescue a life at highly destroyed building by fire or 
gas contaminated place, getting some information in the deep 
sea or the space, and watching the weather condition at the 
extremely cold area like the Antarctica. Especially, we need 
to penetrate multiple robots to get more trustful and robust 
information data from hardly accessible area, such an ant’s 
nest under the ground. In this case multiple robots send the 
data by cooperation and communication each other and make 
a decision to act by themselves. 

Distributed autonomous robotic systems (DARS) have 
been focused by many researchers as a new way to control 
the multi-agents more flexibly and robustly. The DARS are 
the systems being organized by multiple autonomous robotic 
agents into which required function is distributed. The most 
unique and important feature of DARS is that each system is 
a distributed system composed of multiple agents (robots) [1]. 
According to this feature, the subject of DARS can be 
various widely. DARS are now applied to multi-robot be-
havior, distributed control, coordinated control, and coop-
erative operation, etc. 

Typical mobile robot systems consist of robot body 

(frame), vision system, sensor system, drive (motor) system, 
communication system, and main controllers. There are 
many ways, which depends on the main task of robot and 
which part of robot will be specially intellectualized, to apply 
these systems efficiently [2]. For cooperative works, the 
Khepera can be the role model of design. It consists of a main 
processor (Motorola 68331), driven by two d.c. motors, and 
has eight infra-red proximity sensors around its body (55mm 
diameter, and 30mm height) [3]. This robot still being used 
for in many fields like fuzzy control, wall following, obstacle 
avoidance. We take similar appearance with Khepera or 
RoboSot (one model of the soccer robots) for our robot. 

In this paper, we organize DARS to perform the pursuit 
competition with one-fugitive robot versus multi-detective 
robot. The paper introduce about our robot system and its 
functional block component in chapter 2. We present the task 
of our DARS, the area-based decision making algorithm, and 
experimental results in chapter 3. The paper concludes the 
subject and issues future works in chapter4. 

 

2. The Autonomous Robot for DARS 

Our robot system consists of four sub-parts and a main 
micro-controller part. The sub-parts are camera vision, 
sensor, motor, and bluetooth communication, respectively. 
Each sub-part has its own controller to perform a unique 
function more efficiently. The main micro-controller part 
controls four sub-parts to avoid process collision and per-
forms decision making by the data of its sub-parts. 

2.1. Camera vision 

The camera, which we use for the robot, is Movicam II 
made by Kyosera. The Movicam II is the CCD camera being 
used for SKY cellular phone. Its size is 30×47×29 mm (width 
× height × thick) and weight is 12g approximately. A frame 
consists of header, image data, and end maker. Fig. 1 shows 
camera appearance and the data components of a frame in 
detail. 

When clock is applied to the clock-port (port #2), it starts 
to send the data at rising clock from the header to the end 
maker bit by bit. The data-out port (port #1) of camera is 
attached to DSP (Digital Signal Processor) TMS320LF- 
2407A which is programmed to perform signal processing. 
The size of image data is rather bigger to wait the end of pro- 
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Figure 1. Camera and the data component of a frame 

 
Figure 4. Torque characteristic (left), motor block diagram (right). 

 

 
Table 1. The relationship of signals and actions. 

 

Signals Actions 
0x00 Forward 
0x01 Rotate 60° clockwise 
0x02 Rotate 120° clockwise 
0x03 Turn around (rotate 180°) 
0x04 Rotate 60° counter clockwise 
0x05 Rotate 120° counter clockwise 

Figure 2. The connection between camera and DSP (left), the data 
transfer timing (right). 

  
cess with whole image(153,600 byte). Accordingly, we opt- 
imize the program to cramp the image data within 25,000 
byte. The connection between DSP and camera is showed in 
Fig. 2(left). The data transfer is presented in Fig. 2(right). 

frequency-current characteristic curve. By the figure, the 
maximum self-operating frequency is 600 pps. We assemble 
the driver with L297 and SLA7024A combination to control 
two motors. Fig. 4(right) and Table 1 present the block dia-
gram and the signals associated actions pair of robot by de-
cision making. 2.2. Sensor 

The robot has six of infra-red (IR) sensor pairs (emitter/ 
detector) to measure the distance around itself. The emitter is 
Kodenshi EL-1kl3, high-power GaAs IR mounted in durable, 
hermetically sealed TO-18 metal package. The detector is 
ST-1kla, high-sensitivity NPN silicon phototransistors 
mounted in durable, and the package is same with the emit-
ter’s. The six IR sensors are placed with 60 degree angle of 
each other, so they can cover whole 360 degree.  

2.4. Bluetooth communication 

Blutooth communication was developed to use for mo-
bile device, which includes battery source, with the motto 
‘low -cost,’ ‘low-power,’ and ‘compact.’ For these charac-
teristics, bluetooth regard as very suitable for wireless 
communication system [4]. 

Bluetooth fundamentally organizes its network with 1 
master to 7 slave architecture. The PicoNet is the net which 
consists of one master and multiple slaves. The ScatterNet is 
the net organized by PicoNets. Fig. 5 depicts the concept of 
PicoNet and ScatterNet. 

We chose the emitter, which has narrow beam angle 
(about 17°), to avoid interference. The detector, however, 
has almost 50° beam angle, therefore it can detect most of IR 
reflection by the object. The appearance is showed in Fig. 3 
(left). The arrangement, the area where can be covered by the 
six of sensor pairs, and the block diagram are depicted in Fig. 
3 (right). 

In DARS, there is no pre-defined classification like 
master and slave. All agent robots should be distributed in-
dividually. We’d like to apply, however, the concept of 
master/slave only for communication. The detective robots 
need to communicate each other only when they catch the 
fugitive robot in their vision. Therefore it can be said that 
“We are still in the DARS.” 

2.3. Motor 

As driving part, we use NMB PG25L-024 stepping motor. 
Its characteristics are drive voltage-12V, drive method 2-2 
phase, and 0.495° step angle, etc. Fig. 4(left) shows torque- 

 

 

 

 
  

Figure 3. El-1ka3 and ST-1kla (left), sensor block diagram (right). Figure 5. The PicoNet and the ScatterNet diagram. 
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2.5. Main Controller 

We design the system as every sub-part has its own con-
troller. Therefore, main controller has little overhead. The 
function of the main controller is control the UART Tx/Rx 
communication between main controller and sub-controller. 
It also generates the rules of next action, change moving 
direction or camera vision on/off or send the data to other 
robot, by the sub-parts’ data. Fig. 6 is the block diagram of 
whole robot system connected with main controller and the 
appearance of our robot. 

 

Figure 7. Distance to A/D conv. value curve by equation (1). 
  

3.2. Area-based decision algorithm 3. Cooperative Behavior Example of DARS 
To change the direction of running, we can consider two 

algorithms − the distance-based and the area-based algori- 
thm. 

In DARS, the best role model for cooperative behavior is 
the ants’ cooperation. When the ants find a food which is 
much bigger than an ant itself, they get around by the food 
and start to cooperation. Similarly, the robot cooperation 
means operating multiple robots cooperatively. Therefore, 
the communication between robots is essential. 

In the distance-based decision algorithm, the fugitive 
robot considers the direction which a sensor returns the 
longest distance as the safest direction. Thus, the robot takes 
the following steps to determine the next direction. 

In our system, the fugitive robot must run away from the 
pursuit of multiple detective robots. To perform their own 
task (i.e. escaping and tracking), both the fugitive and the 
detective robot recognize the surrounding by their sensors, 
and generate the rule by recognizing the situation. In this 
chapter we discuss with two issues − the distance measure- 
ment and the area-based decision making to generate rules 
and change direction, and show the experimental results. 

 
• The robot gets 6 of A/D conv. value from detect sensor. 
• The robot decides the direction which returns the long- 

est distance as safe way without any obstacles. 
• The robot changes the direction. 
 
In the area-base decision algorithm, however, the robot 

follows these steps,  
 

3.1. Distance measurement • The robot gets 6 A/D conv. value from detect sensor. 
• The robot calculates the 6 areas with each A/D conv. 

value from detect sensor.  The robots must know its situation by measuring the 
distance around itself. In Fig. 7, dashed line presents the 
distance-A/D converting value curve. It is expected to have 
inversely proportional form rather than linear or hyperbola. 
The approximation of this fomula is 

1 21 2
1   sin 60  ,   where  s , s  are the 
2

distance measured by sensor 1 and 2.

 Area s s= °×  

 

 • The robot decides the direction which returns the wide- 
est area as safe way. Distance  =      

/  . 
offset

A D conv value
α

+           (1) 
• The robot changes the direction. 
  

In brief, we can generate the rule of fugitive robot’s behavior 
with this simple concept, 

We set the coefficient α = 580 and offset = 7 by experiential 
result. The solid line presents its approximated value curve in 
Fig. 7.  

“Change your direction to where you can guarantee more 
wide space.” 

 

 

 
The rule of the detective robots can be define easily by 
adding one more condition to above, 

 
“If you get the fugitive in your camera, try to occupy 

more wide area in the fugitive’s plane.” 
 

This is the basic concept of area-based decision making. The 
concept is similar with the behavior-based decision making 
but is different to change the direction by the area [5]. Fig. 8 
shows the difference between the distance-based and the 
area-based decision making by example. Figure 6. The robot and main MCU with 4 sub-parts connection. 
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4. Conclusions and Future Works 

 

In this paper, we introduced the hardware specification of 
the robot and architecture of our DARS. We also proposed 
the area-based decision making algorithm and presented the 
two experimental results with the robots in the two different 
situations. The result shows us that the area-based decision 
making can be a new way for the obstacle avoidance. 

The future works would be to complete the implement- 
tation of the detective robots and to find out appropriate and 
efficient way to pursue the fugitive robot more concretely in 
DARS. 

Figure 8. The different results, with the same sensor values, by the 
distance-based (left) and the area-based (right) decision making. 

 

 3.3. Experiments 

Acknowledgement We experiment two different situations with our robots. 
The results are shown in this chapter. 

First, we release the robot on the hallway where no ob-
stacle but walls. Fig. 9 shows the pictures of the robot on 
running. We tested the robot’s running by 50 trials. The 
robot succeeded 43 times out of 50 trials, but 7 times failed. 
The reason of fails was the robot took the turnaround (turn 
180°) decision continuously, even if both its front and back 
space are freely empty. To clear this problem, we modified 
area- calculating function by the multiplying of weight, wfront 

= 1.2, to the calculation of front area. 

This research was supported by the Brain-tech 21 from 
Ministry of Science and Technology of Korea. 
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Figure 9. The robot is running in the hallway. 
 

 
 

Figure 10. The robot is running through the 3 obstacles. 
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Abstract 
 
This paper shows the development of flexible force 

sensor using the fiber Bragg grating. This force sensor 
consists of a Bragg grating fiber and flexible silicone 
rubber. This sensor does not have special structure to 
maximize the deflection or elongation, but have good 
sensitivity and very flexible characteristics. In addition, 
this sensor has the immunity to the electro magnetic field 
and can be multiplexed easily, which is inherited from 
the characteristics of fiber Bragg grating sensor. In the 
future, this sensor can be utilized the tactile sensor 
system minimizing the sensor size and developing the 
fabrication method.  

1. Introduction 
 
Many force sensors based on the strain gages, until 

now, have been used mainly to monitor the durability of 
bridges, buildings from the view point of safety, and 
control some material test machines and industry robots, 
and so on. However, recently, as some system is now 
small and need high sensitivity and accuracy, a new 
force sensor with small size and high sensitivity, not 
some conventional load cells, has been required to 
control small force accurately. On the other hand, 
MEMS shows the possibility of development of micro 
force sensor similar to the pressure sensor. Especially, 
some researchers have tried to develop tactile sensor 
combined small force sensors for intelligent robotics, 
teleoperational manipulators and haptic interfaces. These 
tactile sensors can detect normal forces on the taxel for 
gripping force control and generating tactile images for 
object recognition. However, in addition to acquiring 
tactile images and normal forces, detecting tangential 
forces is also critical. The fabrication process of sensor is 
very simple. This paper shows the development of three 
component force sensor based on the fiber optic sensors 
Until now, a few tactile sensors on behalf of the human 
skin have been developed compared with the other kinds 
of sensors, such as, image sensors and sound sensors. 
Because the tactile sensors have some requirements to 
adapt the practical engineering field, such as humanoid 
robot system and telerobotic system and so on. These 
sensors must have the flexibility and must have a good 
spatial resolution mimicking the human skin. Some 
researchers tried to make the tactile sensors using the 
MEMS(Micro Electric-Mechanical System) technology. 
Although these sensors have a good spatial resolution 

and sensitivity, they are not flexible and don’t have 
sufficient durability[1-4]. In this paper, we will show the 
flexible optical fiber force sensor which can be the basis 
of the tactile sensor. This force sensor has very simple 
structure   

2. The Structure of the Flexible FBG Sensor 
 

2.1 The Principle of the FBG sensor 
Fiber Bragg grating (FBG) sensors based on 

wavelength-division multiplexing (WDM) technology 
are attracting considerable research interest and appear 
to be ideally suitable for structural health monitoring of 
smart structure[5]. FBG sensors are easily multiplexed 
and have many advantages such as linear response and 
absolute measurement. As the spectral response of the 
FBG sensor signal renders the measurement free from 
intensity fluctuations, it guarantees reproducible 
measurements despite optical losses due to bending or 
connectors. The basic principle of a fiber Bragg grating 
(FBG)-based sensor system lies in the monitoring of the 
wavelength shift of the returned Bragg-signal, as a 
function of the measurand (e.g. strain, temperature and 
force). The Bragg wavelength is related to the refractive 
index of the material and the grating pitch. Sensor 
systems involving such gratings usually work by 
injecting light from a spectrally broadband source into 
the fiber, with the result that the grating reflects a narrow 
spectral component at the Bragg wavelength, or in 
transmission this component is missing from the 
observed spectrum. Fig.1 shows this simply and 
schematically. The intensity of the reflected optical 
signal is a function of the Bragg grating wavelength that 
relates to the applied strain on the fiber Bragg grating. 
Therefore, the dynamic strain can be derived from the 
intensity change measurement as function of the 
wavelength of the reflected optical signal. The operation 
of a FBG is based on a periodic, refractive index change 
that is produced in the core of an optical fiber by 
exposure to an intense UV interference pattern. This 
grating structure results in the reflection of the light at a 
specific narrow band wavelength, called Bragg 
wavelength. The Bragg condition is given by   

 
Λ= eB n2λ  (1) 

 
where λB is the Bragg wavelength of the FBG, ne is the 

effective index of the fiber core, and Λ is the grating 
period. The shift of the Bragg wavelength due to strain 
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and temperature can be expressed as 
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where αf is the coefficient of the thermal expansion 

(CTE), ξf is the thermo-optical coefficient, and pe is the 
strain-optical coefficient of the optical fiber. The value of 
pe =0.227 was measured experimentally and used for this 
study. If there is no temperature change, we can measure 
the strain from the wavelength shift as  

 

( ) B

B

ep λ
λε ∆

−
=

1
1

  (4) 

 

 
 

Fig.1 FBG sensor encoding operation 
 

2.2 The Structure of Flexible FBG Force Sensors  
 

 
 

Fig.2 Prototype flexible FBG sensor 
 
The sensor has the simple structure which is 

composed of FBG and silicone rubber (DC184 Dow 
corning Co. Ltd). The fabrication process of this sensor 
is easier than that of diaphragm type sensor. The FBG 
sensor with the length of 10mm is embedded in the 
silicone rubber.  

Once the external force is applied on the silicone 
rubber, the fiber Bragg grating in the silicone rubber is 
deformed. The deformation of fiber Bragg gratings is 
induced on the change of the Bragg wavelength. 
Therefore, this sensor can detect the fore through the 
change of Bragg wavelength. Fig.2 shows the flexible 
characteristics of the prototype sensor.    

3 Design of the Flexible FBG force sensor 
 

3.1 FEM Analysis of Silicone rubber 
 

We simulated the deformation of the silicone rubber to 
verify the resolution of the sensor. ABAQUS 6.3 was 
used and the 2-dimensional element model was applied 
to the silicone rubber. As the model is symmetric, the 
half geometric model was used. And the fixed condition 
on the all directions was applied on the base of the 
model. And the force (1~10N) was applied through the 
rigid ball with the diameter of 3mm to simulate the real 
experimental condition.  

 

 
 

Fig. 3 Finite Element Model and FEA (Finite Element 
Analysis) of DC 184 

 
The optical fiber was excluded from the FEM model. 

Because the optical fiber have the very small diameter 
(250㎛) compared with the whole size of the sensor. 
That is, the sensor model have only the silicone rubber 
and we assumed the deformation of the silicone rubber 
should be the deformation of the optical fiber. As the 
deformation of the silicone rubber is very small, we used 
the general elastic solver to verify the deformation[6]. 
The elastic modulus of the silicone rubber is 9.2MPa and 
the Poission’s ratio is 0.49.  
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Fig. 4 U1 distribution of DC184 according to the 

depth (Load: 10N) 
 
Fig. 4 shows the deformation of the U1 direction (the 

axial direction of the optical fiber). If the optical fiber is 
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located on the surface of the silicone rubber, positive 
deformation is induced by the transverse load. As the 
optical fiber is deeper inside, the positive deformation is 
appeared. And the positive deformation is in the whole 
optical fiber above the 1.5mm deep inside the silicone 
rubber.  

 
3.2 Determination of the Depth of FBG sensors 
  

Using the results of the FEA, the efficient depth of the 
optical fiber can be determined. The large deformation is 
occurred in 1~4mm depth. And the output signal, the 
change of the Bragg wavelength can be easily influenced 
in 1~4mm depth. If the optical fiber is located on the 
surface of the silicone rubber, the output is most efficient, 
but the fiber can be easily broken because of the brittle 
characteristics of the optical fiber. Fig. 5 shows that the 
positive and concentrated deformation was occurred in 
the 2mm depth of the silicone rubber. Therefore, the 
2mm depth was determined as the prototype flexible 
force sensor.  
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Fig. 5 U1 distribution of DC184 according to the load 
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Fig. 6 Bragg wavelength shift analysis using FEM 

 
Using the equation (4) and the results of FEA, we can 

calculate the change of Bragg wavelength. The 
photoelastic constant of the used optical fiber is 0.22[7]. 

Fig 6 shows the calculated the change of Bragg 
wavelength according to the applied force. The fiber 
Bragg grating sensor located in the 2mm depth has the 
about gfnm /100.1 3−× sensitivity. 

 

4. Experimental Results  
 
4.1 Experimental Equipment 

 
Fig. 7 shows the experimental setup. The broadband 

light source having the 1527~1602nm wavelength is 
incident in the optical fiber and the light is separated by 
the 2 by 1 coupler. The separated light is transmitted in 
the Bragg grating. And the reflected light is experienced 
the applied load is send the optical spectrum analyzer 
(OSA). Therefore we can know the applied force 
through the Bragg wavelength change of the reflected 
light. And the applied load is measured by the load cell 
like Fig.7.     

 

 
 

Fig. 7 Experimental setup 
 

4.2 Evaluation of flexible FBG force sensors 
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Fig. 8 Shifted wavelength according to the applied force of 

flexible FBG force sensor (depth 2mm) 
 
Three flexible fiber Bragg grating force sensors were 

fabricated and tested in the same environment. Three 
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sensors have the same sensitivity, about gfnm /100.1 3−×  
which is the same resolution of the simulated results. 
This means that the 1.0nm Bragg wavelength was 
changed by the applied force, 1000gf. As OSA can detect 
the 0.01nm wavelength, these sensors can detect at least 
10gf (0.1N).   

5. Conclusion  
 
In this paper, the flexible fiber Bragg grating force 

sensor was introduced and verified. The experimental 
results mated the simulated results by the FEA. The 
sensors are very flexible and can detect the absolute 
strain. And these sensors can attach the arbitrary surface. 
This characteristic is suitable to the artificial skin and the 
tactile sensors. The resolution of theses sensors is about 
10gf (0.1N) and will be improved by the ability of the 
OSA or interrogation system of the fiber Bragg grating. 
Now these sensors cannot have the good spatial 
resolution to adapt the tactile sensors. In the future, the 
length of the FBG with the 1~5mm, the sensors can be 
minimized, that is, the spatial resolution of the sensor 
would be improved.   
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Abstract 
 

This paper presents a distributed precedence queue 
mechanism to resolve unexpected transmission delay of a 
lower priority transaction in a CAN based system, which 
keeps a fixed priority in data transactions. The mechanism 
is implemented in the upper sub-layer of the data link layer 
(DLL), which is fully compatible with the original medium 
access control layer protocol of CAN. Thus the mechanism 
can be implemented dynamically while the data 
transactions are going on without any hardware 
modification. The CAN protocol was originally developed 
to be used in the automotive industry and it was recently 
applied for a broader class of automated factories. Even 
though CAN is able to satisfy most of real-time 
requirements found in automated environments, it is not to 
enforce either a fair subdivision of the network bandwidth 
among the stations or a satisfactory distribution of the 
access delays in message transmissions. The proposed 
solution provides a superset of the CAN logical link layer 
control, which can coexist with the older CAN 
applications. Through the real experiments, effectiveness 
of the proposed mechanism is verified. 

 
 1. Introduction 
 

The controller area network protocol (CAN) was 
developed to solve complex cable problems and reliability 
reduction in automotive [1,2]. This availability was built 
network of high reliability applied various industry 
environment [3,4,5]. 

Unlike the IEEE 802.3 standard-access-technique-based 
CSMA/CD protocol[6], CAN’s medium-access control 
mechanism ensures that when collision occurs a non-
destructive contention-based arbitration is initiated that 
stops all of the transmitting stations except the one which 
is sending the frame having the highest priority. The 
frames that are transmitted are not addressed to a specific 
destination, but they are considered as global objects, each 
of which is associated with a network-wide unique 
identifier. CAN allocates absolutely priority to messages 
or objects transmitted in a network using ID. This 
mechanism is a good method to manage collisions in 
network. 

If a network is overloaded, the data transmission quantity 
is rapidly decreased to increase data transmission collision. 
If this state is continuous, a network may be groggy and 
the state of non-transmission may continue over a long 

period of time. This paper presents a mechanism that can 
create a fair transmission chance and can reduce delay 
time [7,8,9] using a distributed precedence queue, and 
assigning a precedence queue to relatively low priority and 
objects having similar transmission purposes when a 
network is overloaded, and which can compensate a 
maximum tolerance delay time and to remove 
ineffectiveness for an identifier assigned statically into an 
overload condition [10]. 

This precedence queue is not assigned statically but 
assigned dynamically According to transmission quantity, 
so that the transmission efficiency can be optimized in 
network. And each queue can independently assign 
transmission sequences of data of a relative priority.  

So, this paper can contribute to the mechanism that can 
transmit data within a constant time to adjust its priority 
dynamically based on an extended CAN protocol when a 
low priority object delays transmission because of an 
overload in a network. 

Identifier is assigned statically in the CAN protocol, the 
two requirements of a fair transmission chance and delay 
time, can not be satisfied because this solve collision 
problem by a static identifier. In this paper it is shown that 
the problem can be solved collision by the filtering of 
input frames according to the identifier of each object and 
by redefining the identifier in the identifier field. By 
redefinition of the distributed precedence queue (DPQ) to 
use the identifier field of the extended CAN, each object 
can be transmitted according to a fair transmission 
sequence and can thus satisfy the maximum tolerance 
delay time. 
 

2. CAN Analysis 
 

2.1 A basic CAN protocol 
 

The CAN is based on a CSMA/CD channel access 
technique. It uses a priority modification mechanism for 
transmitted-received messages to resolve collisions in a 
network. The CAN protocol adopts a layered architecture 
that is based on the OSI reference model, even though it is 
not fully OSI compliant, and the architecture is composed 
of three layers the factory automation environment. 

1.  The Application Layer 
; Support to access on a Network 

2.  The Data Link Layer 
     ; Connection physical address to the upper-low layer  

3.  The Physical Layer 
; Transmission bit stream to physical medium 

This paper resolves the transmission delay time problem 
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using the data link layer and the only LLC sub-layer 
between the MAC (Medium Access Control) and the LLC 
(Logical Link Control) of the data link layer. 

 

 

Fig 1. CAN arbitration phase 
 

 3. A Distributed Precedence Queue Mechanism (DPQ) 
 

The CAN implicitly assigns to each object exchanged in 
the network a priority that corresponds to the identifier of 
the object itself. Even though this mechanism enforces a 
deterministic arbitration that is able to resolve any conflict 
that occurs when several nodes start transmitting at the 
same time, it is clearly unfair. If many nodes are connected 
in the network, nodes that are of low priority rank can 
continuously lose a transmission opportunity. That is, if 
high priority objects transmit continuously, finally a low 
priority object can miss an important message which is 
relatively unimportant compared to that of a high priority 
object. 
 Accordingly, a mechanism that uses a relative priority 
according to the consideration of low priority nodes is 
necessary although the CAN implicitly assigns a priority. 
Fair behavior, which for example enforces a round-robin 
policy among different stations, has to be guaranteed to all 
the objects exchanged at a given priority level. 

In this paper, it is shown that this kind of behavior can be 
obtained by slightly modifying the frame acceptance 
filtering function of the LLC sub-layer. In particular, only 
the significance of the identifier field in the transmitted 
frame has to be modified in some way. The resulting 
arbitration mechanism is able to enforce a round-robin 
policy among the stations that want to transmit a message 
on the bus, and provides two levels of priority for the 
frame transmission services. Little or nothing has to be 
changed at the MAC level; and in this way it is possible to 
reuse the same electronics components developed for the 
implementation of the standard CAN protocol. 
 

3.1 DPQ principle 
 

The basic idea of this CAN fairness control mechanism 
that is to insert into a global queue all of the nodes that 
want to transmit over the shared medium. For Node C, of 
which transmission is continuously delayed as shown in 
Fig 1, a queue is created to transmit Node C and the other 
nodes that transmit with C. So, several queues can be 
partially made in this research, two queue were used. 
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Fig 2. Generation of a precedence queue in 
DPQ mechanism 

 
This distributed precedence queue protocol provides the 

opportunity to create precedence queues for all nodes in a 
network. And, in the case that several precedence queues 
exist, each precedence queue assigned a priority so that 
they can be implemented independently.   

The DPQ mode ID, which is stored in the 11 bit standard 
ID field shown in the Fig 4, indicates the precedence 
queue order of each node. Whenever a node carries out a 
transmission, it moves to the end of the queue, thus 
lowering its precedence to the minimum. All of the nodes 
following the transmitting node advance by one position in 
the queue, occupying the space that has just been created. 
Using this round-robin policy, collisions among messages 
are avoided.    

The queue is not stored in some specific location. Instead, 
it is distributed among all the nodes in the network. Each 
node is responsible for storing and updating. That is, if the 
maximum permission delay time is reached, it creates a 
precedence queue, and then it has to dynamically change 
priorities to transmit preferentially with other nodes. And a 
precedence queue has to be dissolved when is completed 
an urgent task. 
 We suppose a network that is composed of Nodes A to G 
as shown in Fig 2. If Node C builds up a queue, the ID that 
is entered into the data frame queue can transmit and 
designate to 7 by lower 7 byte.  At this time, it will be 
designated precedence priority to higher byte. Then, each 
node filters to enter itself into the queue, and it assigns its 
queue. After Node C transmits a message, it will go to the 
last position in the queue. And the other nodes will move 
up one position by order. And the remaining nodes that to 
be transmitted are designated using the upper 1 byte as 
shown in Fig 3; their queues will be dissolved or 
maintained using the upper 1 byte, as shown the Fig 3 after 
all transmissions are completed. 

D LC

8 byte (data field)

C R C
Q ueue
entry 

(1 byte)

Precedence priority (7 byte)

 
Fig 3. Structure of a data field for DPQ 

 
 

3.2 DPQ Realization Method 
 

The DPQ mechanism can be implemented without any 
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modifications to the basic format of CAN frames. It uses 
an identifier field to designate the priority queue. Because 
the length of the conventional identifier field defined in the 
CAN standard is too small, the CAN extended format can 
be adopted.  

11bits
base ID

S
S
R

I
D
E

18 bit ID  EXT
R
T
R

r
0

r
1 D LC

S
O
F

 

Fig 4. Format of the header of extended CAN frames 
 

The DPQ uses the first 11 bits of the identifier field for its 
control information, whereas the remaining lower order 18 
bits (ID ext.) are used to dynamically store the effective 
identifier of the an exchanged object (EID). 

S
O
F

t
0

t
1 P 8 bit PL

S
S
R

I
D
E

18 bit EID
R
T
R

r
0

r
1

D LC

 

Fig 5. Format of the header of DPQ frames 
 

The first two bits (t0, t1) must be set at the logical value 
of zero as shown in Fig 5. Then, the protocol is divided by 
a standard CAN communication and DPQ mechanism. So, 
DPQ always has a higher priority than a CAN mechanism, 
and they can exist in this same space. 

The priority bit P specifies whether the frame has to be 
transmitted as a high priority frame (P=0) or as a low 
priority frame (p=1). When T1 and P are used, the priority 
can be assigned a maximum 4 queues.  

The next 8 bits represent the precedence level of the 
frame. Namely, these 8 bits show the transmission queue 
order. The DPQ, which was used in this research, uses t0, 
t1, and then distinguishes the standard CAN mechanism, 
and sets each queue using P, and concludes the precedence 
in the queue using 8 bits. 
 

4. System Architecture and Experiments 
 

To verify the usefulness of the mechanism presented in 
this paper, actuator ECU that are used in throttle-body 
controllers of vehicles and portable inspection equipment 
ECU that can set sensor limit values and can diagnosis 
vehicle problems, established the basic nodes. 

 

Fig 6. Total system organization 
 

The total system consisted of additional virtual ECU of 
10 nodes used in many parts of the vehicles as inhalation 
fuel ECU, lighting ECU, side-mirror ECU, and exhaust 
port ECU. 

Each node used TMS320LF2407 with the CAN module 
and PCA82C251 with the CAN transceiver. Each node 
was set to a 250 Kbps transmission time. 

The transmission period for the total 10 nodes was set to 
two states, 10ms and 2ms. When the transmission period 
was 10 ms, Collisions did not often occur. But when it was 
2 ms, collisions often occurred. The transmission message 
priority was arranged as Node 1 (portable ECU) and node 
2 (main ECU) for each transmission period and this 
priority decreased gradually. When the transmission period 
was 2 ms, Node 8,9,10 suffered a long transmission delay 
because of message collision on the bus, and the DPQ 
mode was applied to resolve this problem at Node 8,9,10. 

 
Table 1. Identification Definition (ID) 

n o d e s ta n d a rd  C A N D P Q

P O R T A B L E 11 1 0000 0001 11 1 0000 0001

M A IN  E C U 11 1 0000 0010 11 1 0000 0010

3 11 1 0000 0011 11 1 0000 0011

4 11 1 0000 0100 11 1 0000 0100

5 11 1 0000 0101 11 1 0000 0101

6 11 1 0000 0110 11 1 0000 0110

7 11 1 0000 0111 11 1 0000 0111

8 11 1 0000 1000 00 1 1111 1101

9 11 1 0000 1001 00 1 1111 1110

10 11 1 0000 1010 00 1 1111 1111  
 

 
5. Result and Analysis 

 
Fig 7 shows the transmission delay time of the Node 1. 

From 1 to 50, the X axis values show the transmission 
delay time when the transmission period was 10 ms. And 
from 51 to 100, the values show the transmission delay 
time when the transmission period was 2 ms. And from 
101 to 150, the values show the transmission delay time 
when the DPQ mode was applied. 
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Fig 7. Transmission delay time of node 1  

 
From the Fig 7 results, we know that Node 1 increased 

the delay time more when the transmission period was 2 
ms than when the transmission period was 10 ms. And 
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additional delay time occurred for Node 8, 9 and 10 in 
DPQ mode.  

As shown in Fig 8, in the case of Node 8, the state which 
a transmission period is 2ms, a longer delay time occurred 
for low priority nodes than other nodes. To overcome this 
problem, we can verify that a transmission chance was 
guaranteed and the delay time was advanced outstandingly, 
when the DPQ mode was applied instead of changing the 
priority permanently, as shown in Fig 9. 

In case of experiment 2 shown in the Fig 11, the graph 
shows a transmission delay time. From 1 to 50, the X axis 
values show a transmission delay time for the highest 
priority Node 1 when the transmission period was 2 ms. 
And from 51 to 100, the values are shown for that when 
the node number was 10. From 101 to 150, the values are 
shown for when the DPQ mode was applied. 
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Fig 8. Transmission delay time of node 8 
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Fig 9.    Average transmission delay time of DPQ mode  

 
 

6. Conclusion 
 

This study applied the DPQ mechanism to correct the 
ineffectiveness occurring according to a fixed priority 
mechanism and to arbitrate collisions in a network using a 
standard CAN protocol. The proposed mechanism 
established the availability through an experiment of two 
different states. 

The experiment showed that a transmission of a low 

priority node does not exceed the maximum tolerance 
delay time using the DPQ mode, despite frequently 
occurring collisions in transmission and the rapid 
transmission of each node. 

But, in the case of the DPQ mode being applied to high 
priority object, the effectiveness was lower than that of a 
standard CAN application. In future research, algorithms 
will be developed to efficiently manage the time delay of 
each object, applying the DPQ mechanism dynamically. 
And it will be shown how these algorithms can be applied 
conveniently for compatibility with other CAN 
applications. 
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Abstract
In this paper, we describe an algorithm for ac-

quiring occupancy grid maps with mobile robots.
The standard occupancy grid mapping developed by
Elfes and Moravec in the mid-Eighties decomposes
the high-dimensional mapping problem into many
one-dimensional estimation problems which are then
tackled independently. Because of the independencies
between neighboring grid cells, it often generates
maps that are inconsistent with the sensor data. To
overcome it, we propose the cluster which is a set of
cells. The cells in the clusters are tackled dependently
with another occupancy grid mapping with EM
algorithm. The occupancy grid mapping with EM
algorithm yields more consistent maps, especially in
the cluster. As we use mapping algorithm adaptively
with clusters according to the sensor measurements,
our mapping algorithm is faster and more accurate
than the previous mapping algorithms.

Keywords : occupancy grid, mobile robotics,
mapping, Bayes rule, cluster

1 Introduction

Robotic mapping has been a highly active research
area in robotics and AI for a few decades. Robotic
mapping addresses the problem of acquiring spa-
tial models of physical environments through mobile
robots. There are a number of mapping algorithms.
However, the occupancy grid mapping is more pop-
ular than others, since it has the reputation of be-
ing extremely robust and easy to implement. Once
mapped through occupancy grid mapping, they en-
able various key functions necessary for mobile robot
navigation, such as localization, path planning, colli-
sion avoidance, and people finding.

Occupancy maps have been built using various sen-
sors, such as sonar sensor, laser range finders, and

stereo vision, etc. However, all these sensors are sub-
ject to errors often referred to as measurement noise.
In addition, sonar sensors cover an entire cone in space
and form a single sonar measurement it is impossible
to say where in the cone the object is. The sonar sen-
sors are also sensitivity to the angle of an object sur-
face relative to the sensor and the reflective properties
of the surface. The above properties of sensors make
a mapping problem be difficult and lead inconsistent
map.

The occupancy grid mapping resolves such prob-
lems by generating probabilistic maps. As the name
suggests, occupancy grid maps are represented by
girds. Namely, they decompose the high-dimensional
mapping problem into many one-dimensional estima-
tion problems which are then tackled independently.
Because of the independency of neighboring cells, they
often generate maps that are inconsistent with the
data, particularly in cluttered environments.

To overcome it, we define the cluster which is a set
of cells. The cluster is the region that has the high
probability to be inconsistent with the sensor data
when the standard occupancy grid mapping is used.
Existing occupancy grid mapping algorithms do the
task with the emphasis on individual cells. However,
our approach maps with the emphasis on clusters. As
making the cluster and choosing the optimal mapping
algorithm according to the sensor measurements, maps
generated by our approach more accurate than ones
generated by the previous occupancy grid mapping al-
gorithm. Our mapping algorithm is also as fast as the
standard occupancy grid mapping algorithm.

2 Standard Occupancy Grid Mapping

The Standard occupancy grid mapping approach
(Elfes, 1989; Moravec, 1988)[2][3] constitutes two al-
gorithms mainly. First, it decomposes a multidimen-
sional (typically 2D or 3D) tessellation of space into
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many independent cells. Second, each cell calculates
a probabilistic estimate of its state. To calculate this
estimate, techniques such as Bayesian reasoning are
then employed on the grid cell level. And each cell is
tackled independently.

Let m be the occupancy grid map. The grid cell
has the index 〈x, y〉 to store a probabilistic occupancy,
which is mx,y. Occupancy grid maps are estimated
from sensor measurements. Let z1, · · · , zT denote the
measurements from time 1 through time T . The mea-
surement is composed of a sonar scan and the robot
pose at which the measurement was taken. The robot
pose which is assumed to be known is xy coordinates
of the robot and heading direction. Each measurement
carries information about the occupancy of many gird
cells. Thus, the problem addressed by occupancy grid
mapping is the problem of determining the probability
of occupancy of each grid cell mx,y given the measure-
ments z1, · · · , zT .

p(mx,y | z1, · · · , zT ) (1)

For computational reasons, it is common practice to
calculate the log-odds instead of estimating the above
posterior. The log-odds is defined as follows.

lTx,y = log
p(mx,y | z1, · · · , zT )

1− p(mx,y | z1, · · · , zT )
(2)

The assumption in standard occupancy grid mapping
is the static world and conditional independence given
knowledge of each individual grid cell mx,y. Two as-
sumptions and Bayes rule allow us to simplify the pos-
terior to following:

p(mx,y | z1, · · · , zt)

=
p(mx,y | zt)p(zt)p(mx,y | z1, · · · , zt−1)

p(mx,y)p(zt | z1, · · · , zt−1)
(3)

Let mx,y be freeness of the grid cell. The probability
of the freeness of grid cell can be calculated as same
way.

p(mx,y | z1, · · · , zt)

=
p(mx,y | zt)p(zt)p(mx,y | z1, · · · , zt−1)

p(mx,y)p(zt | z1, · · · , zt−1)
(4)

By dividing (3) by (4) and adapting logarithm, the
desired log-odds is expressed as follow:

ltx,y = log
p(mx,y | zt)

1− p(mx,y | zt)
+ log

1− p(mx,y)
p(mx,y)

+ lt−1
x,y

(5)
Finally, the desired posterior occupancy probability
p(mx,y|z1, · · · , zT ) can be recovered from the log-odds
representation of the map.

Standard occupancy grid mapping does not take
the occupancy of neighboring cells into account. It
makes the crucial independence assumption that the
occupancy of a cell can be predicted regardless of a
cell’s neighbors. Herein lies a major problem of the
standard occupancy approach. This leads to incorrect
map.

3 Adaptive Occupancy Grid Mapping
With Clusters

This section presents an algorithm to improve the
problems of the previous occupancy grid mapping. A
key idea is adapting the cluster which is a set of cells.
The cells in the cluster mean that they have the high
probability to be inconsistent with the sensor data
when the standard occupancy grid mapping is used.
Unlike existing occupancy grid mapping algorithm,
our approach does the mapping with the emphasis
on the clusters. One cluster doesn’t affect the oth-
ers, since the cluster is independent each other. The
occupancy of the cells in the cluster is calculated with
the occupancy grid mapping proposed by Thrun in
2003[1]. Using Expectation Maximization algorithm,
in short EM, the alternative mapping algorithm solves
the mapping problem as maintaining the dependen-
cies between neighboring cells. Hence, it leads to the
more accurate maps than the standard occupancy grid
mapping in the cluster. The clusters are made with
the neural networks[4][5][6] which is a powerful tool in
pattern recognition.

To make the cluster, we use the neighboring sensor
measurements which are the input of neural networks.

P = [p1, · · · , pR] (6)

R is the number of the sensor measurements used. The
output of neural networks, y, is ′1′ if the region swept
by the sensors is cluttered or erroneous place. Other-
wise y is ′0′. That is, if y is ′1′, we assemble the cells
in that region and make a new cluster.

The occupancy of cells out of cluster is calculated
with the standard occupancy grid mapping algorithm
explained in section 2. The binary occupancy of cells
in the cluster is calculated with the alternative occu-
pancy grid mapping proposed by Thrun.

Let Ki the number of obstacles in the sensor cone
of the i-th measurement. Let Dt = {dt,1, · · · , dt,Kt}
denote the distances to these obstacles and ordered
in increasing order. To describe the multiple causes
of a sensor measurement zi, the new variables, called

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 164



correspondence variables, are defined as follow:

ct = {ct,∗, ct,0, ct,1, · · · , ct,Kt} (7)

Each of these variables corresponds to exactly one
cause of the measurement zt. If ct,k is 1 for 1 ≤ k ≤
Kt, the measurement is caused by the k-th obstacle.
If ct,0 is 1, none of the obstacles were detected and the
sensor returns a max-range reading. The random vari-
able ct,∗ corresponds to the case where a measurement
was purely random. The log-likelihood of all data and
correspondences is written as follows:

log p(Z, C|m) =
∑

t

log p(zt, ct|m) (8)

Here Z denotes the set of all measurements and C is
the set of all correspondences ct for all data. Not calcu-
lating the probability of the correspondence variables
but Maximization the likelihood of the data is impor-
tant, since the probability of correspondence variables
is unobservable. This is achieved by maximizing the
expected log-likelihood E[log p(Z,C|m)|Z, m], where
the expectation is taken over the correspondence vari-
ables C. The expected log-likelihood can be obtained
as follows:

E[log p(Z,C|m)|Z, m]

=
∑

t

[E[log p(ct)|zt, m] + log
1√

2πσ2

−1
2
[E[ct,∗|zt,m] log

z2
max

2πσ2

+E[ct,0|zt,m]
(zt − zmax)2

σ2

+
Kt∑

k=1

E[ct,k|zt,m]
(zt − dt,k)2

σ2
]] (9)

Maximizing the above expected log-likelihood is the
final goal. To do this, expectation maximization algo-
rithm, EM algorithm, is used. The EM algorithm is
one such elaborate technique. The EM algorithm is a
general method of finding the maximum-likelihood es-
timate of the parameters of an underlying distribution
form a given data set when the data is incomplete or
has missing values.

As the above way, we choose the optimal map-
ping algorithm according to the sensor measurements,
namely clusters. Hence, maps generated by our ap-
proach are faster and more accurate than ones gen-
erated by the previous occupancy grid mapping algo-
rithm.

4 Simulation

In order to test our approach, we applied our ap-
proach to learning grid maps using simulated data.
Our main finding are that the maps generated our ap-
proach are more accurate and the approach has less
time than the previous occupancy grid mapping algo-
rithm, such as the standard occupancy grid mapping
algorithm and the alternative occupancy grid mapping
algorithm with EM.

(a)

time:0.172s time:48.656s time:5.047s
(b) (c) (d)

Figure 1: Narrow open door without error

(a)

time:0.156s time:101.078s time:18.828s
(b) (c) (d)

Figure 2: Corridor with error

The sensor measurements are gathered in a corri-
dor while driving by an open door. The mobile robot
is equipped with a circular array of 24 sonar sensors.
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Figure 1(a) shows a narrow open door as a first exam-
ple. The width of the door is two times wider than
the width of mobile robot. Hence, the mobile robot
can pass through the door, but it may be difficult to
control. Figure 1(b) shows the result of the standard
occupancy grid mapping algorithm. In the standard
occupancy grid mapping, a narrow open door is not
detected, but other places are similar to Figure 1(a).
Figure 1(c) is obtained by the alternative occupancy
grid mapping with EM. In Figure 1(b), the door is de-
tected, but it takes much time to calculate. In Figure
1(d) generated by our approach, the door is detected
and it takes less time than the occupancy grid map-
ping with EM. Figure 2 shows the result of corridor
with the error measurements. Figure 2(a) is a simu-
lated environment. As Figure 2(b) shows map of the
standard occupancy grid mapping, map is incorrect
because of the sensor error. In Figure 2(c), the alter-
native occupancy grid mapping detect incorrectly in
one place though it is better than (b). Unlike Figure
2(b) and Figure 2(c), Figure 2(d) shows an accurate
map. As Figure 2(d) is generated by our approach,
the map is similar to the environment(a). Because of
clusters, our approach is more accurate than the occu-
pancy grid mapping with EM in erroneous place. Our
approach takes also less time than others.

As a result, because our approach maps with the
emphasis on the clusters, maps generated with adap-
tive occupancy grid mapping algorithm, more accurate
and faster than the others.

5 Conclusion

In this paper, the adaptive occupancy grid mapping
algorithm is proposed. Unlike existing occupancy grid
mapping algorithm, our approach relies on the clus-
ters. The clusters are the region that have the high
probability to be inconsistent with the sensor data.
Neural networks is used to make a cluster. According
to the cluster, we use optimal occupancy grid mapping
algorithm. As seeing in simulation result, we can map
more accurate and faster than the previous occupancy
grid mapping.
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Abstract 

 
Visual servoing is the fusion of results from many 

elemental areas including high-speed image processing, 
kinematics, dynamics, control theory, and real-time 
computing. It has much in common with research into 
active vision and structure from motion, but is quite 
different from the often described use of vision in 
hierarchical task-level robot control systems. We present 
a new approach to visual feedback control using image-
based visual servoing with the stereo vision in this paper. 
In order to control the position and orientation of a robot 
with respect to an object, a new technique is proposed 
using a binocular stereo vision. The stereo vision enables 
us to calculate an exact image Jacobian not only at 
around a desired location but also at the other locations. 
The suggested technique can guide a robot manipulator 
to the desired location without giving such priori 
knowledge as the relative distance to the desired location 
or the model of an object even if the initial positioning 
error is large. This paper describes a model of stereo 
vision and how to generate feedback commands. The 
performance of the proposed visual servoing system is 
illustrated by the simulation and experimental results and 
compared with the case of conventional method for dual-
arm robot made in Samsung Electronics Co., Ltd.. 
 
1  Introduction 
 

Many of the control and vision problems are similar to 
those encountered by active vision researchers who are 
building "robotic heads". However the task in visual 
servoing is to control a robot to manipulate its 
environment using vision as opposed to just observing 
the environment. 

There are mainly two ways to put the visual feedback 
into practice. One is called look-and-move and the other 
is visual servoing. Visual servoing is the fusion of results 
from many elemental areas including high-speed image 
processing, kinematics, dynamics, control theory, and 
real-time computing. It has much in common with 
research into active vision and structure from motion, 
but is quite different from the often described use of 
vision in hierarchical task-level robot control systems. 
The former is the method which transforms the position 
and orientation of an object obtained by a visual sensor 
into those in the world frame fixed to an environment 

and guides the arm of the manipulator to a desired 
location in the world frame.[1,2]  In this method, precise 
calibration of a manipulator and camera system is 
needed. On the contrary, visual servoing uses the 
Jacobian matrix which relates the displacement of an 
image feature to the displacement of a camera motion 
and performs a closed-loop control regarding the feature 
as a scale of the state. Therefore, we can construct a 
servo system based only on the image and can have a 
robust control against the calibration error because there 
is no need to calculate the corresponding location in the 
world frame.[2,3,4] A hand eye system is often used in 
visual feedback and there are two ways of arranging the 
system. One is placing a camera and a manipulator 
separately; the other is placing the camera at the end-tip 
of the manipulator. The former motion strategy of the 
manipulator becomes more complicated than the latter.  
In the latter, it is easy to control the manipulator using a 
visual information because the camera is mounted on the 
manipulator end-tip. In this paper, we deal with the latter 
method. In the conventional works, some researches 
have presented methods to control the manipulator 
position with respect to the object or to track the feature 
points on an object using a hand eye system as the 
application of visual servoing.[3,4] These methods 
maintain or accomplish a desired relative position 
between the camera and the object by monitoring feature 
points on the object from the camera.[5,6] 

However, these have been all done by the hand eye 
system with monocular visions and it is necessary to 
compensate for the loss of information because the 
original three-dimensional information of the scene is 
reduced to two-dimension information on the image. For 
instance, we must add an information of the three-
dimension distance between the feature point and the 
camera in advance or use a model of object stored in the 
memory. Besides, a problem that the manipulator 
position fails to converge to a desired value arises 
depending on the way of selecting feature points or when 
the initial positioning error is not small. It is because 
some elements of the image Jacobian cannot be 
computed with only the information of the image and 
substituting approximate values at the desired location 
for them may result in large errors at the other 
locations.[7] 

This paper presents a method to solve this problem by 
using a binocular stereo vision. The use of stereo vision 
can lead to an exact image Jacobian not only at around a 
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desired location but also at the other locations. The 
suggested technique places a robot manipulator to the 
desired location without giving such priori knowledge as 
the relative distance to the desired location or the model 
of an object even if the initial positioning error is large. 

This paper deals with modeling of stereo vision and 
how to generate feedback commands. The performance of 
the proposed visual servoing system was evaluated by the 
simulations and experiments and obtained results were 
compared with the conventional case for a SCARA type 
dual-arm robot. 
 
 
2  Visual Servo System 
 

Visual servo systems typically use one of two camera 
configurations: end-effector mounted, or fixed in the 
workspace. 

The first, often called an eye-in-hand configuration, 
has the camera mounted on the robot's end-effector. Here, 
there exists a known, often constant, relationship 
between the pose of the camera(s) and the pose of the 
end-effector.  

We define the frame of a hand-eye system with the 
stereo vision and use a standard model of the stereo 
camera whose optical axes are set parallel each other and 
perpendicular to the baseline. The focal points of two  
cameras are apart at distance d  on the baseline and the 
origin of the camera frame ∑  is located at the center of 
these cameras.  

c

An image plane is orthogonal to the optical axis and 
apart at distance  from the focal point of a camera and 
the origins of frame of the left and right images,  and 

, are located at the intersecting point of the two 
optical axes and the image planes. The origin of the 
world frame  is located at a certain point in the world.  

f

l∑

r∑

w∑

Now let  and  be the projections 
onto the left and right images of a point  in the 

environment, which is expressed as  in 
the camera frame. Then the following equation is 
obtained  (see Fig. 1). 

),( yxp lll = ),( yxp rrr =
p

Tcccc zyxp )(=

Suppose that the stereo correspondence of feature 
points between the left and right images are found. In the 
visual servoing, we need to know the precise relation 
between the moving velocity of camera and the velocity 
of feature points in the image, because we generate a 
feedback command of the manipulator based on the 
velocity of feature points in the image. 

 

)5.0( dxfzx ccl +=             

)5.0( dxfzx ccr −=            (1) 

yfzy ccl =           

yfzy ccr =           
 

This relation can be expressed in a matrix form which  
is called the image Jacobian. Let us consider n  feature 
points  on the object and the coordinates 

in the left and right images are l  and 

, respectively. Also define the current 

location of the feature points in the image  as 
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where each element is expressed with respect to the 
virtual image frame . p∑

First, to make it simple, let us consider a case when 
the number of the feature points is one. The relation 
between the velocity of feature point in image  and 

the velocity of camera frame  is given as 

pI &

pc &

 
pJp c

c
II && =             (3) 

 
where  is the Jacobian matrix which relates the two 
frames. Now let the translational velocity components of 
camera be ,  and  and the rotational velocity 

components be , ,  then we can express the 
camera velocity V  as 

c
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T
c
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T
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Then the velocity of the feature point seen from the 
camera frame  can be written pc &
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    (5) 

 
Where  is the rotation matrix from the camera frame 

to the world frame and c
w  is the location of the origin 

of the camera frame written in the world frame. As the 
object is assumed to be fixed into the world frame, 

. The relation between  and V  is  

w
cR

p
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Therefore, substituting Eq. (6) into Eq. (3), we have the 
following equation. 

 

                     (7) 
VJ

pJp c
c

II

=
= &&

 
In Eq. (7) matrix J  which expresses the relation 
between velocity  of the feature point in the image 
and moving velocity V  of the camera is called the 
image jacobian. 

pI &

From the model of the stereo vision Eq. (1), the 
following equation can be obtained. 

 
)()(2 xxdxxx rlrlc +=−            (8) 

dydyxxy rlrlc ==− )(            (9) 

dfxxz rlc =− )(            (10) 
 

Above discussion is based on the case of one feature 
point. In practical situation, however, the visual servoing 
is realized by using plural feature points. When we use 

  feature points, image Jacobian  are given 
from the coordinates of feature points in the image. By 
combining them, we express the image Jacobian  
as 

n nJJ ,,1 L

)( imJ

 
                 (11) T

nim JJJ ][ 1 LL=
 

Then, it is possible to express the relation of the moving 
velocity of the camera and the velocity of the feature 
points even in the case of plural feature points, that is, 

 
                    (12) VJp im

I =&
 

where we suppose that the stereo and temporal 
correspondence of the feature points are found. 
In the case of the monocular, the image Jacobian J  has 
the following form. 
 

 
Fig. 1 The coordinates system of vision model 
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    (13) 

 
The x ,  and y z  axes of the coordinate frames are 
shown in Fig. 1. 

We now introduce the positional vector of the feature 
point in the image of monocular vision using the symbol 

. This is the projection of the point 

expressed as  in the camera frame into 
the image frame of the monocular vision, and has the 
following relation. 

),( yxP mmm =
Tcccc zyxP )(=

 
1−= zxfx ccm        (14-a) 
1−= zyfy ccm        (14-b) 

 
Substituting Eq.s (14-a) and (14-b) into Eq. (13) yields 

another expression of the image Jacobian for the 
monocular vision. 
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A disparity which corresponds to the depth of the 

feature point, is included in J  in the case of the stereo 
vision, but s-term expressed in the camera frame zc  is  
included in  in the case of the monocular vision. J

In the visual servoing, the manipulator is controlled so 
that the feature points in the image reach their respective 
desired locations. 

We define an error function between the current 
location of the feature points in image  and the 

desired location  as 

pI

d
I p

 
                    (16) )( d

II ppQE −=
 

where Q  is a matrix which stabilizes the system. Then 
the feedback law is defined as following equation 

 
  EGV −=            (17) 

 
where G  corresponds to a feedback gain. 
To realize the visual servoing, we must choose Q  so 
that convergence is satisfied with the error system can be 
satisfied with 
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Fig. 2 Block diagram of visual feedback system. 

 
We use pseudo-inverse matrix of the image Jacobian 

 for  to make  positive and not to make an 
input extremely large, that is, 

imJ Q imJQ

 
T
imim

T
imim JJJJQ 1)( −+ ==           (19) 

 
Therefore, the feedback command is given as 

 
           (20) )( d

II
im ppJGV −−= +

 
Fig. 2 shows a block diagram of the control scheme 

described by Eq. (20). Note that the feedback command 
 is sent to the robot controller and both the 

transformation of u  to the desired velocity of each joint 
angle  and its velocity servo are accomplished in the 
robot controller as show in Fig. 2. 

u

dq&

Furthermore, as  is a  matrix and pseudo-

inverse matrix  is a 
imJ 64 ×n
+
imJ n46×  matrix, a feedback 

command Eq. (20) of 6 degrees of freedom is obtained. 
 
 
3   Experiments 
 

We have compared the visual servoing using the 
monocular vision with that using the stereo vision by the 
experiment. Fig. 3 represents the experimental 
equipment set-up. In Fig. 3 two DSP vision boards were 
used, which had been made Samsung Electronics 
Company in Korea based-on the TMS320C31 chips. 
In the experiment, feature points of an object are the  
four corners of a square whose side dimension is 

. In the same condition, we used four feature 
points even in the stereo vision. Parameters used the 
focal length, , baseline , 
sampling time of , gain 

mm300

mmf 16= mmd 130=
sec50 m 1=λ , desired location 

, desired orientation in Euler 
angle , initial error 

  in the translation and 
 in the orientation. 

mmP T
d

c )500100100(=
rad)0,0,0(),,( =ψθφ

T)50,50,50( −−− mm
rad)20,20,20(),,( =ψθφ

We select the four corners of a rectangle whose size is 
 as the feature points and set the  

translational error as  and the 
other values are the same as before. 

mm200200×
mm)450150150( −−−

The error between the desired location and the current 
location of the feature points in cases of the monocular 
and stereo visions are shown in Fig. 4. 
Next, we will show the results for the change of the way 
to choose the feature points and set the initial error 
image. 

In Fig. 4, we can see that the result diverges in the 
case of the monocular vision, but converges in the case 
of the stereo vision. This is because the image Jacobian 
is fixed at the desired location in case of the monocular 
vision. Therefore, a correct feedback command can not 
be generated when the initial error is large. On the other 
hand, the image Jacobian can be updated at every in the 
case of the stereo vision, thus it is possible to generate a 
correct feedback command which assures the stability 
visual servoing. 

In experiments, we used a SCARA type dual-arm 
robot  made in Korea with a stereo camera attached to 
the end tip of the arm. The feature points are three 
circular planes of  radius on three corners of a 
equilateral triangle, one side  and are placed on 
the board. Precise calibration had not been done for the 
stereo camera attached to the end-tips. 

mm20
mm87

 

 
Fig. 3 The experimental equipment set-up. 

 

 
(a) Monocular 

 
(b) Stereo 

Fig. 4 Positional error in x  and  axes in the case of  y
the stereo and monocular vision. 
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(a) Left image 

 
(b) Right image 

Fig. 5 Position error in x  and  axes. y
 

Two stereo images were taken and transformed to the 
binary images in the real time and in parallel by two 
image input devices and the coordinate of the 
gravitational center of each feature point was calculated 
in parallel by two transporters. We gave the stereo 
correspondence of the feature point in the first sampling. 
However, the stereo and temporal correspondence of the 
feature points in the succeeding sampling were found 
automatically by searching a nearby area where there were 
the feature points in the previous sampling frame. The 
coordinates of the feature points were sent to a transporter 
for motion control and it calculated a feedback command for 
the robot. The result was sent to the robot controller by using 
RS-232C, and the robot was controlled by a velocity servo 
system in the controller. 

The sampling period of visual servoing was about 
. Details were  for taking a stereo 

images, about  for calculating the coordinates of 
the feature points,  for calculating feedback 
command, about  for communicating with the 
robot controller. If we send a feedback input to the robot 
controller without using RS-232C, the faster visual 
servoing can be realized. 

sec50m sec16m
sec1m

sec3m
sec16m

The desired location was  and the 
desired orientation in Euler angle,  

degree and the initial error was  for 
translation. The other parameters were the same as in the 
simulation. The error of current and desired location of 
the feature points are shown in Fig. 5. From these 
experimental results, we can see that the manipulator 
converges toward a desired location even if the 
calibration is not precise. 

mmT)500,0,0(
)0,0,0(),,( =ψθφ

mmT)50,50,50(

 

4   Conclusion 
 

We proposed a new technique of visual servoing with 
the stereo vision to control the position and orientation 
of an assembling robot with respect to an object. The 
method overcomes the several problems associated with 
the visual servoing with the monocular vision. By using 
the stereo vision, the image Jacobian can be calculated at 
any position. So neither shape information nor desired 
distance of the target object is required. Also the stability 
of visual servoing is assured even when the initial error 
is very large. We have shown the effectiveness of this 
method by simulation and experiments.  

To use this visual servoing in practical tasks, there still 
exist many problems such as the number of feature 
points to reduce noise or the quantization error and the 
way to choose feature points. Nevertheless, this method 
overcomes the several problems in visual servoing with 
the monocular vision. 
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Abstract 

 
A fault tolerant scheme of a bi-directional magnetic 

bearing is presented.  The bearing continues to function 
normally even though one coil among four radial coils 
and one coil of two axial coils fail.  The dynamic 
properties and load capacity remain unchanged for the 
suggested fault tolerant control scheme. A one-
dimensional circuit that represents the bi-directional 
bearing is utilized to obtain the optimal bearing 
parameters such as the radial pole face area, number of 
coil turns, and permanent magnet size. The results 
identify advantages of the fault tolerant scheme and bi-
directional bearing improvements relative to 
conventional magnetic suspension. Bidirectional 
magnetic bearings find applications in robotic joints. 
 
1  Introduction 
 

Magnetic bearings find greater use in high speed, high 
performance, applications such as gas turbines, energy 
storage flywheels, and pumps since they have many 
advantages over conventional fluid film or rolling 
element bearings, such as lower friction losses, 
lubrication free, temperature extremes, no wear, quiet, 
high speed operations, actively adjustable stiffness and 
damping, and dynamic force isolation. Unlike 
heteropolar bearings, homopolar magnetic bearings have 
a unique biasing scheme that directs the bias flux flow 
into the active pole plane where it energizes the working 
air gaps, and then returns through the dead pole plane 
and the shaft sleeve. Some of the results on modeling, 
design, and control of homopolar magnetic bearings are 
shown in literature. Meeks [1] utilized a permanent 
magnet biased homopolar magnetic bearing to provide 
smaller, lighter, and power-efficient operation. Fault-
tolerance of the magnetic bearing system is of great 
concern for highly critical applications of 
turbomachinery since a failure of any one control 
components may lead to the complete system failure.  
Much research has been devoted to fault-tolerant 
heteropolar magnetic bearings. Maslen and Meeker [2] 
introduced a fault-tolerant 8-pole magnetic bearing 
actuator with independently controlled currents and 
experimentally verified it in [3]. Flux coupling in 
heteropolar magnetic bearings allows the remaining coils 
to produce force resultants identical to the unfailed 
bearing, if the remaining coil currents are properly 

redistributed. Na and Palazzolo [4, 5] also investigated 
the optimized realization of fault-tolerant magnetic 
bearing actuators, so that fault-tolerant control can be 
realized for an 8-pole bearing for up to 5 coils failed. 
This paper introduces a fault-tolerant 4-active-pole 
permanent magnet biased, bi-directional magnetic 
bearing such that the bearing can preserve the same 
decoupled magnetic forces identical to the unfailed 
bearing even after any one coil out of 4 coils fails. 
 
 
2  Magnetic Circuit Analysis 
 

Figure 1 shows a schematic drawing of a permanent 
magnet biased combo bearing. Four independent coils 
are wound on each radial pole to supply control fluxes. 
A pair of coils supplies axial control fluxes. 

 

1..AP

2..AP

3..AP

4..AP

2..AP

4..AP

 
 

Fig. 1 Schematic of a Bidirectional Magnetic Bearing 
 

 
Fig. 2 Circuit for a Bidirectional Bearing 

 
The permanent magnets are represented as the source 

pmc LH and the total permanent magnet reluctance pR . 

pmcLH
pR
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The coercive force and the length of the permanent 
magnet are cH  and pmL , respectively. The reluctance in 
air gap j of the active pole plane is;  

00a
g

R j
j µ
=                                (1)  

where 
                jjj yxgg θθ sincos0 −−=                        (2)   

 
The parameters 0µ , 0a , and 0g represent the 

permeability of air, the pole face area of the active pole, 
and nominal air gap, respectively, and x  and y  are the 
journal displacements. The axial air gap reluctances are 
described as; 

00 z

zj
zj a

g
R

µ
=                                (3) 

where 
                zgg zz −= 01  ,  zgg zz += 02                     (4)   

and where 0za  and 0zg  are the axial pole face area 
and the nominal axial gap, respectively, and z  is the 
rotor displacement along the axial direction. Applying 
Ampere’s law and Gauss’s law to the radial magnetic 
circuit leads to a matrix equation. 
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and jφ , ji , zji , n , and n~  are fluxes, currents through j-
th pole, axial currents, the number of radial coil turns, 
and the number of axial coil turns, respectively. Equation 
(5) is rewritten in vector form as; 
 

 NIIHHR zz ++=Φ                           (6) 
The flux densities in the gaps are reduced by flux 

leakage, fringing, and saturation of magnetic material. 
The flux density vector is then; 

 
      Φ= −1AB ς                                (7) 

 
where 

                       ]),,,([ 0000 aaaadiagA =  
 

The parameter ς  represents flux fringing factor, and 
can be empirically estimated. Magnetic forces developed 
in the radial pole plane are described as; 
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where the air gap energy matrix is; 
 

))2/(( 00 µagdiagD j=                           (9) 
 

and where ϕ  is either x  or y .  Applying Ampere’s 
law and Gauss’s law to the axial magnetic circuit leads 
to a matrix equation. 
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Equation (10) can be rewritten in vector form as; 
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The flux density vector is then; 
 

   zzzz AB Φ= −1ς                              (12) 
where 

                       ]),([ 00 zzz aadiagA =  
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The parameter zς  represents the flux fringing factor in 
the axial air gaps. Magnetic forces developed in the axial 
pole plane are described as; 

z
zT

zz B
z

DBF
∂
∂

−=                            (13) 

where the air gap energy matrix is; 
 

)])2/(),2/(([ 002001 µµ zzzzz agagdiagD =                   (14) 
 
 
3   Fault Tolerant Control 
 

The currents distributed to the radial poles are 
generally expressed as a distribution matrix T and 
control voltage vector v . The current vector is; 

vTI =                                (15) 
 

where 

[ ]yx TTT = , ⎥
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v
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v , 

[ ]Txxxxx ttttT 4321= , 

[ ]Tyyyyy ttttT 4321= , 
 

and xv and yv  are x  and y control voltages, 
respectively. For example, the current distribution 
scheme for unfailed radial poles is; 
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The currents distributed to the axial plane are 
expressed as; 

zzz vTI =                               (17) 

where  ⎥
⎦

⎤
⎢
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⎡
=

2

1

z

z
z t

t
T , and zv is z control voltage.  For 

example, the current distribution scheme for unfailed 
axial poles is; 
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The remaining three currents, if one coil fails, are 
redistributed such that the same opposing poles, C-core 
like, control fluxes still can be realized. The calculated 
distribution matrix for the 4th  coil failed operation is; 
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The nonlinear magnetic forces of xF , yF , and zF can 
be linearized about equilibrium positions and the control 
voltages by using Taylor series expansion. The 
linearized magnetic forces are; 
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           (20) 
 

or 
VKZKF vp +−=                         (21) 

 

The flux coupling between the axial and radial planes 
can be determined by the cross coupled stiffness 
properties of Eq. (20). The linearized magnetic forces 
calculated at the equilibrium points ( 0x = 2 mils, 0y = -1 
mils, 0z = 3 mils, 0xv = 0.5 volts, 0yv = 0.3 volts, 0zv = 1 
volts) after the 4-th radial coil and an axial coil failed 
operation are; 

 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

−−−
=

87.269919453.1085616.13725
66.922790.96848403.3011

28.1040743.1654713.939484

pK ,

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

82.17908.1232.0
32.109.8128.0

64.164.255.82

vK  

 
The fault-tolerant control scheme can be easily 

implemented in a physical controller (DSP). The 
controller consists of two independent parts, which are a 
feedback voltage control law and an adaptive current 
distribution mechanism. Though any control algorithm 
for magnetic bearing systems appearing in the literature 
can be utilized with the fault tolerant scheme, for sake of 
illustration, a simple PD feedback control law is used to 
stabilize the system.  

                         ϕϕϕ
&

dpc KKv +=                            (22) 

),( yx∈ϕ  
 
While the feedback control law remains unaltered 

during the failure the appropriate current distribution 
matrix T  can be continuously updated using an adaptive 
current distribution mechanism. Failure status vectors 
and the corresponding distribution matrices for the 5 
possible states including an unfailed vector can be 
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tabulated in a reference table and stored in the DSP 
controller as a part of searching algorithm. The 
distribution matrix corresponding to the failure vector is 
implemented in the controller. By prior experience this 
series of actions for failure detection, searching for T , 
and replacement by the new T  can be implemented in 
one loop time of a fast ( > 15K sec-1 ) DSP controller. 
Any one coil out of 4 coils is free to fail while bearing 
properties such as the load capacity and stiffness remain 
invariant, if T~  is replaced by 1T , 2T , 3T , and 4T  shortly 
after failure. 

 
 

4   Conclusion 
 

A fault tolerant current distribution scheme is 
developed for a bi-directional, permanent magnet biased, 
homopolar magnetic bearing.  The bearing preserves the 
same magnetic forces before and after failure even 
though one coil among four radial coils and one coil of 
two axial coils fail. A one-dimensional circuit that 
represents the bi-directional bearing is analyzed to obtain 
the optimal bearing parameters such as the radial pole 
face area, number of coil turns, and permanent magnet 
size. The results show advantages of the fault tolerant 
scheme and bi-directional bearing improvements relative 
to conventional magnetic suspension. Fault tolerance of 
the magnetic bearing actuator can be achieved at the 
expense of additional hardware requirements and 
reduction of overall bearing load capacity.   

These bidirectional magnetic bearings with fault 
tolerant capability can be used as robot joints. Since 
magnetic bearing supported robot arms can avoid oil 
lubrication and dust generation, they can be used for 
robots in clean environment, in vacuum chambers, or in 
space. They also have some more advantages over 
conventional robot joints such as frictionless 
manipulation, force control, force sensing, active 
vibration control. 
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Abstract 
Parallel manipulators have been used to a variety of 

applications, including the motion simulators and 
mechanism for precise machining. A Stewart-Gough 
type parallel manipulator is composed of six linear joints, 
which have wider contact areas than revolute ones, so 
linear joints are more affected by frictional force. First, 
the reference trajectories are computed from the model 
of the parallel manipulator assuming that it is subject to 
only the gravitational force and no friction exists. In the 
actual operation where friction exists, the control inputs, 
which correspond to the friction forces, are obtained by 
forcing the actual joint variables to follow these 
trajectories by proper control. It is shown that control 
performance can be improved when the friction 
compensation based on this information is added to the 
controller for position control of the moving plate of a 
parallel manipulator. 
 
 
1. Introduction 

Recently, there are carried out so many parallel 
manipulator applications for machining machine, motion 
simulator [1,2] and so on. In particular, a conventional 
Stewart-Gough type parallel manipulator has a good 
rigidity ration over the weight since it uses mainly linear 
actuators where bending effect does not apply. In 
addition, the errors from each actuator are not 
accumulated and distributed since the actuators are 
arranged in parallel with closed loop form. Thanks to the 
characteristics, there is introduced the parallel 
manipulator to applications of handling tool and carriage 
in the machining machine which requires high rigidity.  
 

Generally, on the contrary to the merits above, there is a 
deficit of small workspace since the actuators have 
limited stroke and are arranged in parallel with closed 
loop form and they can interfere with themselves. In 
addition, in case of the conventional Stewart-Gough 
platform, there is significant friction force on each 
actuator. A linear type actuator has wider contacting 
surface than a revolute one and has more friction 
problem. Meanwhile, ball-screw device for converting 
rotation to translation motion may have an intentional 
pre-stress because pre-stress can eliminate backlash and 

any other mechanical alignment error. The pre-stress can 
cause more friction problem. In particular, the 
conventional Stewart-Gough platform has 6 identical 
actuators, and the actuators are required to be as more 
identical as possible. However, it is impossible that they 
are all identical perfectly. Friction force on each actuator 
is expected to be detected and is compensated for better 
control performance. 
 

As a method for detecting friction force, when a 
constant force is applied to the destination, the resultant 
acceleration can tell us how much friction force is. That 
is hard to be performed due to a calibration problem 
because it is hard to apply an exactly scaled force to the 
destination. The gravitational force can be a candidate 
for that because the gravitational force can be easily 
assumed as constant force. Actually, the gravitational 
force is most likely a constant and even free cost. 
 

If the gravitational force is applied to an ideal parallel 
manipulator without any friction effect, the end-effector 
of the parallel manipulator  falls down freely according 
to the Newton’s law. Actually, the end-effector falls 
down slowly than expected or even stops with the 
friction force on each actuator. When the actuators are 
controlled in order to make the end-effector follow the 
ideal free fall trajectory, the control input for the 
actuators can be assumed as the efforts for compensating 
the friction force. For better tracking performance, the 
control efforts corresponding to actuator’s position can 
be stored and recalled for controlling the end-effector to 
follow an arbitrary trajectory. 
 

In this study, Chapter 2 describes characteristics of a 
conventional Stewart-Gough platform, Chapter 3 describes a 
method for detecting friction force, Chapter 4 shows the 
validity of the method with experimental results, Chapter 5 
makes conclusions finally. 
 
 

2. Stewart-Gough parallel manipulator 
Stewart-Gough has two plates, moving plate 

(end-effector) and fixed plate that are connected with 6 
linear actuators in parallel. The end-effector has 6 dof 
(degree of freedoms) with 3 dof of position and 3 dot of 
orientation [4]. A parallel manipulator like the 
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Stewart-Gough platform, has opposite characteristics to the a 
serial one that inverse kinematics for the parallel is easier 
than that for a serial one, forward kinematics of the parallel 
one is more difficult than that of a serial one and does not 
even have analytical solutions. In addition, it is possible to 
perform accurate control since the actuation structure is 
closed form and the error on each actuator is distributed and 
it is also to obtain high rigidity over lightweight since the 
actuators run stress and tensional direction without bending. 
Meanwhile the end-effector workspace is limited since the 
actuator’s stroke is limited and has closed form structure. 
  

Meanwhile as a parallel manipulator uses a linear type 
actuator and the contacting surface of the linear type actuator 
becomes wider than a revolute type actuator, friction force 
effect of the parallel manipulator is significantly increasing. 
In addition, ball-screw device for converting rotation to 
translation motion may have an intentional pre-stress 
because pre-stress can eliminate backlash and any other 
mechanical error. The pre-stress can cause more friction 
problem. As a result, the parallel manipulator falls down 
slowly or even is fixed due to the friction force without 
any actuation force. 
 

Figure 1 shows a conventional Stewart-Gough platform 
built in the study. As an experimental setup, the 
Stewart-Gough platform uses a ball-screw device at which a 
high pre-stress (75kgf) is applied. Due to the friction force, 
the end-effector of the parallel manipulator is fixed. It is well 
known that friction force is a negative factor for control 
performance. If the friction force can be detected exactly and 
compensated, the control performance will be improved. 
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Fig. 1 Stewart-Gough type parallel manipulator. 
 

3. Friction force detection using gravitational 
force 

As a method for detecting friction force on a manipulator, 
when and external force magnitude applied to a manipulator 
is increasing, a force corresponding to the moment at where 
the manipulator begins to move can be assumed a friction 
force on the manipulator. This method is very simple, 

however, it is most likely impossible to generate force 
exactly and it is required additional equipment for generating 
force. In this study, the gravitational force that always exists 
everywhere manipulator and even free cost will be used for 
detecting friction force. 
 

Dynamic equations for a multi-degree manipulator are 
described as a non-linear form equation as following 

 
τ=++ )(),()( qGqqNqqJ &&&            (1) 

 
where q∈Rn denotes joint variables on the manipulator (n 
stands for the numbers of the joints), J(q) denotes moment 
of inertia,  denotes non-linear term corresponding to 
centripetal and Coliolis force, G(q) denotes gravitational 
force term, and τ denotes external torques. The gravitational 
force term G(q) in (1) is dependent on the configurations, q 
and is independent of initial velocity or acceleration. If there 
is no external force, τ = 0, (1) becomes  

),( qqN &

 
0)(),()( ≠−=+ qGqqNqqJ &&&          (2) 

 
Only the gravitational force in (2) is applied to the 

manipulator. In case of a serial manipulator with a revolute 
type actuator that has less friction force than parallel one, the 
end-effector of the serial one falls down slowly along the 
gravitational direction since the friction force cancels some 
part of the gravitational force. If there is no friction force on 
each actuator, the end-effector falls down freely. By solving 
(2), the joint variable, qg corresponding to the free fall 
trajectory can be obtained. 
 

Here is considering a case with friction force. If the 
friction force is bigger than the external one, the friction 
force is the same as the applied external force and the 
external force is canceled exactly. As described above, 
friction force on the parallel manipulator is relatively large 
and the external force (gravitational force in this case) fades 
away due to the friction force. As a result, (2) becomes 

 
0|)|/()(),()( friction =+−=+ qqFqGqqNqqJ &&&&&  (3) 

 
where  denotes friction force acting 

opposite direction of the manipulator. 
|)|/(friction qqF &&

As if there is controlled the manipulator following the 
free fall trajectory, the control efforts to each actuator are the 
same as friction force on each actuator. The control input u 
is carefully adjusted in order for the joint variable q to follow 
the pre-computed trajectory qg.  

uqqFqG

qqqNqqJ

gg

ggggg

++−=

+

|)|/()(

),()(

friction g&&

&&&&
    (4) 

 
By letting the left side of (2) be the left one of (4), the 
following is satisfied 

 
0|)|/(friction =+ uqqF gg &&              (5) 

 
As (5) shows that the control input, u, cancels the friction 

force, , the control input will be 
corresponding to the friction force. A friction force F

|)|/(friction qqF &&

friction(q) 
corresponding to joint variable q can be obtained. Base on 
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that friction force, the friction force can be added into control 
effort as following and better control performance is 
expected. 

 
)(frictionnominalenhanced qFuu +=         (6) 

 

4. Experiments 
A Stewart-Gough platform is constructed for the study. 

It consists of 6 linear actuators with 400W class BLDC 
(BrushLess DC) motor and ball-screw device. Detail 
specifications are on the following Table 1, and the 
experimental setup is shown in Fig. 2. A computation 
burden for the controlling the parallel manipulator is 
very significant. The controller consists of 2 parts, high 
level and low level controller. The high level controller, 
PC takes role of kinematics computation while the low 
level controller, TMS320C31 DSP takes role of 
controlling each actuator.  

 
Table 1 Workspace of the developed parallel manipulator. 

 
Items Ranges 

Pay Load 200kg 
X-translation ±0.2m 
Y-translation ±0.2m 
Z-translation ±0.1m 

Roll ±25o

Pitch ±25o

Yaw ±30o
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Fig. 2 Schematic of experimental setup. 

 

4.1 Friction force detection 
 
Before performing the experiments, inverse dynamics of 

the parallel manipulator is computed under external force 
condition of gravitational force. As the external force is 
applied vertically to the parallel manipulator and the 
configuration of the manipulator is symmetric, every 
trajectory of each actuator is the same. For that reason, only 
one trajectory of the actuator and vertical trajectory of the 
end-effector are shown in Fig. 3. 

Each actuator connected to the real parallel manipulator is 
controlled to follow the pre-computed free fall trajectory and 

the control efforts are shown in Fig. 4. They are 
corresponding to forces overcoming the friction forces. 
There are shown friction forces of 250 N average. They 
show that the biggest friction is on 3rd actuator and the 
smallest one is on 4th actuator. 
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Fig. 3 Trajectories of linear actuator and moving plate 
under gravitational force alone. 
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Fig. 4 Control efforts of six linear actuators which follow 
the ideal trajectories. 

 
As a result of detecting the friction force of the parallel 

manipulator, the resultant shows that the friction force on 
each actuator is different with each other though the 
configuration of the parallel manipulator is symmetric. The 
reason is that all the parts for the parallel manipulator is not 
ideally uniform and fabricated. If the same gain is applied to 
the each controller without considering each actuator’s 
property, it is hard to expect to obtain uniform control 
performance. 
 

4.2 Friction compensation 
 

In order to check the validity of the detected friction force, 
the friction force profiles are applied to the controller. There 
is introduced a simple PID controller for showing potential 
of the friction force compensation. 

 

∫ −+−+−= )()()( refrefref qqKqqKqqKu &&DIP dt (7) 
 

where denotes proportional gains, integral ref,,, qKKK DIP
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gains for compensating the gravity, derivative gains, and 
reference trajectory respectively. The detected friction force 
is added into the control effort finally shown in (6). 

 
Figure 5 shows 2 cases; one is that only feedback 

controller takes role of compensating property of each 
actuator (assuming that mechanical property and friction 
force on each actuator is the same), the other is that 
pre-computed friction force is added into the control input. 
In order for all 6 actuators to move simultaneously, a circular 
trajectory is introduced for reference trajectory. Figure 5 
shows that the tracking performance for friction 
compensation with feedforwarding pre-computed friction 
force to the control input along the joint variable q, is better 
than that for no friction compensation. In case of no friction 
compensation, the reason for the irregular tracking pattern is 
that each error on the actuator is represented in end-effector 
non-linearly due to the non-linear kinematics of the 
manipulator. 
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Fig. 5 Tracking performance of the moving plate 
following reference circular trajectory during the 
PID control without and with friction 
compensation. 

 

Figure 6 shows control inputs of both cases. Though the 
outlines of both cases are similar to each other, in case of 
friction compensation, the control input difference between 
max. and min. is decreasing little bit. The reason is expected 
that the integral part increases the control input to overcome 
the friction force. 
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Fig. 6 Control inputs for (a) the controller without 
friction compensation, and (b) the controller with 
friction compensation. 

 
5. Conclusions 

There is introduced a friction force detection scheme for a 
parallel manipulator in this study. This scheme uses the 
gravitational force for free cost and makes the compensation 
algorithm be only a part of control algorithm without any 
additional equipment. Because the scheme is included in the 
controller as a part of algorithm, the friction detection 
scheme can be carried out at every initial action or at any 
time for the request. The possibility to carry out the friction 
detection at every initializing becomes a very significant 
merit when the friction force is always subject to change 
according to environmental temperature, humidity, and 
operating conditions. 

 
By performing experiment of friction compensation with 

the detected friction force, the validity of the friction 
detection method is presented. Since the friction 
compensation method can be implemented into main 
controller with feedforward form, it does not require 
additional complicated computation burden. 
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Abstract 

 
This paper presents how it is effective to use many 

features for improving the speed and the accuracy of the 
visual servo systems. Some rank conditions which relate 
the image Jacobian and the control performance are 
derived. It is also proven that the accuracy is improved 
by increasing the number of features. Effectiveness of 
the redundant features is evaluated by the smallest 
singular value of the image Jacobian which is closely 
related to the accuracy with respect to the world 
coordinate system. Usefulness of the redundant features 
is verified by the real time experiments on a Dual-Arm 
Robot manipulator made in Samsung Electronic Co. Ltd.. 
 
1  Introduction 
 

Recently, robots can perform assembly and material 
handling jobs with speed and precision yet, compared to 
human workers robots, are hampered by their lack of 
sensory perception. To address this deficiency 
considerable research into force, tactile and visual 
perception has been conducted over the past two decades. 

Visual servoing is the fusion of result from many 
elemental areas including high-speed image processing, 
kinematics, dynamics, control theory, and real-time 
computing. It has much in common with research into 
active vision and structure from motion, but is quite 
different from the often described use of vision in 
hierarchical task-level robot control systems. Many of 
the control and vision problems are similar to those 
encountered by active vision researchers who are 
building robotic heads. However the task in visual 
servoing is to control a robot to cope with its 
environment using vision as opposed to just observing 
the environment. 

Most visual servoing problems can be considered as 
nonlinear control problems with the gray level of each 
two dimensional pixel array being an observation. The 
difficulty of the problem is the size and the nonlinearity. 
The size of the observation is larger than ten thousand 
and they have nonlinear interaction with each other. A 
few researches based on the stochastic models of the 
two-dimension observation are found, but most visual 
servoing schemes uses the features of the image as the 
observation. To manipulate objects with complex shapes, 
it is important to deal with complex features such as 

spheres and cylinders. However, the time extracting 
complex features will become too long based on limited 
hardware. Accordingly, visual servoing scheme which 
utilizes many features effectively is required. 
Furthermore exploiting the information carefully from 
the features will give robust and accurate control 
performance [4], [5], [6]. 

Sanderson et al. proposed a feature-based approach 
and defined the Jacobian of ideal inverse interpretation 
which was considered as the infinitesimal change of the 
relative position and orientation between the camera and 
the object in the environment. 

Newman et al. proposed an adaptive control law based 
on a single input single output model and a feature 
selection criterion were proposed [10], [11], [12].  The 
criterion addressed the choice of which feature should be 
used to control each actuator, where the number of 
selected features is equal to the number of the actuator. 
Feddema et al. [3], [4], [5], [6] also studied the selection 
method of the features to make the Jacobian good 
condition. Real time experiment of gasket tracking 
showed that the proper selection of features is necessary 
to minimize the effect of image noise. 

Papanikolopoulos et al. [5], [6], [7] experimentally 
examined many control algorithms including 
Proportional-Plus- Integral, pole assignment and linear 
quadratic gaussian. Some adaptive control schemes were 
also examined in [8]. These approaches do not consider 
to use the redundant features which are defined as the 
features whose number is more than the degrees of 
freedom of the robot manipulator. 

Chaumette el al. [8] and Espiau el al. [9] derived the 
interaction matrix, and introduced the concept of task 
function. Chaumette [2] extended the task function 
approach to the complex features. Jang and Bien [10] 
mathematically defined the  “feature”, and derived the 
feature Jacobian matrix. The authors [12] derived the 
image Jacobian, and used its generalized inverse and PD 
control to generate the hand trajectory. These schemes 
are based on the generalized inverse of the Jacobian. 
Redundant features can be used. However, the 
parameters to improve the control performance are very 
limited and the controllability of the redundant features 
are not discussed. 

The authors proposed a linearized dynamic model of 
the visual servo system and linear quadratic control 
scheme for redundant features [11], [13]. 
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The controllability problem was discussed but the 
performance improvement by utilizing the redundant 
features was not presented. 

This paper presents how the control performance of 
the feature-based visual servoing system is improved by 
utilizing redundant features. Effectiveness of the 
redundant features is evaluated by the smallest singular 
value of the image Jacobian which is closely related to 
the accuracy in the world coordinate system. Usefulness 
of the redundant features is verified by the real time 
control experiments. To illustrate the accuracy of the 
redundant visual servo system, real time experiments on 
the Dual-Arm robot with eight joints are carried out. 
Translation and rotation step response with three, four 
and five features are examined in this experiment. 
 
 
2  System Modeling and Formullation 
 

The object image moves with the joint angle to the 
object image, which is composed of the kinematic model 
and the camera model as shown in Fig.1. Suppose that a 
camera is mounted on the robot hand and the object does 
not move. The kinematic model is a map from the joint 
angle to a position of the camera. Since the camera is on 
the robot hand, the camera position is uniquely defined 
by the joint angle θ  based on the kinematic structure of 
the robot. The camera model is a map from the position 
of the camera to the camera to the image of the object. 

 The object image is generated by the perspective of 
the relative position between the camera and the object. 
The perspective projection is a map between two 
different representations of the position of the object, i.e., 
the representations in the camera coordinate system 

and in the image plane [ ]TXYZ [ ]Txy . 
The perspective projection with  being the focal 

length of the lens is given by 
f

 
[ ] [ ] )/( zfYXyx TT =                 (1) 

 
Suppose that there are n feature points, namely 

, on an object and the 
corresponding positions in the image plane are 

. Assume that the shape and the 
size of the object are known and constant (i.e., the object 
is a rigid body). Then  for  become 
functions of the joint angle 

[ ]Tiiii ZYXp = ),....,1( ni =

[ ]Tiii yx=ξ ),....,1( ni =

iξ ni ,....,1=
θ . Let us define a  

dimensional feature vector by . Then the 
system model for  feature points is defined by the map 

 from the joint angle 

n2
[ TT

n
T ξξξ L1≅ ]

n
nm 2: RR →ψ θ  to the feature 

vector ξ as follows: 
( ) ξθψ ≅              (2) 

 
where  is the number of the joints of the robot. m

Since the task must be carried out in the nonsingular 
region of the robot, the nonsingular region is called the 

operation region . We restrict the robot motion 
in the operation region. Thus the robot Jacobian  robot 
is invertible in the working area. It is useful to introduce 
the feature manifold 

mR⊂Μθ

J

Μ , which is defined by 
 

}),(:{ 2
θθθψξξ Μ∈=∈=Μ nR            (3) 

 
The features on the feature manifold is called the 

admissible features. If the features are admissible, then 
the robot Jacobian is invertible by definition. In equation 
(3), θ  represents joint angle. 

Differentiation of the system model yields 
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Fig. 1 System Modeling 
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where the mn×2  matrix is defined by J
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The matrix  is given by [14], [12]  J i
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and called the image Jacobian [12].  is the robot 
Jacobian expressed in the camera coordinate system. 
Since the vector  is the linear and angular 
velocities of the camera expressed in the camera 
coordinate system, J  becomes the infinitesimal 
change of the position of the camera. Moreover, 

 becomes the infinitesimal change of the 
features according to the infinitesimal change of the joint 
angles. 

ARM
c J

6R∈θ&ARM
c J

i
im

)(

ARM
ci

im JJiJ )()( ≅

The degenerated features are the features for which 
the extended image Jacobian is not full rank. The 
degenerate features should be avoided because the 
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inverse map (the map from ξ  to θ ) becomes singular. 
Thus, when the number of joints is , m
 

mJrank =)(θ                         (7) θθ Μ∈∀
 
is required for all admissible features. To satisfy this 
condition  is an obvious necessary condition, 
but it is not sufficient for some cases. 

2/mn ≥

For example, consider a general six degree of freedom 
. In this case,  is necessary. If )6( =m 3≥n 3=n , 
 the camera lies on the cylinder(Fig. 2) which 

includes the three points and the axis of which is 
perpendicular to the plane containing these points. For 
any attitude of the camera, J is singular. Thus 

6〈Jrank

3=n  is 
not sufficient and  is desirable. For the case of 

, we have the following theorem. 
4≥n

4=n
 

Feature
Points

 
Fig. 2 Singular Cylinder 

 
Theorem 1: Suppose that there are four points on a 

plane and the corresponding feature vector is admissible. 
Then the extended image Jacobian is full rank if any 
three feature points out of them are not collinear in the 
image plane. 

Proof : Let the plane on which the four points exist be 
.  Then  satisfies  

for . Substituting (1) into this yields 
rqYpXZ ++= iZ rqYpXZ iii ++=

4,,1L=i
 

r
qypxf

Z
f ii

i

−−
=                    (8) 

 
And substituting this into (6) yields 
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Then we obtain , where ARM
c JMNJ = =M  

[ ]TTTTT MMMM 4321 . It is straightforward to see that 
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Thus M  is invertible because any three feature points 

are not collinear. On the other hand, if , the 
first six rows of  is linearly independent. If 

022 ≠+ qp
N 0== qp , 

the first four and the last two rows are linearly 
independent. Thus rank 6=N . finally, since all features 
are admissible,  is invertible. Therefore, the 
extended image Jacobian  is full rank. 

ARM
c J

J
 
 
3   Analysis of Visual Servoing 
 

For evaluating the performance of the feature-based 
visual servo system, it is useful to discuss the ratio of the 
joint angle error to the feature vector. The following 
theorem shows that increasing the number of the feature 
point is an effective way to improve the performance. 

Let the joint error be 
dθθθ −=∆  and the feature error 

be . Define the worst joint/feature error ratio 
, called sensitivity, as follows: 

dξξξ −=∆
ER

 

)(
1sup

min0|| J
ER

βξ
θ

ξ
=

∆

∆
=

≠∆
                   (12) 

 
where  is the minimum singular value of J . 

Then the sensitivity ER  decreases strictly by increasing 
the number of non-degenerated features on the object. 

)(min Jβ

Let  be the image Jacobian for n feature points and 
 be the image Jacobian obtained by adding an extra 

feature point to the already existing feature points. 

nJ

1+nJ

Then we have 
 

⎥
⎦

⎤
⎢
⎣

⎡
=

++ )1(1 n
n

n J
J

J                             (13) 

where  is the  image Jacobian 
corresponding to the newly added feature point. It is 
straightforward to see that 

)1( +nJ m×2

 
)()( 1minmin +≤ nn JJ ββ                      (14) 

 
The equal sign holds only if each row of  is 

linearly dependent to , i.e., only if  is not full 
rank. Since we assumed that the features are not 
degenerated, the equal sing should be dropped. Thus 

)1( +nJ
nJ 1+nJ
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adding extra feature points strictly increases the 
minimum singular value. 

This theorem says that we can reduce the joint angle 
error by increasing the number of feature points. 

Linearizing the model (2) with the feature vector 
being the state vector yields an uncontrollable model 
because ξ  can not move arbitrarily in [13]. A 
simple way to avoid this problem is to map 

n2
.R
Μ∈ξ   onto 

the tangent space of Μ by using the following 
transformation. 
 

)( d
T
dJz ξξ −=                              (15) 

 
where  is the image Jacobian at the 

desired point[16]. Note that 
)( dd JJ θ=

z  and θ  are one-to-one in 
the neighborhood of . The dynamics of the feature 
error on the tangent space of the manifold  is given by 

dθ
Μ

 
θθ && )(JJz T

d=                                 (16) 
 
Thus, for a simple continuous time control law 

 with a positive definite constant matrix Kz−=θ& K  
yields an asymptotic stability if  is positive 
definite. It is shown that this condition is satisfied fairly 
large region about  [13]. 

)(θJJ T
d

dθ
 
 
4   Experiments and Discussion 
 

As shown in Fig.3, the objects are white boards with 
three, four and five black marks. Three points are 
arranged to make a regular triangle with edge length 
120mm. Four points are on corners of a square with edge 
length 120mm. All marks are on a plane except the one 
of five points at the center of the square, which has 
height 60mm. Dual-Arm robot holds the objects and a 
camera(Fig.4). The world coordinate system 

 is at the base of the Dual-Arm robot. A 
nominal camera position is almost in front of the plane 
on which the marks exist. To avoid the singular 
cylinder(Fig.2) the optical axis and the normal axis of 
the object plane are not aligned. The distance is about 
1000mm. The features are the 

ZYX ωωω −−

x  and  coordinates of 
the center of the image of each mark. Computing their 
minimum singular values at the reference position gives 

y

 
35.0)( 3min == Jβ ,  

  65.0)( 4min == Jβ ,                       (17) 
60.3)( 5min == Jβ                            

 
Thus accuracy of the position control of the camera in 

the 3D work space will be improved by using 5 features. 
We carried out many step tests to this observation. 

The first experiment is a step motion in vertical axis. 
The object is moved upward for 120mm (i.e., in  

direction). The camera is controlled to keep the features 
at the initial positions. Thus the initial values and the 
reference values are the same. The object motion is 
considered as a disturbance for the plots of the features 
in the image plane. On the other hand, the object motion 
becomes the step change of the reference position for the 
plots of the camera motion in the world coordinate 
system. Since Dual-Arm robot has only 6 degrees of 
freedom, the orientation of the object changed slightly. 
Thus, the reference orientation is [2.8, 0, -1.8] degrees 
expressed in the Euler angles, say 

Zω

φη,,p . 
 

120mm 120mm 120mm

8 mm 8 mm
60 mm

height :40 mm

 
Fig. 3 Configuration of Feature Points 

 

 
Fig. 4 Experimental Setup 

 
Table 1. Specification of Dual Arm Robot 

Content Unit Spec. Remark 

1st Arm deg 180  
2nd Arm deg 450  
Z Axis mm 150  

Workspac
e 

R Axis deg ±180  
Maximum Reach mm (350+260)  

Payload Kg 2.5 High-speed
Max. Resultant Vel. m/sec 5.4 1,2 Axis 

Plane mm 0.05 1,2 Axis 
Z Axis mm 0.02  

Position 
Repeatabil

ity M Axis deg 0.05  
Weight Kg 200  

Coincident Control 
Axis No. EA 8Axis 

(4+4)  
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Fig. 5 Response in Image Plane for 3 Points 

(Vertical Step) 
 
 
 

 
Fig. 6 Response in Image Plane for 4 Points 

(Vertical Step) 
 
 
 

 
Fig. 7 Response in Image Plane for 5 Points 

(Vertical Step) 
 

 
 

 
 

 
Fig. 8 Error in 3D for 3 Points (Vertical Stop) 

 
 
 
 

 
Fig. 9 Error in 3D for 4 Points (Vertical Step) 

 
 
 
 

 
Fig. 10 Error in 3D for 5 Points (Vertical Stop) 
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Fig. 5 has six curves which show the x  and  
coordinates of the three feature points in the image plane. 
The horizontal axis is the time. The curves disturbed 
largely are the y  coordinates and the others are the 

y

x  
coordinates.  They are almost stabilized in two seconds. 
Fig.7 depicts the image coordinates of five points. All 
responses in the image plane are similar to each other. 

The plots in Fig.8 depicts the position errors of the 
camera for three feature points (measured in the world 
coordinate system). The error in  direction is 
diverging. However, as shown in Fig.9, the response of 
the camera position with four feature points is stabilized. 
It is sluggish, and it takes more than 20 seconds to 
stabilize the disturbance. Fig.10 is the response with five 
feature points. It is improved very much for both speed 
and accuracy. The steady state errors are smaller than 
5mm for all directions 

Yω

 
 
5   Conclusion 
 

In this paper, it has been presented how the control 
performance of the feature-based visual servo system is 
improved by utilizing redundant features. Effectiveness 
of the redundant features is evaluated by the smallest 
singular value of the image Jacobian which is closely 
related to the accuracy in the world coordinate system. It 
shows that the accuracy of the camera position control in 
the world coordinate system was increased by utilizing 
redundant features. Real time experiments on dual-arm-
robot were carried out to evaluate the improvement of 
the accuracy and speed by utilizing the redundant 
features. The results verifies that the minimum singular 
value of the extended image Jacobian plays an important 
role for performance improvement of the feature-based 
visual servoing. 
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Abstract 
 
In recent robotics research, a parallel-kinematic mani-

pulator has been increasingly studied for possible use as a 
machine tool due to the advantages of high stiffness and 
accuracy over serial-kinematic manipulators. In general, a 
spatial parallel manipulator has some limitations for 
increasing the stiffness only with six actuators. In order to 
further increase the stiffness of a machine tool, the method 
to add more than one additional actuator may be considered, 
although it may cause some more cost and restrict the 
workspace to some extent. In this paper, a prototype Stewart 
platform based machine tool with two redundant legs is 
demonstrated. The passive force controller for the redundant 
legs is suggested and the kinematic calibration of the 
redundant legs is performed. Finally, cutting experiment 
result is presented to show the effectiveness of the redundant 
actuation method. 
 
1 Introduction 
 

It has been well recognized that the Gough-Stewart type 
parallel manipulator, or referred to here shortly as the 
Stewart platform, has some advantages over serial-type 
manipulators in view of positioning accuracy and stiffness 
[1]. Among all the possible applications, the Stewart 
platform interests many researchers especially in using it as 
a machine tool. In designing and evaluating a machine tool, 
stiffness may be one of the most important factors to be 
considered, since the stiffness directly affects accuracy in 
machining applications. Although a parallel manipulator is 
usually stiffer than a serial manipulator, it is made up of 
several serial chains. For example, a Stewart platform 
consists of 6 serial chains, which can be modeled as 6 linear 
springs connecting base to moving platform. If there are 
limitations to increase the stiffness of each serial chain, the 
remaining way to further increase the Cartesian stiffness is 
to add more serial chains, i.e., springs in parallel. 

With this regards, the redundant actuation method to add 
more than one additional serial chain is suggested. In 
general, the stiffness of a Stewart platform along the X- and 
Y-axes is smaller that that along the Z-axis. Therefore, in 
this work, two redundant legs are placed on the XY plane, in 
order to further increase the stiffness along the X- and Y-

axes; One (7th leg) is mounted along the X-axis and the other 
(8th leg) is along the Y-axis as shown in Figs. 1 and 2.  

Since the six legs of a Stewart platform fully define the 
position and orientation of the end-effector, the lengths of 
the two redundant legs cannot be arbitrarily determined. 
When there exist some kinematic errors in the redundant 
legs, the legs need to have some compliance not to break the 
system. To give some compliance to the redundant legs and 
to make the redundant legs act like linear spring, a passive 
force control method is developed. In order to reduce 
undesired internal forces between the redundant legs and the 
Stewart platform, the initial lengths of the springs should be 
accurately determined. For that purpose, the kinematic 
calibration method of using constrained optimization is 
suggested. The experiment result of the calibration shows 
that the suggested algorithm is more robust to measurement 
noises that the previous ones [2-5].  

This paper is organized as follows: First, a prototype 
Stewart platform based machine tool with two redundant 
legs is demonstrated. The passive force controller for the 
redundant legs is suggested and the kinematic calibration of 
the redundant legs is performed. Finally, cutting experiment 
result is presented to verify the effectiveness of the 
redundant actuation method. 
 
2 System Configuration 
 

The overall system of the Stewart platform based 
machine tool system with two redundant legs is shown in 
Fig. 1. The kinematic parameters of the manipulator are as 
follows (refer to Fig. 2 and [6]): 

400=br , 150=mr ,  
801min, =il , 364=∆ il , for 6,,2,1 K=i  

where br  and mr  denote the radii of the base and moving 
platforms, respectively, min,il  and il∆  denote the minimum 
length and stroke of a leg, and the unit of length is 
millimeter. The locations of the spherical joints of the 
machine tool with respect to each coordinate system can be 
expressed by 
 

T
iibi r ]0,sin,[cos ΛΛ=b  

T
iimi r ]0,sin,[cos λλ=M ,  for 6,,2,1 K=i  
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Fig. 1  Prototype Stewart platform based machine tool 

with two redundant actuators. 
 

 
Fig. 2  Kinematic configuration of the manipulator. 

 
where ]60,60,180,180,60,60[ bbbbbb φφφφφφ +−−−+−+−= ooooooΛ ,  

],120,120,120,120,[ mmmmmm φφφφφφ −+−−−+−= ooooλ , o10=bφ  and 
o16=mφ . 

The minimum length and stroke of a redundant actuator are 
given by 

291min, =il , 364=∆ il ,  for 8,7=i . 
The locations of the spherical joints of the redundant actuators 
with respect to each coordinate system are given by 

T]985,0,725[7 −=b , T]1045,725,0[8 =b  
T]62,0,255[7 −=M , T]62,10cos255,10sin255[8

oo−=M  
 

3 Passive Force Control 
 

Since the six legs of the Stewart platform fully define 
the position and orientation of the end-effector, the lengths 
of the two redundant legs cannot be arbitrarily determined. 
If all the kinematic parameter values were perfectly known, 
the lengths of the redundant legs can be simply determined 
by the inverse kinematics. However, since it is almost 
impossible to know the exact kinematic parameter values, 
the redundant legs must have some compliance, otherwise, 
the manipulator may not move or very large internal forces 
may be generated, which could break some parts.  

For better stability, the following passive force controller 
is suggested, which can provide two virtual linear springs to 
the moving platform in cutting as shown in Fig. 3. Therefore, 
the static and dynamic errors of the moving platform due to 
cutting force may be reduced. In this work, the passive force 
controller with the trajectory estimator is suggested by 

Control Law: xkxxkf dp &−−= )ˆ(  (1) 

Trajectory Estimator: s
f

d f
k

xx 1ˆ +=  (2) 

where dx  and x  denote respectively desired and actual 
positions and x&  is the derivative of actual position with 
respect to time. sf  is the measured force from the load cell 
mounted at the end of a redundant leg. x̂  is the estimated 
trajectory based on the information of the force sensor. 

pk and dk  are the proportional and derivative gains, 
respectively, and fk  corresponds to the stiffness of a 
redundant leg. The block diagram of the suggested passive 
controller is shown in Fig. 4. The reason for using the 
trajectory estimator instead of the traditional stiffness 
controller is that the back-drivable force of redundant 
actuators is relatively large. 

 
Fig. 3  Planar representation of the passive force controllers. 

Redundant
 Actuator

1/ k f

kp f f 
x

xd

kd x

x
s

 
Fig. 4  Block diagram of the suggested passive force controller. 

 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 187



4 Kinematic Calibration 
 

 
Fig. 5  Kinematic error model. 

 
4.1 Kinematic Error Model 
 

In Fig. 5, the outer vector loop represents the actual 
model to be estimated through calibration, and the inner 
vector loop indicates the nominal model based on the CAD 
data. The actual leg length and position vectors of the 
spherical joints can be written as  

iii lll δ+= , iii MMM δ+= , iii bbb δ+=  (3) 
where the kinematic parameters for a nominal model are 
expressed with an upper bar. ilδ , iMδ  and ibδ  are the 
kinematic errors of a leg length and locations of spherical 
joints at the moving and base plates, which will be estimated 
by the kinematic calibration. 

Using the vector loop in Fig. 5, an actual leg can be 
expressed by 

iiii R bMll δδ −+=
~   (4) 

where il~  is defined as a virtual leg by [6-8] 

iii R bMxl −+=
~   (5) 

where x  and R  denote the actual position vector and 
rotation matrix of the end-effector. The quadratic form of Eq. 
(4) can be written as the following: 

)~~(

~
)( 2

i
T
ii

T
ii

T
i

2

i

2

i
2

iii
2

i

RR2

llll

bMblMl

bM

δδδδ

δδδ

−−+

++=+=
  (6) 

 
4.2 Kinematic Calibration Method 
 

When there exist some measurement errors not to be 
negligible, the calibrated kinematic values may be updated 
to an undesirable direction. Although the exact information 
about the kinematic errors cannot be known without the 
well-organized calibration method, the bounds of the 
kinematic errors may be estimated. When the updated 
kinematic parameters will go to an unexpected point due to 
measurement noises, it may be required or useful to impose 
the inequality constraints on the kinematic errors. 
Furthermore, even in absence of noise in the measurement, 
the previous calibration algorithms may lead to up to 20 

different values for the kinematic parameter [5]. With this 
regards, the optimization with inequality constraints is 
suggested for the kinematic calibration. The constrained 
optimization problem for the kinematic calibration can be 
stated as follows: [8] 

bimili

m

k

2
k

eeel

FH

≤≤≤

= ∑
=

bM δδδ ,,:Subject to

  :Minimize
1  (7) 

where the subscript mk ,,1 K=  denotes the number of 
each measurement, the bounds of kinematic parameter 
errors can be obtained from the information on tolerances of 
parts and assembling errors, and the objective function is 
given by 

)~~(

~
)( 2

ik
T
ii

T
iik

T
i

2

i

2

i
2

ki,iik

RR2

l-llF

bMblMl

bM

δδδδ

δδδ

−−−

−−+≡
(8) 

 
4.3 Experiment Results 
 

In this section, the effectiveness of the constrained 
optimization is verified through the calibration experiments 
on two redundant actuators of the Stewart platform in Fig. 1. 
Since the proposed passive force controller for redundant 
legs is basically based on a position control, the accurate 
kinematic information becomes one of the most important 
factors in control. Since the lengths of six non-redundant 
legs are given, the position and orientation of the end-
effector can be obtained from the forward kinematics, which 
will be used for the measurement positions and orientations 
in the calibration of redundant legs. 

In order to show the effectiveness of the proposed 
constrained optimization method, the results from the 
unconstrained and constrained optimization methods have 
been compared. The bounds of the kinematic errors are 
assumed as 

05.08,7 <lδ , 508,7 <bδ , mm][  18,7 <Mδ . 
It is noted that the bounds of the constraints are based on the 
information about tolerances of parts and assembling errors. 
It can be seen that the kinematic errors from the constrained 
optimization are obtained within the ranges of constraints. 

In Fig. 6, the errors between the measured and the 
calculated lengths before and after calibration are plotted at 
the sixteen measured points. From these plots, it can be said 
that the proposed calibration algorithm using constrained 
optimization is more effective than the previous algorithm 
using unconstrained optimization. The length errors from 
the constrained optimization are within 1± mm.  
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Fig. 6  Calibration results of the redundant legs. 
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5 Cutting Experiment 
 

In order to show the effectiveness of the redundant 
actuation scheme, the dynamic errors in cutting have been 
measured both for the non-redundant and redundant cases. 
Some of the cutting conditions for the machining 
experiment are as follows: 
 

Tool: flat end-mill with 2 flutes and 10φ [mm], 
Feedrate: 30 [mm/min], 
Spindle speed: 2000 [rpm], 
Material: Al 2024, 
Measurement device: resolution with 1[ µm ]. 

 
The cutting direction is along the X-axis, and using the 

linear encoder, the dynamic error in the cutting operation is 
measured along the X- and Y-axes for both non-redundant 
and redundant cases as shown in Fig. 7. In Fig. 8(a) and (c), 
the dynamic errors along the X- and Y-axes are plotted when 
no redundant legs are used. In Fig. 8(b) and (d), the dynamic 
errors are plotted when redundant legs are used. From Fig. 8, 
it can be seen that the dynamic error along the Y-axis, i.e., 
perpendicular to the cutting direction is larger than that 
along the X-axis, i.e., the cutting direction. For the cutting 
experiment with 2mm depth, the maximum dynamic error 
along the Y-axis is reduced about from 120 µm  (without 
redundant actuation) to 60 µm  (with redundant actuation). 
However, it is noticed that the static error in the redundant 
case is much larger than that in the non-redundant case. The 
major source of relatively large static error in the redundant 
case is the inaccurate kinematic information.  
 

  
Fig. 7  Dynamic error measurement along the X- and Y-axes. 
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Fig. 8  Maximum dynamic error (depth: 2mm). 

6 Conclusions 
 

The prototype Stewart platform based machine tool with 
two redundant legs is developed. For the redundant legs, the 
passive force controller is suggested, which provides virtual 
linear springs to the cutting tool so as to increase the 
stiffness along the X- and Y-axes and to reduce the dynamic 
error in cutting. The kinematic calibration method of using 
constrained optimization is suggested, which is robust to 
measuring noise. The calibration experiment on the two 
redundant legs shows that the constrained optimization 
method provides more reasonable solution than the 
unconstrained one. Using the updated kinematic parameters 
of the redundant legs and the suggested controller, the 
cutting experiment is performed. It shows that the redundant 
actuation scheme can increase the overall stiffness and 
reduce the dynamic error. However, it may yield larger static 
error if the kinematic calibration is not perfect. In the further 
works, we will focus on reducing the static error. 
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Abstract
In this paper, we summarize our previous research

concerning human-artifact relations conducted over
the past few years from an interdisciplinary perspec-
tive encompassing cognitive science, psychology, and
human-robot interfacing. Based on our findings, we
discuss the cognitive significance of a newly-emerging
sociable and affective artificial cohabitant.

Keywords: attachment, affective artifact, toy doll, co-
habitant, social interactions

1 Introduction

Why do people feel strong affection toward artifi-
cial things such as toy dolls, robots, some characters?
Japan is seeing a craze for talking toy dolls. We have
investigated this form of human-artifact relation over
the past few years from an interdisciplinary perspec-
tive encompassing cognitive science, psychology, and
human-robot interfacing. In this paper, we summarize
our findings obtained through analyses on the texts of
fan letters sent to the toy company by the users of
Primopuel (produced by BANDAI. Co., Ltd), a talk-
ing toy doll. The purpose of this paper is to discuss
the cognitive significance of a newly-emerging sociable
and affective artificial cohabitant.

2 The craze for an artificial cohabitant

Primopuel (Figure 1), produced by BANDAI. Co.,
Ltd., is very popular in Japan among middle-aged peo-
ple. Primopuel has touch sensors, a sound sensor, a
temperature sensor, and a calendar system, and a talk-
ing function (250-280 expressions) (e.g.“ I love you.”
“ Good morning.”“ How’s your life? ”). The voice
of a 5-year-old boy was adopted as the voice for the
toy. Utterance selection is controlled based on an easy

learning system according to user actions. The popu-
larity of the toy doll is evident in the fact that more
than one million units have been sold over the last five
years in Japan alone.

Figure 1. Primopuel

3 Fan letters as data

The research methodology we have adopted is to
analyze the texts of fan letters sent to the toy com-
pany by Primopuel users. We analyzed 51 fan letters
mailed to the company and 271 electronic mail mes-
sages submitted to the manufacturer ’s web site. In
order to determine the underlying cognitive states of
the users from the textual data, we categorized propo-
sitions in the texts according to a classification system
([8]), which has a number of sub-categories, such as
‘ descriptions of the toy as an artifact’,‘ personifying
descriptions of the toy’,‘ user actions toward the toy
as an artifact ’,‘ user attachment behaviors ’, and
‘ user actions toward others mediated by the toy ’.
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4 Characteristics of the toy and users

In this section, we briefly present some of research
results and outline our views concerning (i) the char-
acteristics of affective artifacts and (ii) the character-
istics of user states experienced by users who regard
to the toy as a cohabitant artifact.

4.1 Toy story

4.1.1 Affective cohabitant

Perception of the toy as a cohabitant is a key in
evoking user attachment. We suggest three factors
that prompt users to regard the toy as a cohabitant;
namely, (a) inferable states, (b) reactions, and (c) time
sharing. First, approximately 85 % of the proposi-
tions in which users describe what they find attractive
about the toy mention the toy’s utterances (53 out of
63 propositions) rather that its appearance ([8]). For
instance,“ He (= the toy) says‘ Good night’to me
and I feel all warm inside”or“He asked me to make a
scarf, so I made one for him.”Users clearly make in-
ferences about the toy’s state from its utterances and
regard it as a cohabitant. Second, the results of factor
analysis indicate that the toy ’s reactions to user be-
havior evoke in the users strong affection toward the
toy. Third, factor analysis indicates that caring be-
havior and time-sharing with the toy also evoke user
affection ([5]).

4.1.2 Sociable cohabitant

An interesting characteristic of affective toys is their
sociable function. We have found that the toy ’s
character facilitates social behavior, which, in turn,
strengthens user affection ([5]). This finding prompts
us to regard the toy as being a‘ sociable and affective’
artificial cohabitant.

4.2 Fan story

4.2.1 Perceiving the toy as cohabitant artifact

Users regard the toy as a cohabitant artifact, toward
which they can experience strong affection. Counting
expressions related to Primopuel, we found 34 (66.7
%) letters and 67 (24.7 %) e-mails including such ex-
pressions. Users described Primopuel as either a toy
(toy, stuffed toy, toy doll) or as a cohabitant (family
including grandchildren, child, brother, partner, room-
mate, friend, idol, pet). Even within a single letter, it
is possible to observe mixed cognition towards the toy.
Figure 2 presents a breakdown of users according to

their perception of the toy (as toy only, as cohabitant
only, or as both toy and cohabitant).

N=322 (51 letters and 271 e-mails)
Figure 2. Users recognition about what the toy is

Another issue examined is whether the toy is re-
garded as an artifact or whether it is personified in
any way? We extracted descriptions that are relevant
to this issue. While 1,130 propositions (36.1 %) indi-
cate the user regarding the toy as an artifact (e.g.“ I
changed the batteries”), 809 propositions (25.8 %) sug-
gest that the user are personifying the toy (e.g. ”He
(= toy) seems to sleep well”). These results lead us to
the conclusion that perception of the artifact as a co-
habitant is an underlying cognitive state of users who
experience strong affection for the artifact.

4.2.2 Attachment behaviors effect

We have collected a total of 292 propositions that in-
dicate attachment behaviors, where there is a clear re-
lationship between positive emotions/evaluations and
actions, such as“ this toy is so cute, I showed it to my
friend”and“ this is really lovely, so I will buy another
one.”More concretely, attachment behaviors include
naming (”I named him Tatsu”), conversation (“ I talk
with him ”), inferring the toy’s state (“ He seems to
be cold”), social actions (“ She proudly shows her Pri-
mopuel to her friend ”), negative actions toward the
toy (“ I ignore him..”), and being together (“ I took
him for a drive”). We have hypothesized that attach-
ment behaviors function in strengthening attachment
emotions ([6]). This has been confirmed by the re-
sults of factor analysis (e.g. User descriptions like“ I
ignore him (= toy) for a while, and then he seemed
to get angry. The way he gets angry is very lovely,
I can ’t resist it,” indicate that attachment behav-
iors strengthen attachment emotions.) ([5]). There is
also an age difference in terms of self-cognition. While
young people more often evaluate the toy positively
(young (0-39): 21.1 %, middle-aged (40-): 10.4 %),
middle-aged people more frequently describe their at-
tachment behavior (young: 10.7 %, middle-aged: 34.3
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%). Although young people tend to just describe at-
tachment emotions, such as“ it’s very cute,”middle-
aged people also mention causes and attachment be-
haviors, such as“ it ’s very cute, especially its face,
which makes me want to hold him tightly.”This in-
dicates that middle-aged people demonstrate greater
meta-self-recognition concerning their emotion states
and actions toward the toy rather than young people.

4.2.3 Life-state improvements

The positive physical and mental states of users are
often attributed to the toy, with 8.9 % of the descrip-
tions indicate positive changes in life state (e.g.“ talk-
ing with the toy makes me relax,”“ The toy gives me
warmth, energy, and vitality”“ Primopuel makes my
life enjoyable ”) ([8]). Moreover, it was found that
users believe the toy enhances interaction with family
members and/or with friends, as evidence by 16.4 % of
the letters and 10.7 % of the e-mails. (e.g.“ I give Pri-
mopuel to my neighbors as a present to let them know
just how cute he it ”). One of five factors extracted
in our factor analysis,‘ social action triggered attach-
ment,’relates to how attachment emotions can facil-
itate social behavior ([5]). This is consistent with our
cognitive Socially-supported Emotion Model (SEM)
([7], [8]). In addition, we have observed that middle-
aged people more frequently experience shifts in their
interactions with others (22.4 %) than young people
(14.4 %) ([7]). Another finding is that descriptions of
negative user life states before obtaining the toy are
correlated with their sense of improved well-being (e.g.
“ I have lived alone since my husband passed away. I
felt a keen sadness in this house. Since getting the toy,
I can say‘ Good night ’ in bed, and often smile.”)
([5]). Taking these results together, clearly the users
with high meta-self-recognition can experience state
improvements due to the affective artifact.

5 Sociable and affective artificial co-
habitant

In this section, we discuss the newly-emerging socia-
ble and affective artifact cohabitant and our cognitive
model SEM based on our findings described in Section
4.

5.1 A newly-emerging artifact

People with attachment emotions, that is, people
who have a strong positive affection toward something
are able to perceive themselves more positively. This

positive self-recognition can, in turn, lead these people
to have a sense of well-being in their physical/mental
states. Improved physical/mental states can facilitate
social actions. Extending Norman’s claim that attrac-
tive things work better as a heuristic of problem solv-
ing ([9]), our findings indicate that‘ attractive things
can heighten one’s sense of positive self-awareness. ’
Moreover, our results not only support previous re-
search that shows that attachment fosters emotional
communication skills in human babies and higher cog-
nitive skills ([1]), but they also highlight the effects in
facilitating social behavior.

This artifact which evokes human affection may be
seen as a new kind of sociable and affective artificial
cohabitant, because users both regard it as a cohabi-
tant and believe that it enhances their social actions.
This kind of sociable and affective artificial cohabitant
is now emerging in our daily lives, particularly in sit-
uations where people lack rich social interaction, such
as elderly people living alone, single workers, being an
only child, in the nuclear family, and computerholics,
for individuals who have sufficient meta-self recogni-
tion.

5.2 Socially-supported Emotional Model
(SEM)

Our results indicate that one factor that strength-
ens user affection for the cohabitant artifact is its
social effects. That is, both attachment emotions
and social interaction are mutually strengthened each
other. This notion is consistent with the cognitive
Socially-supported Emotional Model (SEM) of emo-
tional transmission that we have developed ([7], [8]);
people strengthen their attachment to the toy by inter-
acting or communicating with other people who also
have attachment to the cohabitant artifact. As Ki-
tayama ([3]) claims subjective well-being is dependent
upon the cultural constructions of emotion, which is
similar to the notion of socially-transmitted emotions
that is incorporated within SEM.

5.3 Future work

Our research, which has investigated the craze for a
talking toy doll, has certain advantages from analyzing
fan letters in obtaining insights into the daily psycho-
logical states of the users of the toy. It would not be
possible to gain such insights within the experimental
setting. We can extract the underlying cognitive states
relating to the natural relationships between the user
and the toy. However, further investigation is required
employing other research methods, such as interviews
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and questionnaires. Moreover, this craze is very lim-
ited in being restricted to within Japan and in involv-
ing a particular talking toy doll, which points to the
need to conduct comparative studies with other forms
of artifacts. It is hoped, however, that our research can
contribute to a better understanding of human-artifact
relationships involving strong human affection.

6 Summary

In this paper, we have identified a newly-emerging
sociable and affective artificial cohabitant in our daily
lives. This kind of artificial cohabitant may play a
role in enriching daily life through improving physi-
cal/mental health and enhancing social interaction.
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Abstract 

This study attempts to describe children's behaviors 

from the viewpoint of microscopic adjustment of actions 

when they encounter an oddly shaped robot, called 

‘Muu.’  We investigated this through field observation 

at a workshop in a children’s museum. Various aged 

children and their parents participated in the workshop 

together. They were instructed by an experimenter to 

play with building blocks while talking with Muu. As a 

result, it was found that the children and the robot could 

establish rich communications with each other not when 

the children evaluated Muu’s behavior but when Muu 

evaluated the children’s works. This indicates that the 

robot could become an ‘other’ that might interact with 

children mediated by the building blocks, whereas many 

children and parents treated it as a ‘toy’, just as the 

building blocks where considered merely ‘objects’ during 

interaction. 

 

1. Introduction 

How do children behave toward robots, especially a 

robot that asks to communicate with them?  Do they 

gather around the robot because of its novelty but then 

soon lose interest? Or would such a robot become an 

object to which the children attached themselves? This 

study investigates how a robot should be put to practical 

use in a social organization from the viewpoint of 

systems engineering and also considers the development 

processes in human communications.  

A developmental psychologist, L. S. Vygotsky 

attempted to investigate children’s mental processes 

experimentally. In that study, the researcher intensively 

confused the subjects (children) in their communications 

and left them alone in a situation without a parent’s 

support, which they usually received. Then the children 

became upset and struggled to understand the meanings 

of the things in front of them by themselves. Vygotsky 

revealed from this experiment that children have faint 

but ceaseless mental activity, which is normally buried in 

the parent’s supports[1]. He called their development of 

such activities ‘The Zone of Proximal Development. [2]’ 

Harold Garfinkel, who was originator of 

Ethnomethodology, implemented a series of ‘breaching 

experiments’ in order to find a method to construct ‘seen 

but unnoticed’ reality in daily life[3]. This attempt 

disrupted the general ideas held in daily life by 

artificially making a situation that betrays ‘background 

expectancies’ such as rules or social common sense, 

which are not explicitly visible because they are 

naturally and tacitly shared by people.  

A communication robot sometimes confuses our 

natural human communications, since it looks neither 

mechanical nor the same as a human. The authors intend 

to clarify the process of development in human 

communications by investigating the behaviors of 

children and their parents in front of the robot, which is 

the very research theme of Vygotsky and Garfinkel. The 

communication robot ‘Muu’ used in this study has 

restricted capability in its functions so as to construct 

meanings of things through communications with others 

(humans). The authors call this type of design method the 

‘minimal design of relationship.’  

 

2. Method 

2.1 Observation conditions 
 

This experiment was implemented in the field at a 

workshop in a children’s museum, ‘Kids Plaza OSAKA,’ 

for three days in June 2004. This paper reports the results 

of a two-day observation period under the same 

experimental conditions. 

 

2.2 Participants 
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A child and his/her attendants (usually parents of 

the child) were regarded as a team for this experiment. 

Teams participated in the experiment by interacting with 

Muu in order of their arrival. The total number of 

participants was 69: 30 teams from 42 children and 27 

attendants. The children’s ages varied from two to 

twelve.  

 

2.3 Experimental setup 
 

The experimental setup was located within the 

facility and surrounded by partition walls. The setup is 

composed of a low table, 120 cm square, on which Muu 

and a basket full of toy blocks were placed. 

    In this study, the behaviors of Muu are regulated as 

follows.  

Linguistic behavior: The Wizard of Oz method was used. 

That is, Muu was controlled to speak the appropriate 

words, selected from 150 prepared words, according to 

the interaction with the subject. The subjects were not 

informed of this fact. They seemed to guess that Muu 

autonomously and spontaneously spoke by itself. The 

contents of its speech were divided into different 

categories: One is concerned with toy blocks, for 

example, “Pile on a red block, please.” Another involves 

evaluation of the child’s work, for example, “It’s cool, 

isn’t it?” Another category is for compliments or chiming 

in, for instance, “I see.” 

Non-linguistic behavior: Muu was controlled to 

generate some slight rolling and pitching motion of its 

body and to move about 20 cm forward and backward. 

Muu was also controlled to move its body corresponding 

to the expressions, “Hello,” “Good bye,” and so on. 
 

2.4 Observation procedure 
 

Observation was implemented in the following way. 

(1) Let the children who want to interact with Muu 

stand in a line in order of arrival. 

(2) Induce the first child in the line and his/her 

attendants to enter the test field, ask his/her name, 

and tell him/her while pointing at Muu “This is Muu. 

It seems he wants to ask of you to build up the toy 

blocks while speaking with him. Will you help him 

to build up the toy blocks? Please ask him ‘Say, 

what?’ if you cannot clearly hear Muu’s words.” 

(3) Recede to the side and begin to observe the 

interactions among the child, attendant, and robot. 

The time period for one interaction session was 

limited to about 5 minutes. Two video cameras 

captured the experiments, with the agreement of the 

participants. One camera was installed to the right- 

front of the subjects and the other was set to the 

left-rear of the subjects to record an elevated view of 

the experimental field. 

  

 

2.5 Analysis 

In this study, the situation of talking with the robot 

confused most children and attendants. However, a few 

cases showed rich and natural human-robot 

communication. This section focuses on three typical 

cases of ‘good’ communication. In order to distinguish 

between the former cases and the latter ones, the 

Conversation Analysis method was used as a qualitative 

evaluation for the in-depth study of behavior in context. 

An ethological analysis method was also exploited in 

handling the video recordings of the children’s play: gaze 

and timing of movements were incorporated in an index 

of social interaction.  

 

3. Results and Discussions 

 

This study focuses on the interactions of children 

aged more than 5 years (23 teams). This policy is 

supported by the fact that only the participant teams that 

include children aged over 5 years showed spontaneous 

speech directed toward Muu. Accordingly, this age is 

regarded as the threshold for children to begin interacting 

with others independently of their parents, in spite of 

being under the influence of parents. 

 

3.1 Most observed interaction cases 
 

   In the type of interactions most often observed, the 

children built with the toy blocks to temporarily satisfy 

Muu’s requests. In these cases, they seemed to have no 

clear of what they should build. After once following 

Muu’s requests, the children piled on the toy blocks in 

their own way without taking notice of Muu. Most 

attendants ordered the children to speak to Muu when 

they were independently playing with the toy blocks. If 

the children still did not speak to Muu, the parents 

induced them to speak about themselves to Muu by 

saying words such as “Ask him how old he is.” Due to 

the limitation in Muu’s capacity of speaking words (150 

words), inappropriate responses from Muu to 

participants’ words were sometimes observed. For 

example, when the child received the same words from 

Muu as in a previous situation, he/she pointed out that 

fact by saying in amazement “Hey, you said the same 

words before.” On the other hand, when Muu made 

adequate responses, the parents complimented Muu with 

such expressions as, “You are cool”, “You are so cute”, 

“You must be so wise”, and so on.  
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3.2 Rich and natural communication cases 
 

    In three cases, the subjects had such a clear concept 

of their work that it was easily observable, and these 

were obviously different from most other cases observed. 

Furthermore, in these three cases, natural 

communications were observed between the subjects and 

Muu. These three cases are described in detail below. 

 

3.2.1 Case 1: Subject A (aged 6) and her father 

 

     In this case, it was observed that subject A began 

speaking spontaneously. Although she would not talk to 

Muu at the beginning of the experiment, through the 

encouraging advice and interventions of her father, she 

started communicating. The difference from most cases 

is that, in case 1, the father built with the toy blocks in 

himself and induced his daughter to join to build them, 

without compelling her to speak to the robot. At the 

beginning of the interaction with Muu, subject A noticed 

that Muu was slightly moving; however, she did not 

spontaneously speak to Muu, but just repeatedly glanced 

at Muu. On the other hand, her father himself began to 

build with the toy blocks, and informed her of what Muu 

had said, for example, “He said feels so cool!” as if 

interpreting Muu’s words whenever Muu used the 

evaluating words for their works. Subject A repeated 

Muu’s words such as “Feels so cool!” loud enough to let 

her father and Muu hear the words. In the meantime, her 

father suggested that she built the blocks closer to Muu, 

saying “Closer is better for Muu.” Subject A accepted 

the suggestion. Subject A and her father began to build 

with the blocks closer to Muu’s eye. Meanwhile, Muu 

said the evaluating words for their work, “That’s cool!” 

Subject A guessed that her work was highly evaluated, 

however, her father insisted that the evaluation was for 

his work, not for hers. Then, subject A looked at Muu for 

a while, read Muu’s expression, and finally was 

convinced that her father’s claim was right. After that, 

she gave up using ambiguous words that might be taken 

the words for both her father and Muu. Instead, she 

began to frequently direct words to Muu asking for an 

evaluation of her father’s work, such as “How do you 

feel about this one?” and  ”How about this?” (Fig. 2).  
 

3.2.1 Case 2: Subject B (aged 7) and his father 
 

Subject B accomplished two-person interaction with 

Muu beside his father but without permitting his father’s 

intervention, in contrast to the case of subject A, who 

began to spontaneously speak to Muu with the support of 

her father. The interaction in this case continued in a 

style characterized by the subject piling on the blocks 

one by one while asking about Muu’s intentions. For 

example, his question to Muu at the beginning, “Hey! 

Which block should I use first?” typically shows this 

style. Gazing at Muu, conducting conversation, and 

piling on the blocks are repeated in order. Subject B 

asked questions while looking at Muu, and he received 

some responses from Muu (Fig. 3). If he could not hear 

Muu’s words, he again asked Muu with the word “Eh?” 

while gazing at it. When he guessed Muu’s words, he 

turned his eyes to the basket of blocks, found the block 

that Muu pointed out, and placed it in the way Muu 

commanded. After that, he again looked at Muu and 

asked what to do next. This case of interaction continued 

by repeating the steps of communication and piling on 

blocks. In this case, the utterances of subject B and Muu 

never overlapped, as if they were making a certain 

communication rhythm; this was quite different from 

most other observed interactions. Interestingly, his 

father’s utterance sometimes overlapped Muu’s. Subject 

B made replies only to Muu’s words, not to his father’s. 

However, he did not ignore his father’s intention. For 

example, when he was asked to pile on a red block, he 

looked up at his father. This behavior is unprecedented 

among his behaviors, in which he gazed at only Muu or 

the toy blocks. At that time, their work of toy blocks was 

piled so high that if they continued to pile on the blocks 

as instructed by Muu, it might fall down. This implies 

that the subject had to find a new way to overcome the 

situation. After that, subject B began to tell his intentions 

or suggestions to Muu, for example, “How about this 

way?” The concept of subject B was consistent from the 

start to the end, which was that he decided to build the 

work that Muu intended on behalf of Muu. He paid 

attention to Muu’s intention and carefully piled on the 

blocks one by one. This behavior was not observed in the 

other subjects. The role of his father was to keep his eyes 

on his son and to give suggestions when his son had 

some trouble with the work. As in case 1, the father’s 

words were directed toward the concept of the work, 

such as how to build with the blocks, and not toward 

compelling his son to speak to Muu or to evaluate Muu’s 

behavior such as “This robot is cool” or “This one is 

smart!”. 

 

3.2.1 Case 3: Subject C (aged 11)    
 

     In this case, it was observed that subject C came to 

clarify the concept of the work by referring to Muu’s 

evaluation during interactions. This subject had the habit 

of talking to himself very loudly, as if addressing Muu. 

At the beginning of the interactions, he repeated 

mumbled expressions like “I can’t guess“, ”I’ve no idea” 
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and so on, which expressed that he had no idea about the 

concept of the work. Then, he received a comment from 

Muu, “You are such a funny guy, aren’t you?” After a 

moment, he muttered, “He said I am so funny, or 

something like that,” and began to laugh. When he 

received the comment from Muu “A poor hand!”, he 

burst into laughter and broke the work down into many 

pieces, saying “A poor hand! Come on! What are you 

talking about?”. After the accident, subject C silently 

continued to build up the blocks. During the construction, 

although he received several comments from Muu such 

as “I see” and “That’s cool,” he made nearly no reply, 

except for rare giggling. The shape of the toy-block work 

was gradually tuned, and at nearly the end of the given 

time, it became clear that subject C intended to make a 

toy-block robot (Fig. 4). At that time, Muu spoke 

something but it was lost in the surrounding noise. Then 

he promptly asked Muu in a loud voice, “Eh? What?”; 

Subject C seemed eager to know Muu’s evaluation of his 

work. 

 

4. Conclusions 

It was clarified that children and the communication 

robot ‘Muu’ were able to establish rich and natural 

communication with each other not when children 

evaluated Muu’s behavior but when Muu evaluated the 

children’s works. In order to retrieve an appropriate 

evaluation, it was necessary for the children to produce 

an utterance in any way and to provide a trigger for Muu 

to converse, for example, by talking to themselves in a 

distinct tone, repeating Muu’s words, and so on. The role 

of the communicative children’s parents was to arouse 

their children’s interests in their work, to induce them to 

begin speaking voluntarily, and to construct 

communications or conversations toward accomplishing 

results. As future study, we are planning to provide an 

environment for human-robot interactions from a global 

viewpoint, ranging from the development of the system 

to a method for teaching subjects. Such an environment 

will produce more substantial results and build upon the 

knowledge obtained in this study. 
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Fig. 1: Experimental setup 

 

 

Fig. 2: Case 1 “How about this?” 

 

 

Fig. 3: Case 2 “Build with this block? This way?” 

 

 

Fig. 4: Case 3  A toy-block robot under construction 
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Abstract

It is important to investigate influence of novel informa-
tion technology, such as life-like agents, toward receivers
of the information since some studies reveal that such novel
technology can “persuade” people, in other words, they
have strong power to change people’s attitude and behav-
ior. In this study, considering social influence of life-like
agents’ embodied expression, to a user, the influence of
overheard communication (OC) by life-like agents toward
online shopping Web site users was examined, since the
OC by people often changes attitude of receivers. An
experiment to compare the effect of OC by two life-like
agents (a persuader agent and a persuadee agent) with regu-
lar communication (RC) by one persuader agent were con-
ducted. The result of this experiment implied that even
the OC by life-like agents could promote Web site users’
online shopping purchase likelihood more than the RC by
them. Moreover, attractiveness toward a persuader agent
evaluated by participants was positively correlated with
their purchase likelihood. This result suggests a new di-
rection of studies of social influence from life-like agents,
especially from a viewpoint of embodied expression of life-
like agents, such as presence, gaze, appearance, and so on.

Keywords Life-like agents, embodied expression, over-
heard communication, social response to communica-
tion technologies, social influence

1 Introduction

Recently, there is much argument regarding influence of
social interaction between users and communication tech-
nology as the communication technology prevails into our
everyday life. Among such technology, a life-like agent
(embodied conversational agent) has a possibility to inter-
act with a user using embodied expression, and appeared
in application softwares for presentation, Web navigation,
and so on [4]. In particular, a life-like agent has potential
to change a user’s attitude. A life-like agent technology

can be one of “interactive computing systems designed to
change people’s attitudes and behaviors” [5] with its many
modalities. In this study, we approach life-like agent tech-
nology from the framework of life-like agents as social
actors [6] applying the theories established in persuasion
studies [10].

In this article, first we review the studies of social re-
sponse toward life-like agents, and clarify the problem in
the studies of inter-agent interaction. Second, the behav-
ior rule called overheard communication is introduced and
applied to inter-agent interaction. Then, through results of
a psychological experiment, the influence and potential of
overheard communication by life-like agents is discussed.

2 Related Works

2.1 Persuasion by Life-like Agents

Some studies of life-like agents as “social persuaders”
already exist, however, there is still no study which fo-
cuses on the social influence of existence of inter-agent
interaction. For example, André et al. [1] claimed the ef-
fect of inter-agent interaction in implementation of online
car dealer agent system, but they did not argue how ef-
fective inter-agent interaction was. Moreover, Takeuchi
and Katagiri [7] insisted that authorizing a life-like agent
by other agent could grab a user’s attention stronger than
non-authorizing situation. Their study compared two inter-
agent interaction styles, not existence of inter-agent inter-
action and absence of inter-agent interaction, and they did
not mention the social influence by inter-agent interaction.
Therefore, the influence of existence of inter-agent interac-
tion toward a user’s attitude change was investigated in this
study.

2.2 Influence of Gaze by a Life-like Agent

Among embodied expression by a life-like agent, where
the agent gaze plays a very important role in human-agent
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interaction. As people pay attention to someone’s eyes
when interacting with him/her [2], the agent’s “eyes” im-
ply social meanings toward the user [6]. Although Reeves
and Nass [6] claimed that the agent should gaze the user in
front of a display since it would be the “etiquette” which
the agent should obey, especially if there is inter-agent in-
teraction, it is natural that two or more agents talk with
gazing at each other. For these reasons, the influence of the
agent’s direction of gaze to distinguish to whom the agent
talk was considered.

3 Overheard Communication by Life-like
Agents

Suppose you hear the reputation of a movie in which
you are not so much interesting in these two situations:

1. Your friend directly told to you that the movie was
very interesting and youmustwatch it.

2. You overheard that someone told to another one that
the movie was very interesting and he/shemustwatch
it.

In some cases, the message from your friend may seem in-
trusive since your frienddirectly told you such an imposing
message in situation 1. On the contrary, in situation 2, you
may have interests in the movie because you did not receive
someone’s message directly and the message did not seem
so intrusive. The persuasion style shown in situation 2, that
a persuader tell another one the message, without telling
the “true” persuadee, is known asoverheard communica-
tion (OC) in persuasion studies [9, 10]. In this study, the
persuasion style that a persuader directly tell the persuadee
the message, represented in situation 1, is calledregular
communication(RC). Moreover, a life-like agent which be-
haves as a persuader is called apersuader agent, and aper-
suadee agentrepresents a life-like agent persuaded by a
persuader agent in the situation of OC by life-like agents.

Considering the influence of human-agent interaction
and inter-agent interaction, and the effect of OC-style per-
suasive communication, we implemented OC by life-like
agents in the following manner:

• Let both the persuader agent and the persuadee agent
appear on the screen, because users will perceive that
two distinguishable social actors exist and each of
them behave at their own thought.

• The persuader agent always tell the persuadee agent a
message, because users will perceive the message of
the persuader agent with distinguishing whom the per-
suader agent tell the message by where the persuader
agent gazes.

Figure 1: Explanation of characteristics of an item inRC
condition

Figure 2: Explanation of characteristics of an item inOC
condition

4 Psychological Experiment

4.1 Experimental Design and Prediction

In this study, we suppose two conditions for the psy-
chological experiment. When a persuader agent explains
characteristics of items, in theRC condition, it gazes to-
ward a user in front of the screen; on the other hand, it
gazes toward a persuadee agent in theOC condition. Con-
sidering the argument above, the OC by two life-like agents
should promote a user’s attitude change more than the RC
by a life-like agent. Additionally, the OC by a persuader
agent should emphasize its attractiveness which it provides
more than the RC by it. Then, considering these hypothe-
ses above, the following predictions should be determined:

P1 Participants in the OC condition will evaluate the pur-
chase likelihood of items higher than those in the RC
condition.

P2 Participants in the OC condition will evaluate the per-
suader agent’s attractiveness which it provides higher
than those in the RC condition.

4.2 Procedure

Valid experimental data were collected from 24
Japanese participants (19 males and 5 females). The par-
ticipants consisted of undergraduate students, graduate stu-
dents, and office workers. Their age ranged from 19 to 29.
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They were randomly assigned to either RC condition or OC
condition. Each condition contained equal participants.

Participants are asked to look at the explanation of items
by a persuader agent on an online shopping WWW site
with a note PC. In the RC condition, the persuader agent
introduced items directly gazing at participants (Figure 1);
in the OC condition, a persuadee agent appeared on the
screen and the persuader agent introduced items gazing at
the persuadee agent (Figure 2). The same item explanation
phrases by the persuader agent were used in both condition.
To preserve natural conversation context, the persuadee
agent gave short responses to the persuader agent for each
item explanation phrase in the OC condition. As introduc-
tion of each item ended, participants answered how much
he/she want to purchase this item by a 10-point scale. The
evaluation of purchase likelihood for the items which the
participants had already possessed were omitted for analy-
sis. The price of the items was considered so that the par-
ticipant could afford to buy the item if he/she wanted it.

For all participants, the agent “James1” played a role of
the persuader, and the agent “Cosmy2” played a role of the
persuadee. These agents did not change their roles among
participants. When participants finished the evaluation of
purchase likelihood for 15 items, they answered the ques-
tionnaire about attractiveness of the persuader agent. The
attractiveness was evaluated on a 10-point scale for four
adjectives: kind, friendly, useful, and likable. After report-
ing the impression of this experiment, participants were de-
briefed, thanked for their participation, and dismissed. It
took around 30 minutes to finish the experiment for each
participant.

4.3 Result of Experiment

Mean and standard deviation values of all variables in
this experiment were shown in Table 1.

First of all, the mean value of purchase likelihood scores
in OC condition was significantly higher than that of RC
condition. Since the difference of variance between these
two variables was significant (F(11,11) = 4.124, two-
tailed p < .05), Welch test was applied to confirming the
significant difference between the mean values of them. As
a result, the significant difference between them observed
(t(16.04) = 2.984, two-tailedp < .01, ES= 1.166). Thus,
the result supported the predictionP1.

However, there was no significant difference between
the two condition in the score regarding impression toward
the persuader agent. Despite the attractiveness score in the

1This agent is available athttp://www.cantoche.com/
english/gallery/msagent.htm .

2This agent is available athttp://www2.mic.atr.co.jp/
agent/ .

OC condition exceeded that in the RC condition, accord-
ing to the result of two-tailedt-tests, significant difference
between the two conditions did not appear in the score, as
shown in Table 1. Then, the predictionP2 was rejected by
the result. Nevertheless, between the score of attractiveness
and the score of purchase likelihood for each participant,
there was a significant positive correlation. The values of
Pearson’s product-moment correlation coefficient and the
significance test of these values proved there were signif-
icant correlations between the two scores for each condi-
tion (in RC condition,r = .505, t(10) = 1.851, two-tailed
p < .10, and in OC condition,r = .615, t(10) = 2.463,
two-tailedp < .05).

5 Discussion and Future Works

The result shown in section 4.3 suggested that the OC
induced a user’s purchase likelihood of products on online
shopping Web site more than the RC. This result implied
that life-like agents could play a role of a clerk and another
customer virtually. One reason why the OC by life-like
agents influenced user’s attitude is because the persuader
agent gazed at the persuadee agent when explaining feature
of items and never gazed at the user. Therefore, the gaze of
the persuader agent could be perceived as a important em-
bodied expression to participants. In fact, one participant
in OC condition reported: “It is good to see the conversa-
tion between two agents from the viewpoint of a stranger,
since it may feel annoying if one agent directly talks to
me.” Another reason is because the persuadee agent ex-
isted on the screen. Thus, the existence of the persuadee
agent could serve as a criterion for participants to consider
whether they should buy the items or not. There were two
participants who answered that he/she took the behavior of
the persuadee agent into consideration. This fact suggests
that the influence of the existence of the persuadee agent
could not be ignored.

As for the impression of a persuader agent, there was
no significant difference between the OC condition and the
RC condition in three scores of impression. However, the
scores of attractiveness is significantly correlated with the
scores of purchase likelihood. This result indicated the
influence of physical appearance of a persuader agent be-
cause we used the persuader agent with same appearance in
both the RC condition and the OC condition. Fogg [5] ar-
gued physical appearance of life-like agents as a important
factor of persuasion of a user by life-like agents, and some
participants answered that the persuader agents used in this
experiment looked “too strong” or “not so cute.” However,
participants’ evaluation of attractiveness of the persuader
agent was affected to their purchase likelihood both in the
RC condition and in the OC condition.
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Table 1: Mean (standard deviation in parentheses) values of measured variables for each condition and results of statistical
tests

RC cond.
(n = 12)

OC cond.
(n = 12)

t-value
(d.f. = 22)

Effect Size
(ES)

Purchase likelihood scores 4.127 (1.348) 5.421 (0.664) 2.984∗∗F 1.166
Impression of the persuader agent 5.729 (1.760) 6.521 (1.694) 1.123 0.439
F For the significant difference of variances between the two conditions, thet-value by Welch test
was shown here (d.f. = 16.04). ∗∗: p < .01

In the OC by life-like agents, the persuader agent’s gaze
was functioned in the experiment. However, there are still
few studies which focus on the function of a body of a life-
like agent [8]. Thus, the influence of embodied expression
triggered by the appearance and behavior of life-like agents
is not clear so far. This influence should not only apply to
human-agent interaction, but to human-robot interaction.
If we hope that technology pervade many aspects of our
life, we should emphasize the social aspect of human-agent
interaction.

Besides, we did not mention the interactivity between a
user and agents. First, this study does not consider the in-
fluence of the difference of a reaction by a persuadee agent
since we focus on the existence of inter-agent interaction.
Some persuasion studies reveal that the negative reaction of
others toward a persuader gave people negative impression
(for example, Axsom et al. [3]). The valence of reaction of
a persuadee agent can influence the decision of users, and
should be considered in future works.

In this study, we discussed the influence and potential of
overheard communication by life-like agents. Particularly,
it is pointed out that embodied expression, especially exis-
tence of the persuadee agent and the direction of the per-
suader agent’s gaze, played an important role in the over-
heard communication by life-like agents. From the stance
of social influence of the embodied expression of life-like
agents to a user, the way to utilize life-like agents for the
voluntary attitude change of users should be explored in the
future.
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Abstract
In this paper, we propose Multi User Learning

Agent(MULA) to interact with various types of peo-
ple effectively towards realization of Social Interaction.
MULA is equipped with two learning functions for So-
cial Inteaction. One is direct learning function us-
ing individualization of the user parameters, and an-
other is indirect learning function using past experi-
ence and the similarity between each users. MULA
adopts an extended classifier system which uses a clas-
sifier strength and a user profile for each people. Each
person’s classifier strength is enhanced by the inter-
action with the person and the past experience with
similar type of people. We verified the effect of MULA
by experimenting in interaction with six participants
using a pet-type robot AIBO.

1 Introduction

In recent years, research of HAI (Human-Agent
Interaction)[1] aiming at forming communication be-
tween an agent, such as a robot, and human is captur-
ing the spotlight. However, the present HAI research
is in the stage of a designing one-to-one adaptations
between human and an agent, and the methodology
with two or more users is not established. In this re-
search, we aim at realizing a social interaction per-
formed by the social learning which learns from in-
teraction with two or more users using a constructive
approach. Social Intearction is realized by two learn-
ing functions. One is direct learning function using
individualization of user parameters, and another is
indirect learning function using past ecperience and
the similarity between each users. In particular, indi-
rect learning uses experience with other users for the
target user. We think it is one form of social learn-
ing to realize the suitable action from experience with
two or more users to the current user. We named an
agent equipped with Social Interaction as Multi User

Learning Agent (MULA). MULA adopts an extended
classifier system which uses a classifier strength and
a user profile for each people. We veryfied MULA in
experiments of a user’s preference prediction task in a
real world.

2 Implementation of MULA

2.1 A learning based on past experience

A target here is to realize an adaptation to the
current user by using experience with another users.
Then, we realized MULA which incorporated past ex-
perience using the function explained based on the
model-based reinforcement learning (Dyna-Q algo-
rithm [2]). In this paper, we define changing the action
by the influence of the others as ”social”.
[Direct learning by individualization of user pa-
rameters]
Although the technique [3] of preparing knowledge and
the rule set for each environment is common, the prob-
lem of efficiency, such as a problem of a memory and
dignity attachment of the knowledge, occurs. Then,
we adopt the approach individually prepared for every
user about how to use knowledge (user parameters) in-
stead of using two or more rule sets.
[Indirect learning using past experience]
Since it corresponds to two or more users, it is impor-
tant to use past experience well. Here, the similarity
between users is used like collaborative filtering. Espe-
cially this may become the indicator for the next inter-
action in a stage with little experience with a current
user.

2.2 Social leraning using a interaction
with users

In order to realize above two functions we propose
MULA architecture (Fig. 1) and it’s learning algo-
rithm (Fig. 2).
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Figure 1: MULA architecture

Initialize p(s, a, i) and Model(s, a, i) for all s, a, i
Do forever

user identification i ∈ I
simple Q-learning
UserProfileRi(s, a, i) ← ri

for j = 0 to j = n do
Similarity Sij ← UserProfile Ri, Rj

q(s, a, j) ← q(s, a, j) +
αSij(|ri+γmaxa′q(s′, a′, i)−q(s, a, i)|)

Figure 2: MULA algorithm

MULA specifies a user first. MULA updates di-
rectly individual user parameters of the user (it con-
siders as User A temporarily) using simple Q-learning
from an interaction (MULA receives remuneration rA

to act output aA to certain state sA) with the user.
It is actual experience. Next, MULA calculates the
similarity SAX of UserProfile between user A and
another users X using users’ information. MULA up-
dates each UserProfile and individual variables of
all users indirectly using the interactive information
sA, aA, and rA and this similarity with user A. It is
indirectly experience.

2.3 The outline of the system

Fig.3 shows the outline figure of the system pro-
posed by this research. This system has adopted
XCS[4] as a fundamental learning mechanism, which
is one of most useful classifier systems. XCS uses new
three parameters instead of strength of classifier sys-
tem for each classifier.
predictionp： prediction of classifier.

pt = pt−1 + α(|rt−1 + γmaxa′pt−1(s
′, a′) − pt−1|) (1)

prediction errorε： An error between prediction p
and actual measurement.

FitnessF：It adopts as an evaluation value of the rule
creation by GA.
[individual variables]
This system prepares the variables of a classifier (a
prediction value p, a prediction error ε, and the de-
gree of adaptation F ), without preparing a new rule
set for every user. We call it an individual prediction
value, an individual prediction error, and an individ-
ual fitness, respectively. Moreover, we prepared the
individual evaluation value R which records eval-
uation of the past interaction. Each classifier has an
individual evaluation value, for each user. When pos-
itive evaluation is received, the value increases, and
when negative evaluation is received, it decreases. We
call these values individual variables.
[The procedure of the system]
MULA updates individual evaluation value R based on
evaluation of a user’s interaction, and the similarity is
calculated by it each time. MULA updates individual
variables p, ε, and F other than an individual eval-
uation value R like the usual XCS does. However, in
individual prediction value p, although individual pre-
diction value pA is directly updated according to the
similarity between user A and other users. All of other
users’ individual prediction values pX are also updated
indirectly. The method how MULA learns the individ-
ual prediction value p of a classifier is updated by the
interaction with users is explained in Fig.3.

(1) MULA acquires sensor information SA（1001）by
interacting with user A.

(2) MULA generates Match Set [M ] from sensor in-
formation. And the action a chosen from an ac-
tion selection method is outputted.

(3) MULA gets evaluation for the action from user A,
and updates prediction value p and other individ-
ual variables directly.

(4) MULA calculates all of the similarities SAX from
user A’s updated profile RA and other users’ pro-
files RX .

(5) MULA updates all other users’ inidividual pre-
diction values pX using the similarities SAX indi-
rectly.

We will explain about UserProfile, calculation of
the similarity in (5) and indirect update of individual
prediction in (6) as follows.
[User profile]
We regard the vector containing the individual evalu-
ation value R which is an individual variable as user
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Figure 3: MULA based on XCS

profile. Therefore, the number of the individual eval-
uation values R in the profile to user A is the same as
the number of classifiers (rules) which this system has.
This system uses user profiles of two users by calcula-
tion of the similarity in the following subsection.
[Calculation of the similarity]
We adopt the vector space method as one of the sim-
plest methods of calculating the similarity. Corre-
sponding to the output action, this system makes the
information of user’s preference to an individual eval-
uation value, and acquires it for every classifier. The
similarity S between user A and user B is then com-
puted by the vector of individual evaluation value Ri

and Rj in the following formulas from the user profile
of each user which is used as the ingredient of the vec-
tor. f and g are two vectors (user profiles) to compare.

S(Ri,Rj) =
(Ri,Rj)

||Ri||||Rj ||
=

K
∑

m=1

Rm
i Rm

j

√

K
∑

m=1

(Rm
i )2

√

K
∑

m=1

(Rm
j )2

(2)

[Indirect update of individual prediction value]
MULA introduces a social element into the update of
individual prediction value p of each classifier. It is
explained how to update this individual precidiction
by interaction between human and MULA as follows.

Other users’ individual prediction values pj are up-
dated by the following formulas according to the sim-
ilarity Sij . Here, pt

j is a prediction value in step t to
user j. α is a coefficient. rt

j is the reward from hu-
man j in step t. rmax is maximum reward. Where
(S ≤ 0), it decides ri, rmax as criteria initial value

pt=0
i in order to be able to reinforce the inverse direc-

tion. In this paper, we simply deal with single-step
task in the experiment. Therefore update formula in
Fig. 2 can express formulas below. Here, the formulas
update users’ individual prediction value indirectly by
experience with user i.

pt
j =

{

pt−1
j + αSij(r

t−1
i − pt−1

i ) (S > 0)

pt−1
j − αSij(rmax − rt−1

i − pt−1
i ) (S ≤ 0)

(3)

3 Experiments

3.1 Purpose of experiment and settings

We investigate MULA’s efficiency in experiments of
a user’s preference prediction. In order to investigate
the agent’s effect intelligibly, we verified based on the
following points.

• MULA predicts a user’s preference individually
using past experience with users and their user
profiles. We verify correlation between a user’s
true preference and a prediction value using past
experience of a user and a user profile.

• The interaction (for example, evaluation and
taste) from human is always not optimal. And
it is changeable. We investigate changes of the
similarity.

In this experiments, we introduced MULA into pet-
type robot SONY AIBO. All experiments are con-
ducted in the following procedure based on the inter-
action between a user and AIBO.

(1) A subject pushes the button of AIBO and AIBO
outputs an action.

(2) The subject gives one evaluation from two kinds,
”praise(r = 100)” or ”scold(r = 0)”, by prefer-
ence to the action of AIBO. It returns to (1).

The above procedure is considered as one procedure of
an interaction. In this experiment, the initial values
of update parameters are α = 0.2, rmax = 100, pt=0 =
50, Rt=0 = 0, St=0 = 0.

We prepared 5 kinds of actions (e.g.
”bark”,”dance”,”greeting”) of agent, and 3 kinds
of situation (”back button”,”head button”,”jaw
button”). According to Fig. 3, all user profiles are
created by classifier set selected by the same act, the
similarity SAX is created from them, and a suitable
act is predicted to the state.
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Figure 4: Changes of individual prediction values

Six subjects (a-f) participate in the experiments.
The experiments divided into two phase. All subjects
perform a profile creation phase first. They enter an
evaluation phase in order. In an evaluation phase, a
subject is influenced by the subjects who performed
this phase before. For example, the 6th subject is
influenced by five previous subjects.

3.2 Experimental results and discussions

Fig. 4 shows changes of individual prediction in
evaluation phase. The prediction value of user e and f
is large compared with the initial value pt=0 = 50, and
direction of convergence ”praise(r = 100)” is in agree-
ment, and you can see learning is promoted. In order
to check the efficiency of learning, the prediction value
of each action of user from b to f was investigated. The
action which prediction was successful and accelerated
learning was 74% and the action which prediction was
not successful was 9%. The correlation coefficient of
user’s actual preference and a prediction value is 0.73
on the whole. Therefore, MULA has been predicted
the suitable action to a user’s preference.

Moreover, the similarity is always changing with
the interaction between users and MULA dynamically.
According to the past experience between users, the
similarity will change dynamically and it will be con-
vergenced to the fixed value in the situation of change
of the similarity between users (Fig. 5). Thus, MULA
calculates the optimal prediction value for the moment
according to the calculated similarity for every trial.
Therefore, finally exact anticipation like this experi-
mental result was completed.
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Figure 5: The changes of the similarity between user
a and the others

4 Conclusion

In this paper, we attempted to realize social inter-
action by constructing MULA which performs social
learning from an interaction with two or more users.
Two learning functions realized social learning. One
is direct learning function using individualization of
user parameters, and another is indirect learning func-
tion using past ecperience and the similarity between
each users. Especially indirect learning uses experi-
ence with other users for the target user. We think
it is one form of social learning to realize the suitable
action from experience with two or more users to a cur-
rent user. By the experiment in real environment, we
verified that MULA can respond to dynamic change
of users’ preference, and perform efficient learning.
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Abstract
To investigate how robots behave as social entities,

we analyzed the interaction of humans and “Muu,” an
embodied artificial entity, to find the salient patterns
of behavior that distinguish the robot from humans
in the course of interaction. Through exploratory ob-
servation, we found the manner of repetition and the
address mismatch to be such salient patterns. We
discussed how the social display of such patterns as
“marked” features plays a very important role in mu-
tual interaction.

Keywords: human-robot communication, social
entity, quasi-interpersonal behavior

1 Introduction

Communication robots are expected to becocme a
novel social entities that can interact socially with hu-
mans. For a communication robot to become an ad-
equate participant in social interaction, it needs not
only to implement the mechanism for the skill or abil-
ity of communication individually, but also to acquire
”membership” in a community in the course of social
interaction with other social entities.

Our research is based on the notion of categoriz-
ing the social membership of an artificial entity ac-
cording to the degree of difference between the quasi-
interpersonal behavior of humans interacting with the
artificial entity and the natural interpersonal behavior
of humans interacting with other humans. Humans
tend to interact with a robot (or a computer or an an-
imal) in nearly the same manner as they do with the
other humans. Such behavior is referred to as quasi-
interpersonal behavior.

We analyzed the interaction of humans and “Muu,”
a communication robot, to find the salient patterns of
behavior that distinguish the robot from human in the
course of interaction. Consequently, we explored how
these salient patterns in interaction are linked to the
categorized ”membership” in a community.

2 Quasi-interpersonal behavior
in human-robot interaction

Chatting or playing is a form social interaction,
and, under limited conditions, we can perform this
“social” interaction with robots. Humans tend to in-
teract with an object (robot, car, computer, or ani-
mal) in nearly the same manner as with other humans.
Such behavior is referred to as “ quasi-interpersonal
behavior” (cf. Yamamoto (1994)[8] , and Takeuchi
(1995)[7]).

A series of research using the “Media Equation [6]”
paradigm showed that humans considered computers
to have social existence along with personality, despite
knowing that the computer is merely a machine that
certainly does not have a personality. However, the
behaviors in interaction sequences with artificial en-
tities have many features that are different from the
interaction behaviors among humans. The authors be-
lieve that these differences are linked to the definition
of the social entities of robots. To define the social
aspects of robots, it is necessary to identify the char-
acteristic patterns of interaction sequences that let us
distinguish whether an interaction partner is a robot
or another human.

In this research, we try to describe such character-
istic patterns by analyzing the social interaction be-
tween humans and “Muu.”

3 Analysis of Interaction
between Humans and “Muu”

In the authors’ research group, the “Muu project,”
we have attempted to observe the social interactions
between humans and “Muu” in various domains. The
communication robot “Muu” was developed for re-
search on social interaction (Fig. 1). Muu was de-
signed for human-robot communication mediated by
social display such as contingent utterances, orienta-
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Figure 1: Muu : Embodied Artificial Creature

Figure 2: Interaction with “Muu” observed at Kids
plaza Osaka

tions of the body, and mutual coordination of body
arrangement. Muu has a big fish-like eye, and his
rounded body is covered with soft urethane rubber.
Muu’s shape and behaviors are based on Lorentz’s
“baby schema,” which was assumed to elicit the em-
pathetic attitudes of participants.

In this paper, for analysis, we focused on the situa-
tion of participants playing with building blocks while
talking with Muu.

Experimental Settings This experiment was im-
plemented in the field at a workshop in a children’s
museum, ‘Kids Plaza OSAKA,’ for three days in June
2004 (Fig. 2). In the experimental session, Muu
was presented to the participants as behaving au-
tonomously and spontaneously. The utterances made
by Muu were selected from 150 prepared sentences by a
hidden operator (Wizard of Oz [4] method). These 150

sentences were synthesized by CHATR (speech synthe-
sizer system [1]) for use in the situation of playing with
building blocks with children (greetings, operations of
blocks, color of blocks, evaluations). One session was
about 5 minutes. Every interaction session was video
recorded, with the agreement of the participants. As
long as the behavior of a participant followed the con-
text of playing with building blocks according to the
instructions of the experimenter, Muu could behave
appropriately, to some extent, by using suitable tim-
ing and contents to initiate, continue, and finish an
intaractive session.

4 Analysis

From observing the participants’ behaviors at the
event, it was clear that the adults acted in a more
awkward manner with Muu than did the children. To
clarify the pattern of such quasi-interpersonal behav-
ior, we focus here on an interaction session between
an adult female and Muu. In that session, the par-
ticipant seemed to be able to play with the building
blocks while talking with Muu for about five minutes.
For closer analysis, that session was decomposed into
a sequence of pairs of robot-human utterances. This
session consists of 32 pairs of robot-human uttarances.
Then, an observer (one of the authors) identified the
points at which some kind of “trouble” was assumed to
occur if that behavior were actually carried out within
common human-human social interaction. The iden-
tified instances were found in six cases. These cases
were sorted into two categories, named “Manner of
repetition” and “Address mismatch”.

4.1 Manner of Repetition

Case 1 to 4 were included in a category named
“manner of repetition.” These are the cases in which
the contingent responses of the participant with Muu
(Fig. 3 b ) were out of the normal manner (Fig. 3 a )．

Case 1: Reply without adequate interval In
about one fourth of the Muu-human uttarance pairs
(9/32), the start timing of the human’s uttarance fol-
lowed the utterance of Muu too early. In these se-
quences, the intervals of two uttarances were 0.1 sec-
onds or less. Commonly, the interval of two utterances
is distributed around 0.7 seconds (cf. Nagaoka et al.,
2002 [5]). These replies of insufficient interval length
indicate that these behaviors were pre-fixed and not
conducted in a manner of mutual coodination.
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Figure 3: Manner of Repetition

Case 2: Repetition without modification Many
times (7/32) the participant simply repeated the pre-
ceding uttarance of Muu. In the common human-
human interaction, simple repetition (like a parrot) is
a “marked” pattern. This pattern is sometimes con-
sidered as a display of teasing, so it could be a source
of “trouble” in the interaction. These simple repeti-
tions usually make continuation of utterance sequences
difficult. The frequent occurrence of simple repetition
showed that Muu was a social entity that couldn’t rec-
ognize possible source of trouble in the course of social
interaction, and such a lack of ability in interaction
could be exposed in public.

Case 3: Ignoring overlap Overlapping of the ut-
terances of Muu and the human occurred two times,
but both times the participant continued her utter-
ance and did not seem to care about having been in-
terrupted. These patterns also means that these be-
haviors were pre-fixed and not conducted in a manner
of mutual coodination.

Case 4: Ignoring no-responce of Muu The par-
ticipant sometimes mentioned ”Lion” or ”Table” built
by the blocks, but these utterances did not seem to
require a response from Muu. She didn’t display an
attitude of concern about the non-response of Muu.
Rather she seemed to ignore the non-responce of Muu,
and these patterns showed that Muu was a social en-
tity that wasn’t able to respond such spontaneous top-
ics in social interaction.

Figure 4: Address Mismatch

4.2 Address Mismatch

Case 5 and 6 were included in a category named
“Address mismatch (Fig. 4).”

These are the cases where the direction of gaze or
focusing differed (Fig. 4 b ) from the object predicted
from the flow of utterance sequences (Fig. 4 a ).

Case 5:Gaze Aversion while replying The par-
ticipant sometimes responded or talked to Muu with-
out changing the direction of her face or gaze. In a
face-to-face situation, a speaker usually orients his/her
face or gaze to the listener, or at least moves the di-
rection of gaze. This pattern of behaviors showed that
Muu was a social entity who didn’t have the ability to
care about the orientation of the face or gaze of the
speaker in a face-to-face situation, and the deficiency
could be exposed in public.

Case 6:Seeking other person The participant
sometimes sought out another person when she seemed
unable to hear the uttarance of Muu. This pattern of
behaviors showed that Muu was a social entity that
didn’t have the responsibility for its own utterances,
and the deficiency could be exposed in public.

5 General Discussion

5.1 Display for “marked” pattern

Our analysis showed that the awkward patterns in
the observed session of human-robot interaction to be
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pre-fixed and not conducted in a manner of mutual
coodination. These cases suggested that Muu behave
as a social existence that was unworthy of mutual in-
teraction. These cases also suggested that Muu as
a social existence was incapable of using the normal
manners of mutual interaction.

The “manner of repetition” and “address mis-
match” are ”salient” or ”marked” patterns in social
interaction, awareness of such patterns is definitely an
important aspect of social entities in social interac-
tion. These results suggested that for mutual interac-
tion, communication robots have to be aware of such
“marked” patterns in the couse of interaction and have
to display this awareness in approriate situations.

5.2 “Robots” from the viewpoint of
“Membership Category Devices”

How to define a social entity in social interaction
is not only a problem involving the ability of each in-
dividual. From the viewpoint of a socio-cultual ap-
proach, a social entity is also defined in social inter-
action by its “membership” in the community. In the
socio-cultural context that we commonly use in mu-
tual interaction, the “membership categorization de-
vice” functions as a ”label” that has various attribute
[2]. The fact that the participants could interact in
some way with the robot in their first meeting with
it at the event suggested that the “robot” could be
categorized as having some kind of “membership” in
the surrounding society. Peoples can use some kind of
implicit schema of how to interact with the “robot” in
human-robot interaction.

It is necessary to create not only a mechanism for
social interaction but also the ”common sense” of the
robot to evolve a social entity that can participate in
mutual interaction with humans, to become a social
and cultural partner of people.
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Abstract 

 

 Robots have been anticipated to become both 

workers and partners of humans from the earliest period 

on their history. Thus, robots should become artificial 

entities that can potentially socially interact with human 

beings in social communities. Recent advances in 

technology have added various functions to robots:  

Development of actuators and grippers show us infinite 

possibilities for factory automation, and robots can now 

walk movements and performance very smoothly. All of 

these functions have been developed as solutions to 

robots moves and performance However, there are many 

remaining  problems in communication between robots 

and humans. These unsolved problems can be clarified by 

adopting the idea of subtractive methods.  

 

 In this paper, we consider  minimal design of 

the robots from the viewpoint of designing 

communication. By minimal design, we mean 

eliminating the non-essential portions and keeping only 

the most fundamental functions. We expect that due to 

the simple and clean design of minimally designed 

objects, humans can interact with these robots without 

becoming bored too quickly. Because humans have "a 

natural dislike for the absence of reasoning" nature, 

artificial entities built according to the minimal design 

principles have the ability to extract the human drive to 

relate with others. We propose a method of designing a 

robot that has "character" and is situated in a social 

context from the viewpoint of minimal design. 

 

 

1. Introduction 
 

 The goal of robot research is not to 

manufacture mechanical humans. What we are interested 

in is communication between robots and humans. 

Communication between robots and humans cannot 

replace communication among people. Without using a 

Turing test to determine whether they are communicating 

with a robot or a human, humans would communicate 

with a robot based on the assumption that a robot is a 

machine. The behavior in such communication is called 

quasi-interpersonal behavior. People are always looking 

for non-human things subconsciously and it could be said 

that communication is an  exchange of incomplete 

information with others. People often complement such 

incomplete information automatically. In designing a 

communication robot, it is also important to arouse such 

abilities in humans who communicate with robots. 

However, robots to date have been  designed only to 

feature improved functions, without a strong focus on 

communication between robots and humans. 

 

 "Life-likeness" can also be found on television, 

in video games, etc. People can get a feeling of 

“life-likeness” from other people, even non-living objects, 

so describing a robot as life-like is quite feasible. 

However, which may be why humans and robots cannot 

maintain smooth communication. This problem cannot be 

overcome via the methodology of building robots as 

copies of living organisms. 

 

 A good communication robot cannot be 

designed by the present method of only enriching the 

functions of a robot. By such a method, the problem of 

lost "life-likeness" mentioned above is unconquerable, In 

order to realize interaction with people over a long period, 

it is also an important condition that a robot ‘s 

appearance should be attractive to humans. Norman who 

argued what is difficult to use in the book "The 

Psychology of Everyday  Things," classified the 

elements of a design into instinctive design, behavioral 

design and introspective design in a recent work 

"Emotional Design." The ease of use referred in  

Norman's previous work was intended only for 

behavioral design. Norman claimed that  balance 

between instinctive design in connection with appearance, 

and introspective design in connection with meanings of 

appearance, and an action-design, is important. Moreover, 

he claimed that not only ease of use but also the attractive 

features of a design,  could satisfy people. 

 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 214



C:¥Documents and Settings¥nobu¥My Documents¥ATR¥nobu¥AROB2004¥AROB2005final_draft.doc  

MATSUMOTO, Nobuyoshi - 2 - Last printed 12/1/2004 4:11 PM 

 In this paper, in order to design a 

continuous-communication robot  different to 

conventional robot research, we claim that subtraction 

design and minimal design, in which subtraction is 

systematically performed based on a certain intention, are 

important. In minimal design, not to abbreviate elements 

but to clarify the interface in communication, the design 

should be completed after distinguishing what is essential. 

In addition, we propose a minimal design to clarify what 

the interfaces in communication are, such as the type of 

action or a situational setup, not only abbreviation as a 

design. 

 

 

2. Communication Design 
 

 Communication is exchanging incomplete 

information with others. Communication robots to date 

have been intended to deal with problems of how to 

resolve incompleteness of information. Communication 

is not enriched by large quantities of information, but 

should be designed to clarify intentions or messages that 

contain insufficient information. It is difficult to simulate 

communication, since there is so much background 

information necessary to  realize communication and 

that information is uncontrollable in engineering, making 

it  difficult to make a simulation that includes it. 

 

2.1. Additional design 
 

 To contrast the minimal design proposed in 

this paper, we call the main guiding principle of robot 

design the “additional design” here. In the design of a 

conventional communication robot, transfer equipment 

and a structure for voice dialogs are added to a 

fixed-position, industrial type factory robots. Although 

there are robots that depend on wheels as a simple form 

of transfer equipment, bipedal robots have also received 

much research attention in  recent years. Robot 

researchers believed that their purpose was attained by 

enriching the functions of the robot. However, even if the 

number of functions increases and each function 

approaches that of a living thing, in comparison with a 

dog or a cat which are actually alive, people will lose 

interest 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
2.2. Subtractive design 

 

 A design with function curtailment will be 

called “subtraction design” as opposed to the 

methodology of function addition. As a robot designed by 

functional addition becomes more like a living thing that 

really exists, ironically the difference between the robot 

and the living thing becomes even clearer. Such a 

problem could be avoided by a design peculiar to the  

robot, not by copying the figure of a living thing. A clear 

policy is needed to determine how far a design would be 

reduced. 

 

 

3. Benefit of Minimal Design 
 

 We discussed, design by subtraction in the 

preceding section. In this section, we will discuss 

minimal design, which is we called the directional 

simplification of subtraction design. In order to 

emphasize the main point of communication, it is better 

to omit non-essential design elements. Which design 

elements to omit are determined by goal setting. A 

minimally designed robot is not complete in itself. It is 

designed for communication with others, initiating 

interest in communication in a human. A minimal design 

targets the principle design of communication. 

 

3.1. Designing derivative form of robots 
 

 Once the principle design elements are found, 

they will facilitate in designing a derivative form of a 

robot based on principle design. A design problem is 

solves by the calculation of elements, and such 

calculations comprise with exaggerations, omissions, and 

other modifications. They will help in the design of 

future personalized robots. 

 

 

4. Expression technique 
 

 The design of a robot is considered with the 

design of living organisms in mind. The  expression 

methods for living things can be a good reference for 

minimal design. Character designs in comics, cartoons 

and video games are particularly inspired by nature. We 

also have much to learn from the representation 

techniques of performing arts. For example, Noh-play, a 

Japanese traditional performing art has no stage props, 

only big drawings of a pine tree.  

 

4.1. Expression technique in comics 
 

 The expression technique in comics provides 

useful information for minimal design. In  comics, 

non-realistic descriptions, grossly exaggerated and with 

bold omissions are often used. Character design in 

examples of design by addition 
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comics uses a lot of symbols and metaphors for living 

things,  comics the characters are drawn vividly. They 

are expressed by character form, speech,  body 

movements, and others in various communication 

channels, Characters have strong features. A 

communication robot must also be designed like a comic 

character, having strong features. 

 

4.2. Expression technique in Noh Play 
 

 The expression technique in Japanese Noh 

plays also provides useful information for  minimal 

design. Noh mask for the lead actor, which is called 

Onna-Men(woman's mask)  wears an empty expression. 

The mask is not complete in itself, It takes meaning from 

actor’s movements. 

 

 A robot with a cute face, like that of a stuffed 

toy,  softens the user's heart as its first impression, 

though this feeling does not last long. Such a prepared 

pretty face is unusable for long-term communication 

design. Instead of preparing a pretty face, we suggest 

designing robot movement to express the robot's feelings. 

If the robot laughs, it will actually show it is pleased. If it 

takes five seconds, however, it may show an artificial 

smile. Feelings can be expressed by actions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Noh mask(Onna men) 
 
 
 

5. in situ Design 
 

 In minimal design, a robot is designed in 

accompaniment with a situation and the user's 

preference,; communication depends on the situation. A 

message can have various meanings in a given situation; 

non-verbal expressions also affect communication. 

However, even if communication is successful the first 

time in a controlled environment like an experimental 

laboratory, there is no guarantee that the second time will 

be successful. We expect there to be many further 

problems in classrooms, patients’ rooms, or in homes. 

 

 A robot must be designed not to fit various 

environments, but to tune in to the relationship between 

itself and a user. In a classroom, it may be more 

important for a robot not to break even if it drops from a 

desk than to climb one flight of stairs. It would also be 

important that it could talk in small voice in a patients’ 

room. A user may also wish to take a bath together with a 

communication robot. 

 

 

Summary 
 

 

Until recent times, robots were merely tools for 

production. Now, however people have  certain 

expectations to robots as partners in communication, and 

recently many communication robots have appeared. 

Many of such robots are designed on the same principle 

as factory robots: the idea of design by addition. Also 

many robots have been created to imitate the figures of 

living things, as mechanical animals. Although such 

robots resemble living things differences do stand out. 

 

 In this paper, we proposed a technique called 

“minimal design.” Minimal design is a design primarily 

for maintaining communication. Also, we showed the 

significance of designing a robot with relation to the user 

and the situation. In minimal design, in order to 

emphasize an important design element, the 

non-essentials are omitted. 

 

 Although a minimal-design communication 

robot is dissimilar to animals, it still recalls animal 

characteristics in some ways. Since they are not 

physically similar to animals, users don't expect too much. 

In addition, we suggested a useful way for robots to 

express  feelings similarly to characters in comics and a 

Noh plays.  

 

 Minimal design does not express sharp 

disagreement with improvements in elemental technology 

of robotics. Technology can be used for making superior 

communication robots with minimal design way. Though 

minimal design, a communication robot that never causes 

boredom can become possible. 
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Abstract
InterActor is the speech-driven embodied entrain-

ment character for activating human interaction and
communication by embodied rhythms between speech
and body motions such as nodding in human face-to-
face conversation. In this paper, a new speech-driven
embodied laser pointer InterPointer is developed for
supporting embodied interaction and communication
for both a lecturer and audiences. InterPointer is a
pointing device in which the beam pattern is changed
from a point to an oval with a visualized response
equivalent to nodding in the same timing as InterActor
to speech input.

1 Introduction

According to the rapid progress of information and
communication technology, it has become possible eas-
ily to communicate with distant people in everyday
life. In human face-to-face communication, not only
verbal message but also nonverbal behavior such as
nodding and body motions are rhythmically related
and mutually synchronized between talkers [1]. It is
to be desired that people can share embodied rhythm
by the entrainment between human speech and non-
verbal actions and motions in remote communication.

We have developed the speech-driven embodied in-
teractive actor called InterActor which has both func-
tions of speaker and listener by generating expressive
actions and motions coherently related to speech in-
put. We demonstrated that the system can be effective
for supporting human interaction and communication
between remote talkers [2].

It is difficult for a lecturer on the platform to see
audiences’ reaction because they are separated in a
conference room, and they are not entrained. There-
fore, it is difficult for the lecturer to present the lec-
ture like face-to-face communication. It is expected to
support interactive communication by introducing the

synchrony of embodied rhythms.
In this paper, a new speech-driven embodied laser

pointer InterPointer is developed for supporting em-
bodied interaction and communication in a lecture.
InterPointer is a pointing device in which the beam
pattern is changed from a point to an oval with a vi-
sualized response equivalent to nodding in the same
timing as InterActor to speech input.

2 Development of a speech-driven
embodied laser pointer

2.1 Concept of InterPointer

Figure 1 shows the concept of a speech-driven em-
bodied laser pointer “InterPointer”. InterPointer is
the system for supporting interaction with lecturer
and audiences through visualized response equivalent
to nodding of listener on the basis of speaker’s speech.
Even if audiences’ reaction cannot be seen and it is
hard to talk on the platform, a lecturer can make pre-
sentation with ease by using InterPointer that can feed
back a typical nodding reaction. Audiences can also

InterPointer
Triangle

Audiences

Lecturer
I can speak  

rhythmically. 

It seems to 

 listen me. 

I hear  

you clear. 

It's like listening

 together. 

Figure 1: Concept of InterPointer.
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enjoy good presentation, because they can share em-
bodied rhythm with the lecturer and feel a sense of to-
getherness by seeing InterPointer’s nodding reaction.

2.2 Outline of InterPointer

Figure 2 shows the outline of InterPointer. Inter-
Pointer utilizes the change of beam patterns of a laser
pointer LP-2000 (CABIN) for the visualization of nod-
ding. LP-2000 can generate four kinds of beam pat-
terns by laser light reflection in the mirror which is
vibrated by two electromagnetic vibrators (Figure 3).
At the same time, slight vibration arises at the timing
of pattern generation.

Speech
PC

Nodding response

USB-I/O

User

Beam pattern

Figure 2: Outline of InterPointer.

AAA

Electromagnetic

vibrator

DC3V
Mirror

LD
AAA

CrossLine OvalPoint

Figure 3: Outline of LP-2000.

Users can feel the nodding response of listener by
change of beam patterns. Response time of a nod-
ding was set to 200 ms. InterPointer is controlled by
the USB-I/O from PC equipped with the microphone
input and the USB connector. Table 1 shows beam
patterns of InterPointer.

2.3 Development of InterPointer

Figure 4 shows InterPointer. InterPointer has
installed the microcomputer PIC16FL84A (MI-
CROCHIP) which can set up input and output for
pattern generation. The microcomputer PIC16FL84A

Table 1: Beam patterns of InterPointer.

OFF ON

Nodding responseUSB-I/O 

cable is not 

connected.

Pattern

was connected to the button input part and it gener-
ated pattern switch signals. InterPointer had a con-
nector in order to connect an USB-I/O cable and to
receive a nodding signal from PC.

Figure 4: InterPointer.

Original cable called USB-I/O cable was developed
to connect USB with InterPointer as shown in Fig-
ure 5. USB-IO was built in the USB-I/O cable. The
control chip of USB-I/O (Morphy Planning) was a
CY7C63001A-PC (Cypress Semiconductor). It sup-
ported USB 1.1 (Low-speed, 1.5 Mbps) and was bus-
powered.

Figure 5: USB-I/O cable of InterPointer.
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2.4 Listener’s interaction model

InterPointer is the laser pointer that can change
beam patterns in the equivalent timing to listeners
nodding, which is one of the typical patterns of non-
verbal interaction, and it plays an important role in
smooth interaction in human communication. As for
the prediction model of nodding on human face-to-
face communication, the MA (Moving-Average) model
which estimated the nodding y(i) as the weighted sum
of the binary speech signal x(i) in each video frame of
1/30 second was introduced as follows [3].

ŷ(i) =
J

∑

j=1

a(j)x(i− j) + w(i) (1)

a(j) : linear prediction coefficient, w(i) : noise

3 Evaluation of the system

3.1 Experimental method

The effectiveness of the InterPointer system was ex-
amined by sensory evaluation. Figure 6 shows the ex-
perimental setup of the system. One of paired subjects
was a lecturer who makes a presentation in front of a
screen, and the other was an audience for the presen-
tation. The following four modes from (a) to (d) were
put to paired comparison in the experiment.

(a) Point (the beam pattern was a point, and doesn’t
change during the experiment)

(b) Oval (the beam pattern was an oval, and doesn’t
change during the experiment)

(c) Model (the beam pattern changes from Point to
Oval in the nodding timing by MA-model and
returns to Point after 200 ms)

(d) Exponential (the beam pattern changes from
Point to Oval in the timing of exponential dis-
tribution and returns to Point after 200 ms)

The subjects were instructed to experience a pre-
sentation and choose better mode out of randomly se-
lected two modes from (a) to (d). The exponential
distribution was generated as follows.

T = −3 ln (1− λ), λ = [0, 1] = (0.1 ∼ 0.9) (2)

The average of exponential distribution was set at 3
seconds which denotes the mean nodding interval.

---------

--------------------------------

----------------------------

------------------------------

-------------------------

--------------------------

-----------------

Audience

--------------

------------------------------

---------------------------

-------------------------------

-----------------------------

--------------------------

-----------------------------

Lecturer

DV camera

--------------

-------------------------------

----------------------------

--------------------------------

----------------------------

------------------------

------------------

Nodding

 response

Speech

PC

Figure 6: Experimental setup of InterPointer.

The experiment was examined in the following
steps :
Steps 1 ; Subjects tried InterPointer, so that they

can get used to the system.
Steps 2 ; They were instructed to divide into a lec-

turer and an audience to perform paired
comparison by one-minute use for each
mode.

Steps 3 ; A lecturer and an audience swapped roles
in the same way.

Figure 7 shows the experimental scene of Inter-
Pointer and Figure 8 shows the example of change of
beam pattern (200 ms). The contents of slides were the
formulas of area, such as a triangle and a trapezoid, as
subjects can explain easily and straightforwardly. The
experiment was examined by 10 pairs of 20 Japanese
students. The outline of a system was not explained
to subjects beforehand.

Figure 7: Experimental scene of InterPointer.
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Figure 8: Example of change of beam pattern
(200 ms).

3.2 Experimental result

Table 2 shows the result of paired comparison for
the lecturer and audience. The number in the table
shows that of subjects who preferred the line mode to
the row mode. Namely, this number is the number of
the subjects who answered that it was more desirable
in the mode of each line. The Bradley-Terry model
was assumed to evaluate the preference of mode by
InterPointer quantitatively, defined as follows [4].

Pij =
πi

πi + πj
(3)

∑

i

πi = const. (= 30) (4)

πi : intensity of i,
Pij : probability of judgment that i is better than j

Here, πi shows the intensity of preference of mode
by InterPointer. The model enables to determine
the preference based on the paired comparison. The
Bradley-Terry model assumed by using the result of
paired comparison is also shown in Table 2. To ap-
prove the matching of the model, the goodness-of-
fit test and likelihood rate test were applied to this
Bradley-Terry model. As a result, the model was not
rejected and π was validated.

By the result of paired comparison, the proposed
model was highest. This indicates that the change
from Point to Oval by InterPointer is preferred to
Point by both lecturer and audiences. Much affirma-
tive opinions for InterPointer were also seen by the
comments after the experiment.

Table 2: Result of paired comparison of InterPointer.

(b)

(a)

(c)

(b)

28

(a)

17

19

IP

(d) 3217

(c)

21

(d)

37

67

71

3.87

8.54

9.48

16 65 8.11

23

8

24

12

23

(a)  (Point)

(b)  (Oval)

(c)  (Model)

(d)  (Exponential)

4 Conclusion

In this paper, a new speech-driven embodied laser
pointer was proposed, and the prototype of the sys-
tem InterPointer was developed for supporting embod-
ied interaction and communication for both a lecturer
and audiences. The effectiveness of InterPointer was
demonstrated by sensory evaluation.

Acknowledgements

This work under our project E-COSMIC has been
supported by CREST (Core Research for Evolutional
Science and Technology) of JST (Japan Science and
Technology Agency).

References

[1] N. Kobayashi, T. Ishii, T. Watanabe, “Quantita-
tive Evaluation of Infant Behavior and Mother-
Infant Interaction”, Early Development and Par-
enting, pp. 23-31, 1992.

[2] T. Watanabe, “E-COSMIC : Embodied Commu-
nication System for Mind Connection”, Proceed-
ings of the 13th IEEE International Workshop
on Robot and Human Interactive Communication
(RO-MAN 2004), pp. 1-6, 2004.

[3] T. Watanabe, M. Okubo, M. Nakashige, R. Dan-
bara, “InterActor : Speech-Driven Embodied In-
teractive Actor”, International Journal of Human-
Computer Interaction, Vol. 17, No 1, pp. 43-60,
2004.

[4] R. A. Bradley and M. E. Terry, “Rank analysis
of incomplete block designs”, Biometrika, Vol. 39,
pp. 324-345, 1952.

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 221



Abstract 
 

Persons suffering from ALS disease present 
symptoms of muscular deteriorations. Muscular 
deteriorations often impede communicating actions like 
uttering voice or pushing buttons. In order to support 
their communication, a device to use vision is proposed. 
This device can be settled apart from the bed of the 
patient. This means the device do not interfere with the 
nursing care. This device is developed for ALS patients 
who have ability to move his head intentionally. The 
head movement is measured by an original compact 
vision system. Corresponding to the head movement, 
the computer mouse on the computer display is moved. 
This device enables fast input operations. This device is 
applied to ALS patients. Applicability of this input 
device is confirmed. 

 
1. Introduction 

 

Everybody should be able to enjoy his independent 
life. However, patients suffering from ALS 
(Amyotrophic Lateral Sclerosis) are difficult to live 
independent lives. They need intensive cares by 
care-workers.  As a typical symptom of ALS patients 
their muscular functions deteriorate rapidly. In two or 
three years after the onset of the disease, patients are 
obliged to use artificial respirators since even the 
breathing action becomes difficult. Once they start to 
use the artificial respirator, uttering voice becomes 
impossible. In such a physical situation, they are 
usually confined to bed and possible physical actions 
are limited to slight movements of head, fingers, lips or 
eyes. Therefore, their relationships with society are 
extremely limited. However, recent development of 
computer technology and network technology brought 
great benefits to those peoples.  

Using the computer and network system, they can 
communicate and talk with others in far places even if 
they are confined to bed. Computer systems to support 
their communication are already commercialized. But 
difficulties remain at input devices for them. 

Considering the deteriorated muscular ability, some 
input devices for ALS patients were developed. Those 
input deices are categorized as a stand type and a 
wearable type [1]. The stand type devices include touch 
switches, laser sensors and vision sensors. These 
devices are usually attached to the bed or table and used 
to detect some body movements. The wearable type 
devices introduce sensors like acceleration, angle, strain 
and EMG (Electromyogram) sensors that are attached 
to the patient’s body. These sensors measure physical 
movement or condition of the patient body and input 
signal is activated based on the data measured.       

Input devices to use a vision system have 
distinguished advantages over the other devices that the 
devices can be applied to ALS patients in a variety of 
ways [2], [3]. The vision device can be settled apart 
from the bed. This means care workers can be free from 
annoying sensors, wires and mechanical parts around 
the bed. Furthermore, the device can be applied to 
detect various body movements like lips, fingers, 
eyebrow as well as eyeball. It is also important to note 
that the vision devices have a supreme feature to reject 
miss-operation by introducing tactful image processing. 
Vision techniques only to process images of eyeball 
were already reported since eyeball movement remains 
possible even if the physical situations of ALS patients 
become serious [2], [3], [4].          

In this paper an input device to use vision for ALS 
patients are proposed. An image processing technique is 
introduced to extract intentional slight body 
movements.   

This input device corresponds to a 
two-dimensional pointing device [5]. This input device 
requires the operator’s remaining ability to move his or 
her head two-dimensionally. The input device measures 
the two-dimensional head movement of the operator. 
The operator is requested to wear an LED mark on his 
forehead. The raster coordinates of the LED mark are 
obtained by an image processing board. The board is 
compactly composed of one FPGA chip and one chip 
CPU. 

This input device is incorporated into the computer 
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system to support communication of the patient. In 
order to test the applicability, this communication 
system is applied to ALS patients. Test results revealed 
the feasibility of the system.  

 

2. Configuration of Communication Device 
 

Proposed communication systems are composed of 
a computer, a remote controller and an input device as 
shown Fig.1. In the computer communication software 
developed for the people with disability is installed. 
And a remote controller is composed of an infrared 
light remote controller. As an input device composed of 
a camera and an image processing board is employed. 
The input device is used to detect the body movement 
of the user. By processing the sequential image of the 
body, intentional movement of the body is extracted. 
Once the intentional movement is detected, the control 
signal is transferred to the personal computer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Configuration of communication device 
 
This system is applied able to detect variety of 

body movements like lips, eyes, and fingers. 
Considering the application to ALS patient with 
capability to move his head two-dimensionally, an 
efficient input device is recommended. In Fig.2, a 
proposed pointing device is shown where a LED light 
reflector is attached to the forehead of the operator. A 
compact image processing board detects the raster 
coordinates of the LED light in the image. The image 
processing board is composed of one FPGA (Altera 
EPM9320ALC84-10) and one CPU chips (PIC16F876: 
Microchip Co. Ltd.). The logic circuit implemented on 
one FPGA chip executes the real time image 
processing. 

 
 

 
 
 
 
 
 
 
 

Fig.2 Pointing device to use vision 
 

Immediately after the movement is detected, the 
communication software in the computer responds. The 
communication software has two main functions to 
write texts and to control various home electric 
appliances. Using these functions, the user can call 
family members at home, talk with them and enjoy TV 
programs he wants. 
 

3. Detection of Head Movement 
 

At every frame the image processing board detects 
raster coordinates of the brightest pixel in the image. 
Firstly every image is converted to binary one by 
considering the maximal brightness obtained in the 
preceding image. An example of resultant binary image 
is shown in Fig.3. The proposed image processing 
board detects the leftmost and the rightmost horizontal 
coordinates of the bright cluster as UL and UR. Similarly, 
the top and the bottom vertical coordinates VT and VB 
of the bright cluster are detected. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 Image of bright cluster 
 

Fig.4 shows the block diagram of the logic circuit 
to perform the real-time image processing. From the 
video signal, the Sync. Signal generator extracts 
horizontal synchronous signals H and vertical 
synchronous signals V. 

 

Camera 

LED  LED or reflector 

uL     uR          u
     

 
 VT 
 
 VB 
 
v V 

bright cluster 

Camera 

TV Air-Conditioner 

Emergency 
Call 

Computer  

Remote Controller 

Image processing
 board 

 (FPGA+PIC) 

Image processing
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Fig.4 Block diagram of image processing 
 
Using these H and V signals, horizontal coordinate (H 
coordinate) and vertical coordinate (V coordinate) of 
every pixel can be determined.    

At the maximum brightness detector the video 
signal is converted to 8-bit digital data and the brightest 
pixel in the image is extracted. At Digitizer the video 
signal converted to binary one based on the threshold 
level. From the binary image, the value UL, UR, VT and 
VB in Fig.3 are obtained. An image of the target LED is 
shown in Fig.5.  
 
 
 
 
 
 
 
 
 

Fig.5 Image of target LED 
 

The data are transferred to one chip CPU. The one-chip 
CPU checks the size of the rectangular. Once the size is 

allowable, the central coordinates of the bright cluster 
are transferred to the computer. The computer uses the 
raster coordinates of LED light as the positioning data 
of the computer mouse. 
 

4. Evaluation of Pointing Accuracy and Field Test 
 

Pointing accuracy of the input device explained in 
section 3 was evaluated by healthy examinees without 
any physical disability. The data obtained by the 
pointing device were used to locate the mouse pointer 
on the computer display in proportion to the head 
movement. A camera (CCD sensor with 570H×480V 
resolution) was settled 200cm apart from the examinee. 
The examinee was requested to move his head so that 
the mouse pointer traced the rectangular shape in the 
computer display. One example of the test result is 
shown in Fig.6. The examinee moved his head 4cm in 
the horizontal direction and 3 cm in the vertical 
direction. The positioning error in the computer display  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
was less than 10 pixels, which corresponds to about one 
percent in the horizontal and vertical direction on the 
display. Five examinees tried to trace the rectangular on 
the computer display. The positioning accuracy was 
less than 10 pixels. The required time was shown in 
Table 1. 
 

Table 1 Time required to trace rectangular 
 

User 
No. 1 2 3 4 5 

 
Time 

Required 
 

26 
sec 

36 
sec 

53 
sec 

38 
sec 

54 
sec 

 
The pointing device was applied to write a text. A 

computer display of the communication software is 
shown in Fig.7. In the lower half of this display many 
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Fig.6 Tracing test along rectangular 
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buttons were arranged. To each button one character or 
one function was allocated. Moving the computer 
mouse onto the target button and keeping it on the 
target button for a pre-specified interval ? T the desired 
character is selected. 

By selecting the desired characters sequentially, 
desired text could be completed as shown in the upper 
half of the display. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 Computer display of communication system 
 

Using this communication system, examinees 
wrote the text “GOOD MORNING” under two values 
of ? T. Table 2 shows time required to write the text. 
For ? T=0.5sec, all examinees finished to write the text 
“GOOD MORNING” in 30 seconds. This means one 
character takes around 2.5 second to select. For 
? T=1.0sec, around 40 seconds are required. The speed 
was compared with that of conventional communication 
system to use a touch sensor. Conventional system 
always required more than three minutes. 
 

Table 2 Time required to write “GOOD MORNING” 
                        

User 

No. 
1 2 3 4 5 

Trial 1 

ΔT =0.5 s 
26 28 22 29 26 

Trial 2 

ΔT =1.0 s 
34 39 33 43 35 

 
Fig.8 shows a prototype of the proposed image 

processor board, where one FPGA, one PIC (one chip 
CPU) and one A/D converter chips are mounted. This 
one PIC communicates with the computer via serial 
communication line.  

This system was applied to an ALS patient who 
was difficult to move his hands. He succeeded to 

operate the communication system effectively using 
proposed input device as shown in Fig.9. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8 Image processing board 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.9 Operation by two-dimensional input device 
 

5. Conclusions 
 

A vision sensor is proposed as an effective input 
device of a communication system. Different from the 
conventional devices like a touch sensor and a push 
button, the proposed vision sensor could extract 
operator’s intentional movement with enough accuracy 
rejecting disturbing body movements. A distinct feature 
of this technique is that vision sensor is used as a 
two-dimensional pointing device. This device enabled 
fast operations of the communication system. 
Communication systems to employ this vision device 
were applied to ALS patients. The patients successfully 
could communicate with their families and operate 
electric devices by using the communication device. 

In this paper we focused on the simple and robust 
algorithm to use vision sensor for the ALS patients. 
Considering various symptoms of the ALS patients, 
also other algorithms need to be developed based on the 
remaining ability of the ALS patient.   

A/D Conv. 
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1. INTRODUCTION  
Increase of the aged people is becoming a serious social 

problem. In the care house for the elderly only a few care 
workers are working for many aged people. Typically in the 
nighttime care workers are too busy to deal with various kinds 
of tasks, since only two or three care workers are staying at 
night. Many of the care workers are doing their best but  are 
too tired. One serious problem at care-houses is the injury of 
the aged caused by slipping and falling down on the floor. 
Once they broke their legs and feet, it is not easy for them to 
recover sooner. Typically in the case of dementia patient, they 
easily forget and neglect the request not to leave the bed alone 
by the caregiver. One simple answer to protect such cases is to 
fasten the patient onto the bed. But such kind of treatment 
means neglecting the human right of the patient. Touch 
sensors and pressure sensor is proposed to detect the escape or 
wake up motions of patient from the bed. But what required 
by the care workers is some technique to detect body 
movements of the patient and forecast occurrence of the risky 
actions of the patients. Of course, forecasting the risky actions 
with reliability is not easy matters. But smart care workers say 
every elderly represents individual physical behaviors. They 
also says an alert signal can be generated before the risky 
event occurs by prep aring individual criterion for each elderly. 
Already some related researches are achieved, where 
techniques to measure vital sighs, like sleeping stages, 
heartbeat, respiration and snore [1], [2], [3], [4]. Image 
processing is also one technique to measure such sighs, but the 
technique is not preferred because of the violation of the 
privacy. Furthermore, the image processing costs a lot [5]. 

In this paper a monitoring system is proposed which 
measures body movements of the bedridden patient. The data 
measured is used to evaluate the current physical status of the 
patient and the possibility of risky actions. Considering 
practical application, the wearble sensor unit is compactly 
achieved employing a two-dimensional acceleration sensor, a 
one-chip computer and a wireless communication module. 
Due to the introduction of the simplified wireless network 
system, the system is applicable to the multi-user condition.  
The proposed system can recognize some kinds of physical 
movements like deep sleeping, a light sleeping, walking, 
standing up, slipping, falling down and jumping up. 
Furthermore, based on the criterion about the time sequences 
of these physical movement actions, the sensor sends an alert 
signal to care workers. The care workers considering the 
features of the physical behavior determine the criterion.     
The proposed system is now under examination at hospitals.  

 

2. SYSTEM CINFIGURATION 
  

A system configuration is shown in Fig.1 where patients 
are wearing sensor units on their chest. On the sensor unit, an 
acceleration sensor (ADXL202: Analog Device Co. Ltd.), a 
one-chip CPU (PIC16F84A) and a wireless communication 
module (iTRX315: itec Co.Ltd.) are implemented in a 
compact body as shown in Fig.2. The acceleration sensor 
detects two-dimensional acceleration. Of course, since the 
sensor detects the acceleration caused by the gravity, the 
sensor gives information about the posture of the sensor. 
Therefore, if a patient wears the sensor on his chest, the 
physical behavior or posture of the patient can be readily 
detected by the data obtained. A compact wireless 
communication module on every sensor unit enables to 
communicate with the master computer. Furthermore, by 
introducing an original communication protocol, every unit 
can communicate with each other. In each sensor unit, 
individual criterion is implemented considering the each 
patient’s situation. Based on the each criterion, the one-chip 
computer recognized the risky condition of the patient. Once 
the one-chip computer recognizes the situation of the patient is 
dangerous, it sends the risky condition to the master computer. 
It should be noticed that the sensor unit could detect 
extraordinary body movements like gastric spasm or 
spasmodic asthma as well.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 System configuration 
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Fig.2 Electric circuit for sensor unit  
 

2. NETWORK SYTEM 
 

In the proposed system an original network protocol is 
introduced. The basic idea of the protocol is that every 
communication module communicates with each other 
synchronizing with the base synchronous signal emitted by the 
master computer. A feature of our protocol is that even if a 
sensor unit cannot detect the base synchronous signal emitted 
by the master computer, another sensor unit that can detect the 
base synchronous signal acts as an auxiliary master computer. 
This feature provides us a great benefit under the situation that 
only low power communication system is available.    

Suppose the base synchronous signal can be detected in the 
range of sensor unit 1 to 5 as shown in Fig.3. And sensor unit 
6 is out of the range. As everyone notice the master computer 
can recognize that sensor units 1 to 5 are in the accessible 
range and the sensor unit 6 is out of the range. In this situation, 
the master computer asks every sensor unit if some unit can 
access the sensor unit 6.  After that, each sensor unit tries to 
communicate with sensor unit 6 sequentially. If one of the 
sensor units is able to communicate with the sensor unit 6, the 
sensor acts as an auxiliary master computer for the sensor unit 
6. Thereafter, the sensor unit can communicate with the master 
computer via the auxiliary master computer. This means that 
even if the maximum accessible range of the communication 
module is less than 10 meters, by introducing relaying sensor 
units the accessible range can be expanded as far as we like.  
Therefore, our proposed system can be applicable to a hospital 
or nursing facilities even if only low power wireless 
communication is available. This feature is important since in 
most of medical facilities only low power wireless 
communication is allowed. Suppose this network system is 
realized in a nursing facility. Using this network features, we 

can detect the position of the patient in the facilities or detect 
the absence of the patient. 
  In the sensor unit consumption of the electricity needs 
to be suppressed since the compact battery is 
indispensable for comfortable  wearable sensor unit. 
Therefore, the protocol of the communication was 
determined.    
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 Sensor units and master computer 
 
 

3. EXPERIMENT 
  

Every components of the sensor unit could be realized 
in a compact body as shown in Fig.4. The reachable range of 
each wireless transmitter was around 10m.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 Arrangement of components in the sensor unit 

 
This sensor is attached to an examinee to check the 

feasibility to recognize current status of body movements. An 
examinee wearing the sensor on his chest is requested to (1) 
lie on the bed, (2) roll over, (3) wake up and (4) walk around 
the bed. During the above body movements, the sensor 
measured the acceleration. Fig.5 shows the acceleration data 
toward the foot direction of the examinee. Fig.6 shows the 
acceleration data toward the leftward of the examinee.   
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action(1)  action(2) action(3)  action(4) 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.5  Sensor signal toward foot direction 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Sensor signal toward leftward 
 
Corresponding actions are shown in Fig.7. During t
he   period of the action (1), where the examinee 
lies on the bed, the acceleration toward foot directi
on was negative. This means the sensor unit on the
 chest inclined slightly upward. During the period o
f the action (2), the examinee repeated roll over tw
ice from rightward and leftward. During the period 
of the action (3), because of wake up action the ac
celeration toward the foot direction increased till   
around 1.0g. During the period of walking around t
he acceleration toward the foot direction fluctuated 
around 1.0g.  

 
4. ALGORITHM TO RECOGNIZE  

BODY STATUS  
 Denote the acceleration toward the foot direction as AF, 

and the acceleration toward the leftward as AL. From the data 
obtained in section 3, a simple criterion to recognize current 
body status becomes as follows. 

(Status 1: Lying on the bed) when AF is around zero. 

(Status2: Rolling over) when AF is around zero and AL is 
fluctuating.   
(Status3: Waking up) when AF is increasing up to 1.0g.  
(Status4: Walking) when AF is fluctuating around 1.0g.  
 
In order to prevent the bedridden elderly from falling down 

and being wounded, another criterion to determine degrees of 
risk can be proposed as follows. 

 (3rd degree: risky level) when impulsive behaviors of the 
acceleration is detected.    
 (2nd degree: nearly risky) when frequent fluctuations of 
the acceleration are detected. 
(1st degree: slightly risky:) when different pattern of the 

time sequences of the acceleration fluctuations are detected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.7 Sequences of actions 

 

(1) Lie on the bed 

(2) Roll over 

(3) Wake up 

(4) Walk around 
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g 
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The above criterion comes from one idea that before the 
risky action occurs some specified body movements’ occur. 

The criterion should be determined based on the behavior 
of the elderly. 

   
5. DISCUSSIONS 

 

 We built a prototype composed of one master computer 
and three sensor units. At every one second the  master 
computer checked accessibility of three sensor units. And at 
every one second, every sensor unit responded that the sensor 
unit was accessible with the current body status. In case one 
sensor unit was not accessible by the master computer, the 
accessible sensor unit acted as an auxiliary master computer. 
In case that one sensor is not accessible with any other sensor 
unit and the master computer, the master computer could 
recognize the situation.          

 
 

4. CONCLUSIONS 
 
We developed a monitoring system of physical behavior of

 the elderly under bedridden condition. The sensor can b
e effectively applicable to suppress the number of the 
accidents caused by the slipping and falling down on the floor.
 The system can be readily connected to the Internet system. 
Due to the developing ability of Internet, our system can b
e
 expanded to more advanced system like remote care of the p
atients in the far place. Furthermore, patients could be cared s
afely in the care house even if the caseworkers are busy. 

We are now testing a prototype system at hospitals
 in Nagasaki city. The results of the test will be demonstrated
 sooner.  
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Abstract 
An advanced training machine that can adjust load according 
to muscle activity is proposed for elderly people. The training 
machine allows users to have a safe and effective training 
through exercise close to ordinal motion appears in daily life 
such as stretching or stooping motion.  The activation level 
of user’s muscle is real timely monitored by a muscle activity 
sensor during the exercise and the training load is adjusted 
based on the data measured.  The training load is exerted and 
continuously controlled by actuation of an electronic motor. 
 
Keywords: Machine training, Elderly people, Preventive 
approach, Load control, Muscle activity sensor 

 
1. INTRODUCTION 

 
The welfare issues accompanying by the aging of society 

are highly concerned in most of the advanced countries.  It is 
strongly hoped that the government provides adequate care 
and accommodation to people when they become old.  
However, it is extremely difficult to support all the people 
perfectly because each aged person needs different care.  In 
addition to the fact, it costs huge and needs many hands to 
achieve it.  Under this situation in Japan, that is one of the 
most aged society, the government started to focus on the 
approach to reduce the number of aged people who need 
nursing care more than to offer perfect caring system for them.  
The government promotes aged people to maintain enough 
strength to keep their independent life and allocate budgets for 
activities to promote the preventive approach against 
becoming bedridden status.  The importance of the 
preventive approach is currently being recognized among 
other aging countries as well. 

As one of the effective preventive approaches the physical 
training using machines is recommended.  It is reported that 
the constant physical training is highly effective for aged 
people to maintain their strength and quality of life.  Some 
care center introduced machine training in their program.  
However, there are several problems.  One is that those 
machines are designed for sports training not for training of 
elderly people therefore users cannot use the machines 
comfortably in some cases.  The other is that the exercise 

required in the machine training is too hard for those aged 
people.  That could be a reason to keep aged people away 
from the machine training.  The third is that too much 
machine training might cause damage in user’s body, therefore 
it is hard to ensure the safety in the training because aged the 
people’s body is somewhat weakened.  Thus the training 
machine that is designed for elderly people is needed.  It 
should be enough safe and comfortable to use for aged people 
and also have high adaptability for wide range of the size and 
ability of aged people. 

In this paper we propose a training machine for the elderly 
people. The machine is developed by introducing power 
assisting technology. 

 
2. FEATURES OF THE TRAINING MACHINE 

PROPOSED 
 
An advanced training machine is proposed for keeping 

elderly people healthy and energetic so that they can keep 
living an independent life.  The training machine let user to 
work on an exercise to maintain/recover physical abilities to 
support their body against the gravity.  We focus on the leg 
strength because the ability to support their body or to stand 
up by themselves is very important both for aged people to 
keep their quality of life high and for care worker’s to care 
their patients with less energy.  This training machine has 
three major futures as follows. 
1) Leg pressing exercise 

Usually sports training machines are designed to develop 
specific muscles through a simple exercise such as knee 
flexion, elbow extension and twist of main body.  It is 
effective for sports players to shape their body as they desire.  
However, for elderly people, those machines are not always 
comfortable because the purpose of the training is different 
from that of athletes.  It is not for strengthening their muscles 
to compete against other players but maintaining or recovering 
their physical function to do everyday movements such as 
stretching or stooping of leg.  The training machine proposed 
in this study is specially designed for aged people to train 
stretching and stooping ability.  By using this training 
machine users can enforce their strength of both legs through 
leg pressing exercise.  In addition to the physical training 
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effect, it also works for recovering sense of body motion or 
strong desire to support their own body by themselves. 
2) Adjust load with electronic actuator 

Training load is generated by weights in the case of most of 
conventional training machine.  Users select preferable load 
level before the exercise and train under the constant load 
through the exercise.  The proposed training machine uses an 
electronic actuator.  Therefore the training load can be 
continuously adjusted during the exercise. 
3) Feed back of muscle activity on load control 

In the elderly training safety issue needs to be considered 
carefully more than the case of sports training.  Different 
from the sound body of young athletes elderly people’s body 
is generally remarkably weakened.  The proposed system 
monitors the activation level of user’s muscles and output 
force of the leg.  It is possible to select optimum load 
simultaneously and achieve effective and safe training for 
elderly people. 
 

3. MECHANICAL SYSTEM CONFIGURATION 
Figure 1 shows the proposed system.  The system is 

composed of a moving seat, an electronic actuator, step force 
sensor, muscle stiffness sensor to detect user’s muscle 
activation level, and a PC & FPGA based controller.  

PC

FPGA base
Controller

Moving seat

Muscle Stiffness
Sensor

Step Force
Sensor

 
Figure 1 Overview of the system 

 
3.1 Moving Seat 

While the target of the custom sports training machine is to 
support user to strengthen his muscle, the target of the 
proposed training machine system is to support user to 
maintain his physical ability. In this point, the moving seat is 
designed to provide user to stretch and to stoop with easy due 
to the electronic actuator. Basically user’s weight is supported 
by moving seat so that user can exercise without exerting all 
his weight to leg. So, by just setting the reference load 
according to one’s physical ability, user can enjoy exercise 
with the proposed system.  

Figure 2 shows two status of the system. During the 
stretching motion, user has to stretch his leg against the 

pre-defined load generated by the actuator. And during the 
stooping motion, user does not have to strengthen his leg, just 
enjoys stooping motion against a light pre-defined load 
actuated by the motor. 

  
(a) Stretch         

    

 
(b) Stoop 

Figure 2 Two states of leg pressing exercise 
 

Table 1 Major specification of motor 

Model Honda DDW 2020 L size 

Voltage    24 V 

No load Maximum rpm    65 rpm 

Rated rpm    40 rpm 

Rated torque    52 Nm 
 

3.2 Human Machine Interface 

 
Figure 3 Muscle Stiffness Sensor 

 
To detect user intentions of stretching, stooping and 

controlling the speed, the proposed system adapts two kinds of 
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sensors, one is a stepping force sensor and the other is a 
muscle stiffness sensor. The step force sensor is used to detect 
the force between stepping force to the foot plate and the load 
that is generated by an electronic actuator. With this sensor, 
the proposed system controls the load on the foot plate in real 
time base. Figure 3 shows the muscle stiffness sensor. The 
muscle stiffness sensor is attached to thigh and detects muscle 
activity as stiffness parameter that shows high similarity with 
EMG sensor. It is developed as man-machine interface for the 
power-assisting system. It was confirmed that there was high 
correlation between the data obtained from this muscle 
stiffness sensor and the activity level of the muscle through 
author’s studies. Figure 4 shows change of stiffness parameter 
according to muscle activity change. The detail of this muscle 
stiffness sensor is described in [1]-[3]. One advantage of this 
sensor is that it is easy to put on/off from the body.  The 
other advantage is its high robustness on measurement against 
the disturbing contacting force from outside.  By using this 
sensor user can work on the training comfortably and safely 
with this training machine. 
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Figure 4. Stiffness parameter versus Muscle activation 
 

3.5 PC & FPGA based Controller 
As the controller, PC and FPGA (Flexibly Programmable 

Gate Allay) based control circuit are adapted. PC interfaces 
with the user to set up the target load and notices the present 
state to user. FPGA based control circuit is used to archive 
position data, muscle stiffness parameter, and stepping force 
signal through A/D converter, and send control command to 
the actuator through D/A converter. Figure 5 shows the 
configuration of the control system. 

 

FPGA based controller

PC

Analog data input

Analog data output

Motor

Control Command
(Torque, Speed)

Measurement

Muscle Stiffness Sensor

Step Force Sensor

Position data

System Operating
(Stretch and Stoop)

Mechanical Structure
 

 
Figure 5 Configuration of a control system 

 
Figure 6 shows the computer screen that is used to set up 

the reference force and moving distance based on each user, 
and displays present state during the training. With this 
program, each user’s training data can be classified and 
analyzed for the better management. 

 

 
Figure 6 Interface display 

 
4. EXPERIMENT 

 
Experiment is conducted to verify the effectiveness of the 

proposed training machine system. In this experiment, muscle 
stiffness sensor is used to detect muscle activity and to trigger 
stretching or stooping motion. During the training, even if the 
stepping force is changed, the load to leg is controlled to 
maintain the reference value. Four kinds of load are tested to 
evaluate the controllability of the proposed system and its 
HMI. 

Because the proposed training machine adapted the 
electronic actuator, it can impose load to both stretching and 
stooping motion. But in this experiment, the load is imposed 
to only stretching motion, and the actuator executes stooping 
motion automatically, so that user can enjoy the leg pressing 
exercise. 
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Through the experiment, it can be verified whether the 
system can control the load to leg, the stepping force, in 
real-time base. Muscle stiffness sensor can be used as 
human-machine interface that detects muscle activity. 
 
4.1 Control algorithm 

Simple control algorithm is adapted for the proposed 
training machine system as followed: 

In real-time base, the error between the stepping force and 
the reference force is calculated by equation (1). 

REFSTEP FFF −=∆             (1) 
where 

STEPF is the stepping force measured by step force 
sensor, and 

REFF is the reference force.  
And, based on the error ( F∆ ), the control force 

MF is 
calculated by Equation (2). 
  0>∆F , CFF MM −= 01

          (2-1) 
  0<∆F , CFF MM += 01

          (2-2) 

0=∆F , 
01 MM FF =            (2-3) 

where 
0MF , 

1MF are the previous and present control forces to 
the foot plate, and C is the control offset. Based on the error 
( F∆ ), C is also chosen by equation (3). 
If 5|| ≥∆F , 5=C             (3-1) 
If 5|| <∆F , 1=C             (3-2) 

 
4.2 Result 
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Figure 7. Stiffness change during leg pressing motion under 

four kinds of load [0, 30kgf, 40kgf, 50kgf] 
 

When the posture of leg changes, correlated muscle makes 
change in their activity. Figure 7 shows that even there is no 
load on the leg, stiffness parameter changes during the leg 
pressing motion (stretching and stooping). And it also shows 
that stiffness parameter increases according to the increase of 
the load. It means that muscle stiffness sensor can be used as 
HMI for the power-assisting devices. 

In Figure 8, each (a), (b), and(c) shows graphs of stiffness 
parameter, stepping force, position data, and reference value at 
each load 30kgf, 40kgf, and 50kgf. In each case, it is 
demonstrated that the system succeeds in controlling the 
stepping force to the reference value. 
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(b) 40kgf 
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(c) 50kgf 

Figure 8. Experiment data of leg pressing motion 
 

5. CONCLUSION 
  A new type of training machine is proposed that can help 
elderly people maintaining their health. A feature of the 
machine is that a muscle stiffness sensor is incorporated to 
monitor the muscle status and control the reference load of the 
training. Through the experiment using a prototype, it is 
demonstrated that the training load of this machine can be 
controlled based on both the stepping force and the muscle 
activity.  It is expected that this training machine provides 
effective and safe training opportunities for elderly people and 
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be a great help for preventive approach against serious 
situation of aging society by reducing people who needs daily 
care. 
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Abstract 
 
     The paper is concerned with a class of intelligent 
recognition systems described by a relational knowledge 
representation with unknown parameters. The main idea 
consists in the combination of two approaches: 
application of uncertain variables and a learning process 
with step by step knowledge updating. The recursive 
recognition algorithm with a modification of a current 
expert's knowledge at each step is presented. An example 
illustrates the presented approach. 
 
 
Keywords: uncertain variables, uncertain systems, 
learning systems, knowledge-based systems, recognition, 
intelligent systems 
 
 
1   Introduction 
 
     The paper is concerned with a class of intelligent 
recognition systems described by a relational knowledge 
representation with unknown parameters. For decision 
making in such systems two different approaches have 
been proposed and developed [1,2]: 
1. The application of uncertain variables described by 
certainty distributions given by an expert. 
2. The application of a learning process consisting in step 
by step knowledge validation and updating. 
     The purpose of this paper is to present a new idea 
based on the combination of these two approaches. At 
each step of the learning process an expert's knowledge 
is modified according to the current result of the 
learning. Such an idea has been applied to uncertain 
decision systems [3]. The application to pattern 
recognition requires to take into account a specification 
of this problem. The uncertain variable is described by a 
certainty distribution given by an expert and 
characterizing his /  her opinion on approximate values of 
the variable. In the description of the uncertain variable 
x  we introduce a certainty  distribution )()( xxvxh ≅=  

where xx ≅ means that “x is approximately equal to x” 
and v is a certainty index given by an expert. We 

introduce also a soft property Dx ∈~  which means that 
“ x approximately belongs to the set D” or “an 
approximate value of x  belongs to D”, with the certainty 
index 

 ).(max)~( xhDxv
Dx∈

=∈  (1) 

The details concerning the uncertain variables and their 
applications may be found in [4,5] and in books [1,2].  
 
 
2   Recognition problem based on uncertain 
      variables 
 
     Let an object to be recognized or classified be 
characterized by a vector of features Uu ∈ which may be 
measured, and the index of a class j  to which the 

objects belongs; JMj
�

},...,2,1{ =∈ . The set of the 

objects may be described by a relational knowledge 
representation );,( jxjuR  where jj Xx ∈  is a vector 

of unknown parameters which is assumed to be a value 
of an uncertain variable jx  described by a certainty 

distribution )( jjx xh  given by an expert for all Jj ∈ .. 

The relation R  is reduced to the sequence of sets 

MjxjuRjuUuxjD jju ,1)},;,(),(:{);( ∈∈∈= .    (2) 

Now we can formulate the recognition problem 
consisting in the determination of a class j  maximizing 

the certainty index that j  belongs to the set of all 

possible classes for the given u  

)};(:{),...,( 1 juMj xjDuJjxxD ∈∈= . 

Optimal recognition problem [2]: For the given 

);( ju xjD , )( jjx xh  ),1( Mi ∈  and u (the result of 

measurement) one should find *j  maximizing  

).()],...,(~[ 1 jvxxDjv Mj
∆
=∈  

Using (1) and (2) we obtain 
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)(max)](~[)];(~[)(
)(

jjx
jjxDjx

jxjju xhjDxvxjDuvjv
∈

=∈=∈=

  (3) 
where )}.;(:{)( jujjjx xjDuXxjD ∈∈=  (4) 

To find *j  it is necessary to determine )( jv  according 

to (3) and to maximize it with respect to j . Such a way 

may be applied under the assumption that jx  and ix  are 

independent uncertain variables for ji ≠ . 

 
 
3   Learning process 
 
     Assume now the parameter jx  has the value jj cx =  

and jc  is unknown. Assume also that we can use the 

learning sequence ),,( 11 ju ),,( 22 ju …, ),( nn ju  where 

ij  is the result of the correct classification given by a 

trainer. Let us denote by jiu  the subsequence of iu  for 

which jji = , by jiû  the subsequence for which 

jji ≠ , and introduce the following sets in jX : 

 )};( each:{)( jujijjjx xjDuXxnD ∈∈= , (5) 

 )};(ˆ each:{)(ˆ
jujijjjx xjDUuXxnD −∈∈= . (6) 

The set 

)()(ˆ)( nnDnD jxjxjx ∆=∩
∆

 

may be proposed as the estimation of jc  [2]. The 

determination of )(njx∆  may be presented in the form 

of the following recursive algorithm for the fixed j : 

  If jjn =  )( njn uu =  

1. Knowledge validation for jnn uu = . Prove if  

)];([
)1(

jun
njxDjx

xjDu ∈
−∈

. 

If yes then  )1()( −= nDnD jxjx . If not then one should 

determine new )(nD jx , i.e. update the knowledge. 

2. Knowledge updating for jnn uu =  

)};(:)1({)( junjxjjx xjDunDxnD ∈−∈= . 

 If jjn ≠  )ˆ( njn uu =  

3. Knowledge validation for jnn uu ˆ= . Prove if  

)];([
)1(ˆ

jun
njxDjx

xjDUu −∈
−∈

. 

If yes then )1()(ˆ −= nDnD jxjx . If not then one should 

determine new )(ˆ nD jx , i.e. update the knowledge. 

4. Knowledge updating for njn uu ˆ=  

)};(:)1(ˆ{)(ˆ
junjxjjx xjDUunDxnD −=−∈= . 

Put )1()( −= nDnD jxjx  and )(ˆ)()( nDnDn jxjxjx ∩=∆ . 

Without an a priori knowledge on jx  (considered in the 

next section), the result of the estimation may be used in 
the following way: Values njx  are chosen randomly 

from )(njx∆  and put into );( ju xjD  in place of jx . 

Then );( nju xjD  are used to determine *nj  in a way 

described in the previous section. 
 
 
4   Learning system based on current  
     expert's knowledge 
 
     At the n-th step, the result of the learning process in 
the form of a set )(njx∆  may be used to present an 

expert's knowledge in the form of a certainty distribution 
)( jxnjh  such that 0)( =jnj xh  for every 

)(nx jxj ∆∉ . Thus, the expert formulates his / her 

current knowledge, using his / her experience and the 
current result of the learning process based on the 
knowledge of the external trainer. In particular, 

),()( njjjnj bxhxh = , i.e. the form of the certainty 

distribution is fixed, but the parameter njb  (in general, 

njb  is a vector of parameters) is currently adjusted. For 

example, if in one-dimensional case 
],[)( max,min, njnjjx xxn =∆  and )( jnj xh  has a 

parabolic form presented in Fig. 1, then 
),( jnjnnj adb =  and 

2

max,min, njnj
nj

xx
d

+
= , 

2

min,max, njnj
nj

xx
a

−
= . 

1

jx

)( jjn xh

jndjnjn ad − jnjn ad +
 

Fig. 1 
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For )( jnj xh  the next result of the recognition *nj  may 

be determined in the way presented in Sec 2, i.e.  

)(maxarg* jvj n
Jj

n
∈

=                           (7) 

where )( jvn  is determined by (3) with )( jnj xh  instead 

of )( jjx xh  and nu  instead of u. In general, as a result 

of the maximization (7) one may obtain a set of the 
classes JD nj ∈ . For ),( njjj bxh  we obtain the fixed 

form of the function :),( njbjv  

),(),(max)(
)(

njnjjj
jxjxDjx

n bjvbxhjv
∆

∈
==  

and consequently, the fixed form of the final result, i.e. 

)(*
njn bjj =  or the set of the classes 

)(1, njjnj bDD =+ . The same approach may be 

presented in the case of C-uncertain variables, with cv  

instead of v (see [3]).  
      The block scheme of the learning recognition system 
under consideration is presented in Fig. 2 where G is a 
generator of random variables for the random choosing 

of *
nj  from D. The blocks in the figure illustrate parts of 

the computer recognition system or parts of the program 
which may be used for computer simulations.  

nu
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5   Example 
 
     Let the sets );( ju xjD  be described by the 

inequalities 

.,...,2,1,2 Mjxuux j
T

j =≤≤  

Assume that the parameter jx  has the value 0>= jj cx  

and jc  is unknown. It is easy to note that the sets 

)(nD jx  in (5) and )(ˆ nD jx  in (6) have now the forms of 

the following intervals: 

]min,max
2

1
[)( ij

T
ij

i
ij

T
ij

i
jx uuuunD = , 

)
2

1
,()(ˆ

njnjjx banD =  

where nja  is the maximum value ij
T

ij uu ˆˆ  less than 

i
T
i

i
uumin , and njb  is the minimum value ij

T
ij uu ˆˆ  

greater than i
T
i

i
uumax . The estimation of jc  has the 

form )(ˆ)()( nDnDn jxjxjx ∩=∆  and may be 

determined by a recursive algorithm presented in Sec. 3. 
Assume that the certainty distributions )( jxjnh  has a 

parabolic form presented in Fig. 1. In this case the sets 

(4) for the given uuT  are described by the inequality  

uuxuu T
j

T ≤≤
2

1
. 

Applying (3), one obtains )( jvn  as a function of jnd  

illustrated in Fig. 3 for 1=jna : 
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1

)( jvn

uuT

2

1
jnduuT1

2

1 −uuT 1+uuT

Fig 3. 
 

For example, for 3=M , 5=uuT , 21 =nd , 

2.52 =nd , 63 =nd  we obtain 75.0)1( =nv , 

96.0)2( =nv  and 0)3( =nv . Then 2* =nj , which 

means that for 5=uuT  the certainty index that 2=nj  

belongs to the set of the possible classes has the 
maximum value equal to 0.96. 
The recognition algorithm in the learning system is as 
follows: 
1. Determine njx min,,  and njx max,,  using the estimation 

algorithm with the knowledge updating 
2. Find jnd , jna  using the formulas in Sec.4 

3. Determine )( jvn using (8) with nuu = . 

4. Find *
nj  maximizing )( jvn . 

 
 
6   Conclusions 
 
     For a class of the recognition systems under 
consideration, at each step of the learning process it is 
possible to use the current expert's knowledge based on 
uncertain variables. Numerical examples and simulations 
show that the using of the expert's knowledge during the 
learning process may improve the quality of the 
decisions. On the other hand, the algorithm is more 
complicated and requires using the correct classifications 
given by a trainer. The presented approach may be 
extended to other cases of uncertain recognition systems, 
for which the applications of uncertain variables and the 
learning algorithms were elaborated separately, 
especially for systems with three level uncertainty and 
for complex systems with a distributed knowledge 
[6,7,8,9]. 
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Abstract
A method of association rule mining using Genetic

Network Programming (GNP) is proposed to improve
the performance of rule extraction. The proposed sys-
tem can evolve itself by an evolutionary method and
measures the significance of the association via the
chi-squared test using GNP. In this paper, we describe
the algorithms capable of finding the important asso-
ciation rules and present some experimental results.
GNP examines the attribute values of database tu-
ples using judgement nodes and calculates the mea-
surements of association rules using processing nodes.
The proposed method measures the significance of as-
sociations via the chi-squared test for correlation used
in classical statistics, where GNP evolves itself using
it as a part of the fitness value. Accordingly, the al-
gorithms can extract the important association rules
efficiently. Extracted association rules are stored in a
pool all together through generations in order to find
new important rules. Therefore, the proposed method
is fundamentally different from all other evolutionary
methods in its evolutionary way.

Keywords
Evolutionary Computation, Genetic Network Pro-

gramming, Data Mining, Association Rule

1 Introduction

Association rule mining is the discovery of associ-
ation relationships or correlations among a set of at-
tributes in a database [1]. Association rule in the form
of‘ If X then Y ’ is interpreted as‘ database tu-
ples satisfying that X (antecedent) are likely to satisfy
Y (consequent) ’. Association rules are widely used
in marketing, decision making, and business manage-
ment. Agrawal et al. have built a support-confidence
framework for mining association rules from databases
[2]. This model measures the uncertainty of an asso-
ciation rule with two factors: support and confidence.

However, the measure is not adequate for modeling
all uncertainties of association rules. For instance, the
measurement does not provide a test for capturing the
correlation of two itemsets. In order to improve this
framework, some measurements on the support and
confidence of association rules, such as chi-squared test
model have been recently proposed by Brin et al [3].
The chi-squared test method measures the significance
of associations via the chi-squared test for correlation
used in classical statistics. However, it is difficult to
use in case that the number of items included in asso-
ciation rules is increased.

Genetic Network Programming (GNP) [4, 5, 6] is
a kind of evolutionary methods, which evolves arbi-
trary directed graph programs and includes judgement
nodes and processing nodes in the network. GNP is
useful because it can form not only the optimal struc-
ture effectively, but it also avoid the premature con-
vergence. In this paper, we describe the algorithms ca-
pable of finding the important association rules using
GNP to improve the performance of rule extraction.
Attributes (items) in database correspond to judge-
ment nodes in GNP, respectively. We are able to rep-
resent the connection of nodes as association rules and
nodes are reused and shared with some other associ-
ation rules because of GNP ’s feature. This method
measures the support, confidence and significance of
associations via the chi-squared test for correlation
used in classical statistics using GNP. GNP evolves
itself by an evolutionary method using chi-squared val-
ues as a part of the fitness value. Using genetic opera-
tion of GNP, we are able to obtain candidates of impor-
tant association rules. Accordingly, the algorithms can
extract the important association rules efficiently. In
addition, extracted association rules are stored all to-
gether through generations and GNP evolves in order
to find new interesting rules. Therefore, the method
is fundamentally different from all other evolutionary
algorithms.
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2 Genetic Network Programming

In this section, the outline of Genetic Network Pro-
gramming (GNP) [4, 5, 6] is explained. GNP is one of
the evolutionary optimization techniques, which uses
network structures as solutions. The basic structure
of GNP is shown in Fig.1. GNP is composed of
two kind of nodes: judgement node and processing
node. Judgement nodes correspond nearly to elemen-
tary functions of Genetic Programming (GP). Judge-
ment nodes are the set of J1, J2,. . . , Jm, which work as
if-then type decision making functions. On the other
hand, processing nodes are the set of P1, P2,. . . , Pn,
which work as some kind of action/processing func-
tions. The practical roles of these nodes are predefined
and stored in the library by supervisors. Once GNP is
booted up, the execution starts from Start node, then
the next node to be executed is determined according
to the connection from the current activated node.

The genotype expression of GNP node is shown in
Fig.2. This describes the gene of node i, then the set
of these genes represents the genotype of GNP indi-
viduals. NTi describes the node type, NTi = 0 when
the node i is judgement node, NTi = 1 when the node
i is processing node. IDi is an identification number,
for example, NTi = 0 and IDi = 1 mean node i is J1.
Ci1, Ci2,. . . , denote the nodes which are connected
from node i firstly, secondly,. . . , and so on depend-
ing on the arguments of node i. di and dij are the
delay time. They are the time required to execute
the processing of node i and delay time from node i
to node Cij , respectively. All programs in a popula-
tion have the same number of nodes, and the nodes
with the same node number have the same function,
respectively. The following genetic operators are used
in GNP. Mutation operator affects one individual. All
the connections of each node are changed randomly by
mutation rate of Pm. Crossover operator affects two
parent individuals. All the connections of the uni-
formly selected corresponding nodes in two parents
are swapped each other by crossover rate Pc. GNP
evolves the fixed number of nodes and these operators
only change the connections among the nodes.

3 Association Rules

The following is a formal statement of the prob-
lem of mining association rules [1, 2] . Let I =
{i1, i2, . . . , il} be a set of literals, called items or at-
tributes. Let D be a set of transactions, where each

Figure 1: The basic structure of GNP individual

Figure 2: Gene structure of GNP (node i)

transaction T is a set of items such that T ⊆ I. As-
sociated with each transaction is a unique identifier,
called TID. We say that a transaction T contains X,
a set of some items in I, if X ⊆ T . An association rule
is an implication of the form X ⇒ Y , where X ⊂ I,
Y ⊂ I, and X ∩ Y = ∅. X is called the antecedent
and Y is called the consequent of the rule. In general,
a set of items is called an itemset. Each itemset has
an associated measure of statistical significance called
support. If the fraction of transactions in D containing
X equals s, then we say that support(X) = s. The rule
X ⇒ Y has a measure of its strength called confidence
defined as the ratio of support(X ∪ Y )/support(X).
An example is shown below using Table 1. Let item
universe be I = {A,B, C, D} and transaction universe
be TID = {1, 2, 3, 4}. In order to extend our research
not only to market baskets problems but also to oth-
ers, we indicate the items of the transaction by a 1
as shown in Table 1. In Table 1, itemset {A,C} oc-
curs in two transactions of TID = 1 and TID = 3.
So, its frequency is 2, therefore, its support, that is,
support((A = 1) ∧ (C = 1)) becomes 0.5. Itemset
{A,C, D} occurs in the transaction of TID = 3. Its
frequency is 1, and its support, i.e., support((A =
1) ∧ (C = 1) ∧ (D = 1)) becomes 0.25. Therefore,
support((A = 1) ∧ (C = 1) ⇒ (D = 1)) = 0.25, and
confidence((A=1) ∧ (C =1) ⇒ (D=1)) = 0.5.

Table 1: An example of database
TID A B C D

1 1 0 1 0

2 0 1 1 1

3 1 1 1 1

4 0 1 0 1
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Calculation of χ2 value of the rule X ⇒ Y
is described as follows [3]. Let support(X) = x,
support(Y ) = y , support(X ∧ Y ) = z and the num-
ber of database tuples equals N . If events X and Y
are independent then support(X ∧ Y ) = xy. Table 2
is the contingency of X and Y : the upper parts are
expectation values under the assumption of indepen-
dence, and the lower parts are observational. Now,
let E denote the value of expectation value under the
assumption of independence and O the value of obser-
vational. Then the chi-squared statistic is defined as
follows:

χ2 =
∑

AllCells

(O − E)2

E
(1)

We calculate χ2 using x, y, z and N of Table 2.

χ2 =
N(z − xy)2

xy(1− x)(1− y)
(2)

This has 1 degree of freedom. If it is higher than a cut-
off value (3.84 at the 95% significance level, or 6.63 at
the 99% significance level), we reject the independence
assumption.

Table 2: The contingency of X and Y
Y ¬Y

P
row

X Nxy N(x− xy) Nx
Nz N(x− z)

¬X N(y − xy) N(1− x− y + xy) N(1− x)
N(y − z) N(1− x− y + z)P

col Ny N(1− y) N

4 Association Rule Mining Using GNP

In this section, a method of association rule min-
ing using GNP is proposed. Let Ai, Bi be attributes
(items) in a database and its value is 1 or 0. The
method extracts the association rule as follows:
(Aj = 1)∧ · · · ∧ (Ak = 1) ⇒ (Bm = 1)∧ · · · ∧ (Bn = 1)
(briefly, Aj ∧ · · · ∧Ak ⇒ Bm ∧ · · · ∧Bn).

4.1 GNP for Association Rule Mining

Attributes in the database correspond to judgement
nodes in GNP, respectively. We are able to represent
the connection of nodes as association rules. GNP ex-
amines the attribute values of database tuples using
judgement nodes and calculates the measurements of
association rules using processing nodes. The mea-
surements include support and confidence. Judgement
node determines the next node by a judgement result

(Yes/No). Fig.3 shows a basic structure of GNP. P1

is a processing node and is a starting point of asso-
ciation rules. Each Processing node have an inherent
numeric order (P1, P2,. . . , Pn) and basically are con-
nected from a judgement node. Yes-side of judgement
node is connected to another judgement node. Judge-
ment nodes can be reused and shared with some other
association rules because of GNP ’s feature. No-side
of judgement node is connected to the next numbered
processing node. We now demonstrate this using an
example. In Table 1, the tuple TID = 1 satisfies
A = 1 and B 6= 1, therefore the moving is from P1

to P2 in Fig. 3. If the examination of the connection
from the stating point Pn is ended, then GNP exam-
ines TID = 2 likewise. Thus, all tuples in database
will be examined. The total number of tuples moving
to Yes-side at each judgement nodes are calculated for
every processing node, which is a starting point for
calculating association rules. All GNP individuals are
searched parallel at the same time. If Yes-side connec-
tion of judgement nodes continue and the number of
their judgement nodes becomes a cutoff value (max-
imum number of attributes in extracted association
rules), then Yes-side connection is transferred to the
next processing node obligatorily.

Figure 3: GNP for association rule mining

4.2 Extraction of Association Rules

In Fig.3, N is the number of total tuples, and a,
b, c and d are the numbers of tuples moving to Yes-
side at each Judgement node. Table 3 shows the mea-
surements of association rules. The proposed method
measures the significance of associations via the chi-
squared test for correlation used in classical statistics.
For example, if we change the connection of P1 node
from ’A = 1’ node to ’B = 1’ node (judgement node)
in Fig.3, then we are able to calculate the support of
B, B∧C and B∧C∧D in the next examination. As a
result, we obtain chi-squared statistics and repeat this
like a chain operation. We can define important asso-
ciation rules as the rules which satisfy the following:

χ2 > 6.63 (3)
support ≥ supmin (4)
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supmin is the threshold minimal support given by su-
pervisors. The extracted important association rules
are stored in a pool all together through generations
in order to find new important rules. When an impor-
tant rule is extracted, the overlap of the attributes is
checked and it is also checked whether an important
rule is new or not. If the rule is new, it is stored in the
pool with its support, confidence and χ2. Therefore,
the method is fundamentally different from all other
evolutionary algorithms.

Table 3: Association rules
association rules support confidence

A ⇒ B b/N b/a

A ⇒ B ∧ C c/N c/a

A ⇒ B ∧ C ∧D d/N d/a

A ∧B ⇒ C c/N c/b

A ∧B ⇒ C ∧D d/N d/b

A ∧B ∧ C ⇒ D d/N d/c

4.3 Genetic Operators

Fitness evaluation function of GNP is defined as

F =
∑

i∈I

{χi
2 + 10(n(iante)− 1)

+ 10(n(icon)− 1) + αinew
} (5)

The components are as follows:
I : a set of the number of important association rules
which satisfy (3) and (4) in a GNP (individual)
n(iante) : the number of attributes at the antecedent
of rule i. n(icon) : the number of attributes at the
consequent of rule i. χi

2 : chi-squared value of rule i.
αinew

: additional constant defined as

αinew
=

{
αnew （i is new）
0 （i has been extracted already）

(6)

At each generation, individuals are replaced with new
ones by selection and reproduction rules. Each indi-
vidual is ranked by fitness evaluation value and se-
lected by ranking. New individuals are generated by
crossover and mutation. These operators are executed
at a part of judgement nodes and a part of processing
nodes of GNP genes, respectively. We demonstrate
the rule concretely using the case of 120 individuals at
each generation. The individuals are ranked by fitness
values and the top 40 individuals are selected. They
are reproduced three times and three genetic opera-
tors are executed to them as follows:
Crossover : crossover we used is the uniform crossover,
and it is executed between two parents and generates

two offspring. Each judgement node is selected as a
crossover node with the probability of Pc. Two par-
ents exchange the genes of the corresponding crossover
nodes. 40 individuals are divided into 20 pairs of par-
ents and replaced with new 40 individuals.
Mutation-1 : Mutation-1 operator affects one indi-
vidual. The connection of each judgement node is
changed randomly by mutation rate of Pm1. Top 40 in-
dividuals reproduce new 40 individuals by Mutation1.
Mutation-2 : Mutation-2 operator also affects one in-
dividual. The connection is changed to barter the
judgement nodes. For example, in Fig.3, if ’B = 1’
node is bartered with ’D = 1’ node in position, then
we examine A ⇒ D, A ∧ D ⇒ C, A ∧ D ∧ C ⇒ B
and so on. Mutation-2 is executed using the rate of
Pm2 at each judgement node. New 40 individuals are
reproduced by Mutation2. Table 4 shows samples of
Pc, Pm1 and Pm2. All the connections of processing
nodes are changed randomly in order to extract rules
efficiently.

Table 4: Conditions of crossover and mutation
GNP-M GNP-L

Crossover Probability (Pc) 15/78 10/78
Mutation-1 Probability (Pm1) 25/78 15/78
Mutation-2 Probability (Pm2) 16/78 12/78

(Note: 78 corresponds to the number of Judgement nodes)

5 Simulation Results

We have performed experiments and estimated the
performance of our algorithms. All the experiments
were run on synthetic data. The synthetic database
includes 26 attributes (Aj , j = 1, 2, . . . , 26). The
number of tuples are 200, support(Aj = 1) = 0.7
(j = 1, 2, . . . , 5) and support(Aj = 1) = 0.5 (j =
6, 7, . . . , 26). Evaluation is studied in the case of

free consequent (Simulation 1)
fixed consequent (Simulation 2)

in order to analyze the performance of rule extraction.
In simulations, the population size is 120. The num-
ber of processing nodes is 10, and 26 different kind
of judgement nodes (’Aj = 1’, j = 1, 2, . . . , 26) are
used, each by three. We use (3), (4), (5) and (6)
(αnew = 150). Table 4 shows the two conditions of
crossover and mutation. In addition, we consider the
Random GNP model, which does not evolve but re-
peats random initialization every generation.

5.1 Simulation1

We have performed two experiments as follows:
1) supmin = 0.2, n(iante) ≤ 5, n(icon) ≤ 5
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Table 5: Number of association rules of free consequent in the pool (Simulation 1)
25th generation 100th generation 1000th generation

GNP-M GNP-L Random GNP-M GNP-L Random GNP-M GNP-L Random
supmin = 0.2 Max 748 741 616 905 903 808 922 922 922

Ave 714.8 708.3 604.3 898.9 868.6 794.4 921.9 921.3 922.0
Min 658 678 593 889 833 781 921 920 922

supmin = 0.1 Max 97 131 57 1000 1305 181 4821 3696 1323
6 or more Ave 55.3 68.8 31.8 300.5 918.5 136.1 2834.5 3029.2 1213.6
attributes Min 20 36 20 148 549 111 1568 1121 1139
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Figure 4: Number of association rules of free conse-
quent (supmin = 0.2)

2) supmin = 0.1, n(iante) + n(icon) ≥ 6, n(iante) ≤ 5,
n(icon) ≤ 5

The number of changing the connections of processing
nodes is 5. Table 5, Fig.4 and Fig.5 show the num-
ber of important association rules in the pool. The
system can extract the important association rules in
the database effectively. Each figure shows the mean
value over ten simulations. Fig.6 and Fig.7 show fit-
ness curve. Fig.8 and Fig.9 are the results of the num-
ber of association rules at each generation. These show
the different important association rules in 120 indi-
viduals at each generation. GNP-M suits the extrac-
tion of the rules including 3-5 attributes, while GNP-L
will be convenient for 5-7 attributes rules. The results
show that our method works effectively by its fitness
curve and the number of extracted rules at each gen-
eration. It is found that the proposed evolutionary
method is effective in association rule mining. In ad-
dition, it is also found that we can set a condition to
extract rules, for instance, the number of attributes in
the rules.

5.2 Simulation2

We have performed experiments with one specific
consequent attribute (A26) supposing supmin = 0.05
and n(iante) ≤ 8. (such as A1 ∧A2 ∧A3 ∧A4 ∧A5 ⇒
A26 will be extracted.) As we suppose that the
support(A26 = 1) = 0.5, the method is fairly sim-
plified. Each judgement node examines the ’A26 = 1’.
For example, in Fig.3, the number of tuples ’b’ indi-
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Figure 5: Number of association rules of free conse-
quent (supmin = 0.1, 6 or more attributes)

cates support((A = 1)∧(B = 1)), and GNP calculates
support((A = 1) ∧ (B = 1) ∧ (A26 = 1)) at the same
time, because support(A26 = 1) is known. Then we
can obtain the measurements of the rule A∧B ⇒ A26.
Experiments is performed by Pc = 15/75, Pm1 =
25/75, Pm2 = 16/75. (judgement node ’A26 = 1’ is
not used.) Fig.10 shows the number of important as-
sociation rules. Especially, Fig.11 shows the number
of rules satisfying n(iante) ≥ 7. The results also show
that our method works effectively. It is also found
that the system can extract the interesting rules easily,
which are made up of 7 or more antecedent attributes.

6 Conclusions

In this paper, a new method of association rule min-
ing using Genetic Network Programming (GNP) has
been proposed. The proposed system can evolve itself
by an evolutionary method and measures the signif-
icance of associations via the chi-squared value. An
efficient algorithm for identifying association rules of
importance was designed. We have performed exper-
iments and estimated the performance of our algo-
rithms. The results showed that our method extracts
the important association rules in the database effec-
tively. In addition, it is found that we can set a con-
dition to extract rules, for instance, the number of
attributes in the rules. In a future, we plan to extend
the proposed method to the one applicable to large
databases.
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Figure 6: Fitness curves of free consequent (supmin =
0.2)
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Figure 7: Fitness curves of free consequent (supmin =
0.1, 6 or more attributes)
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Figure 8: Number of association rules of free conse-
quent (supmin = 0.2)
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Figure 9: Number of association rules of free conse-
quent (supmin = 0.1, 6 or more attributes)
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Abstract 
In this paper, we propose a new method based on 
evolutionary computation for setting the metaparameters 
of reinforcement learning in order to match the demands 
of the task and reduce the learning time. The basic idea is 
to encode the metaparameters of the reinforcement 
learning algorithm as the agent’s genes, and to take the 
metaparameters of best-performing agents in the next 
generation. We considered a complex task where the 
Cyber Rodent robot has to survive and increase its 
energy level. The results show that appropriate settings 
of metaparameters found by evolution have a great effect 
on the learning time and are strongly dependent on each 
other.  
 
KEY WORDS 
Actor-critic Reinforcement Learning, Genetic Algorithm, 
metaparameters. 
 
 
1.  Introduction 
 
Reinforcement learning (RL) ([1], [2],[3], [4]) provides a 
sound framework for autonomous agents to acquire 
adaptive behaviors based on reward feedback. The theory 
of RL has been successfully applied to a variety of 
dynamic optimization problems, such as game programs 
([5]), and resource allocation. 

In RL, the learning capabilities are strongly 
dependant on a number of parameters, such as learning 
rate, the degree of exploration, and the time scale of 
evaluation. The appropriate settings of metaparameters 
depend on the environmental dynamics, the goal of the 
task, and the time allowed for learning. The permissible 
ranges of such metaparameters are dependant on 
particular tasks and environments, making it necessary 

for a human expert to tune them usually by trial and error. 
But tuning multiple metaparameters is quite difficult due 
to their mutual dependency, e.g., if one changes the noise 
size, one should also change the learning rate. In addition 
hand tuning of metaparameters is in a marked contrast 
with learning in animals, which can adjust themselves to 
unpredicted environments without any help from a 
supervisor. 

The specific questions we ask in this study are: 1) 
whether GA can successfully find appropriate 
metaparameters subject to mutual dependency and 2) 
how the metaparameters and initial weight connections 
effect the learning time. In our method, the basic idea is 
to encode the metaparameters of the RL algorithm as the 
agent’s genes, and to take the metaparameters of best-
performing agents in the next generation. 

In order to answer these questions, we considered a 
surviving behavior for the Cyber Rodent (CR) robot 
([11]), which is a two wheeled robot with a wide-angle 
camera. The robot must recharge itself by capturing 
active battery packs distributed on the environment. In 
order to see the effect of metaparameters and initial 
weight connections on learning time we considered 
learning with: 1) arbitrarily selected metaparameters and 
random initial weight connections; 2) evolved initial 
weight connections and arbitrarily selected 
metaparameters; 3) evolved metaparameters and random 
initial weight connections; 4) evolved metaparameters 
and initial weight connections. 

Results show that appropriate settings of meta-
parameters can be found by evolution. The learning time 
is significantly reduced when the agent learned using the 
optimized metaparameters and the initial weight 
connections.  

 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 246



 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Cyber Rodent robot. 

 
2.  Cyber Rodent Robot 
 
The CR robot is a two-wheel-driven mobile robot as 
shown in Fig. 1. The CR is 250 mm long and weights 1.7 
kg. The CR is equipped with: 

• Omni-directional C-MOS camera.  
• IR range sensor.  
• Seven IR proximity sensors. 
• 3-axis acceleration sensor.  
• 2-axis gyro sensor.  
• Red, green and blue LED for visual signaling. 
• Audio speaker and two microphones for 

acoustic communication.  
• Infrared port to communicate with a nearby 

agent. 
• Wireless LAN card and USB port to 

communicate with the host computer. 

 
3.  Task and Environment 

 
In the second environment, the CR robot has to survive 
and increase its energy level. The environment has 8 
battery packs, as shown in Fig. 2. The positions of 
battery packs are considered fixed in the environment 
and the CR robot is initially placed in a random position 
and orientation. 

The agent can recharge its own battery by capturing 
active battery packs, which are indicated by red LED 
color. After the robot captures the battery pack, it can 
recharge its own battery for a determined period of time 
(charging time), then the battery pack becomes inactive 
and its LED color changes to green. The battery becomes 
active again after the reactivation time. Therefore, in this 
environment the following parameters can vary: 

• The number of battery packs; 
• The reactivation time; 

• The energy received by capturing the battery pack 
(by changing the charging time); 

• The energy consumed by the agent for 1m motion. 

Based on the energy level and the distance to the 
nearest active battery pack, the agent can select among 
three actions: 1) capture the active battery pack; 2) search 
for a battery pack or 3) wait until a battery pack becomes 
active. In the simulated environment, the batteries have a 
long reactivation time. In addition, the energy consumed 
for 1m motion is low. Therefore, the best policy is to 
capture any visible battery pack (the nearest when there 
are more than one). When there is no visible active 
battery pack, the agent must search in the environment. 
 
 
 
 
 

 
 
 
 
 
 
 

 
Fig. 2. Environment. 

 
4.  Actor-Critic RL 

 
We applied an actor-critic RL. The agent can selects 
among three actions: 1) Capture the active battery pack; 
2) Search for an active battery pack; 3) Wait for a 
determined period of time. The wait behavior is 
interrupted if a battery becomes active or after a pre-
determined period of time. Both networks receive as 
input a constant bias input, the CR battery level and the 
distance to the nearest active battery pack (both 
normalized between 0 and 1). 
 
4.1 The Critic 

 
The critic has a single output cell, whose firing rate is 
calculated as follows: 
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The TD error is calculated as follows: 
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 TD reduces the error by changing the weights, as 
follows: 
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][]1[ˆ][]1[ 1 tytrtctc iii ++=+ ρ                      (3) 

],[])[sgn(])[1]([]1[ˆ][]1[ 2 txtctytytrtata jiiiijij −++=+ ρ  
where ρ1, ρ2 are the learning rates.  

 
4.2 The actor  
 
The agent can select one of three actions and so the actor 
make use of three action cells, pj, j=1,2,3. The captured 
behavior is considered pre-learned ([6]). When the search 
behavior is activated, the agent rotates 10 degrees 
clockwise. The agent does not move when the wait 
behaviour becomes active. The output of action neurons 
is calculated as follows:  
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where sexp1

1
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=  and n is the number of hidden 

neurons 

A winner-take-all rule prevents the actor from 
performing two actions at the same time. The action is 
selected based on the softmax method as follows: 
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where τ is the temperature of the algorithm. 
 

Table 1. GA functions and parameters. 

The actor weights are adapted as follows: 
][])[][](1[ˆ][]1[ 1 txtptqtrtete iii −++=+ α  
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5. Evolution of Metaparameters 
 
In our implementation, a real-value GA was employed in 
conjunction with the selection, mutation and crossover 
operators (Table 1). 

The fitness function in the surviving behavior is 
considered as follows: 
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where CRlife is the CR life in seconds, 
max_learning_time is the maximum learning time, Enlevel 
is the level of energy if the agent survives but the battery 
is not fully recharged and Enmax is the maximum level of 
energy. The maximum learning time is 7200 s. The value 
of Enmax is 1 and Enlevel varies between 0 and 1. Based on 
this fitness function the agents that can not survive get a 
better fitness if they live longer. The agents that survive 
get a better fitness if the energy level at the end of 
maximum learning time is higher. The agents that 
learned to fully recharge their battery faster get the 
highest fitness value.  

In order to see the effect of metaparameters and 
initial weight connections on learning time, we 
considered the following cases: (a) Evolution of meta-
parameters, initial weight connection of actor and critic 
networks, and the number of hidden neurons; (b) 
Evolution of meta-parameters with randomly initialized 
weight connections; (c) Evolution of initial weight 
connections with arbitrary selected meta-parameters; (d) 
Learning with arbitrary selected meta-parameters and 
randomly initialized weight connections. 
 
6. Results 
 
In order to determine the energy level after each action, 
we measured the battery level of CR when the robot 
moves with a nearly constant velocity of 0.3m/s. The 
collected data are shown in Fig. 3. The graph shows that 
there is a nonlinear relationship between time and energy 
level. Therefore, we used the virtual life time to 
determine the energy level after each action. Except 
capturing the battery pack, the search and wait actions 
increased the virtual life time.  

Function Name Parameters 
Arithmetic Crossover 2 
Heuristic Crossover [2 3] 
Simple Crossover 2 
Uniform Mutation 4 
Non-Uniform Mutation [4 GNmax 3] 
Multi-Non-Uniform Mutation [6 GNmax 3] 
Boundary Mutation 4 
Normalized Geometric Selection 0.08 
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First, learning took place with arbitrarily selected 
metaparameters (Table 2) and random initial weight 
connections. The agent continued learning for nearly 
5500s until the battery was fully recharged (Figure 4). 
Then, using the same metaparameters and neural 
structure, we evolved the initial weight connections. 
Initially, 100 individuals are created and the evolution 
terminated after 20 generations. Figure 4 shows that 
learning time is reduced. 

When the metaparameters are evolved and initial 
weight connections are randomly selected, the learning 
time is significantly reduced (Figure 4). This result is 
important because it shows that metaparameters has 
larger effect on learning time compared to initial weight 
connections. The searching interval and GA results, 
when both metaparameters and initial weight connections 
are optimized by GA, are shown in Table 3. The critic 
and actor networks have 1 and 3 hidden neurons, 
respectively. The initial value of weight connections are 
very near with their respective values after learning. In 
addition, the optimized value of cooling factor is low. 
Therefore, the agent starts to exploit the environment and 
make greedy actions soon after the learning starts, 
recharging its own battery in a very short time. 

 
Table 2. Values of metaparameters  

Parameters Values 
Initial Weights Randomly between [-0.5 0.5] 
ρ1, ρ2, α1, α2 0.2; 0.1; 0.8; 0.3 

τ0 10 
γ 0.9 
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Fig. 3. Battery level during CR motion.  

 
Table 3. Searching space and GA results. 

Optimized 
 parameters 

Searching  
interval 

Results 

Initial Weights [-1 1]  
ρ1, ρ2, α1, α2 [0 1] 0.9210; 0.3022; 

0.9256; 0.6310 
τ 0 [1 10] 5.3718 
γ [0 1] 0.794 
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 Fig. 4. Energy level of the best agent for different 
combinations of learning and evolution. 
 
7.  Conclusion 
 
In this paper, we presented a method to optimize the 
metaparameters in RL based on evolutionary approach. 
Based on the simulations and experimental results we 
conclude: 

 Evolutionary algorithms can be successfully applied 
to determine the optimal values of metaparameters. 

 Meaparameters play important role on the agent 
learned policy. 

 Optimized metaparameters can significantly reduce 
the learning time. 

In the future, we are interesting to see if evolution 
can also be applied to shape the reward function used 
during the learning process.  
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Learning Control of Manipulator with a Free Joint
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Abstract

In this paper, reinforcement learning approach to
motion control of 2-link planer underactuated manip-
ulator is described. This manipulator has one passive
joint and is difficult to control. The experiments of
learning to control this manipulator by RL and hu-
man are executed. Using the experimental results, the
associations between RL and human learning are con-
sidered.

1 introduction

Reinforcement learning (RL) is a general frame-
work for describing learning problems in which an au-
tonomous agent learns strategies for interacting with
its environment[1]. RL has been applied to many re-
search areas. Motion learning is one of such areas.
For the robot, in order to adapt to a dynamic envi-
ronment, motion learning is one of key issues. There-
fore, many algorithms for motion learning have been
intensively discussed for years[2]. Many control ob-
jects are tested in acrobot, inverted pendulum, walk-
ing robot etc., and most of these tasks are nonlin-
ear. They have some equilibrium points which can
be stabilized by continuous feedback control. In these
cases, by using the information of these equilibrium
points as prior knowledge, more distinguished motion
learning algorithms can be designed, e.g. a hierarchi-
cal RL algorithm composed of linear controllers and
an adequate reward function[2]. However, there are
several typical nonlinear systems which are not able
to apply such hierarchical algorithms. 2-link planer
under-actuated manipulator (2PUAM) is one of those
systems. This system has been widely studied by con-
trol engineers[3]. But only a few researches have been
done from view point of learning. On design of RL
algorithm for 2PUAM, setting of the reward is diffi-
cult, and in addition, the state space is multidimen-
sional and continuous. Therefore, the approximation
of value function is needed to solve the local optimal
problem.

On the other hand, some researchers have applied
the cognitive and learning capability of human to com-
plex control systems. Even though, a human operator
fails to control complex system in the beginning, but
after enough training, he, she can find a way to con-
trol it satisfactory. It is apparent that he, she does
not use a mathematical model. This fact shows that
human can find a satisfactory control law by a trial-
and-error without the knowledge of the mathematical
model to control object. For example, it is reported
that the joint angle control of 2PUAM can be achieved
by human operator[4]. This indicates the capability of
learning the behavior which can not be achieved by
using continuous feedback.

In order to solve such difficult control object, real-
ization of RL algorithm reproducing human abilities
is desirable. Therefore, the investigation of human
learning mechanism from the perspective of RL is ba-
sically necessary. In this paper, a 2PUAM is selected
as the learning problem. And learning experiments by
RL and human are tested. In the RL experiment, Q-
learning is implemented. For the experiment of human
manual control, a 2PUAM simulator is developed. It
includes a policy evaluation module. This module au-
tomatically approximates the Q-value function accord-
ing to the action series of human. By using these ex-
perimental results, the comparison between RL agent
and human learning is described.

2 Model of manipulator

In this paper, a 2PUAM is used for the learning
task. It has only one active joint and one passive joint,
and neither gravity nor friction torque acts on it. It
is one of the simplest forms of underactuated manip-
ulators. The equation of motion of the manipulator
is:

M11(θ)θ̈1 + M12(θ)θ̈2 + c1(θ, θ̇) = τ̃ , (1)
M21(θ)θ̈1 + M22(θ)θ̈2 + c2(θ, θ̇) = 0, (2)
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where θ1 and θ2 are angle of each joint, M is iner-
tia matrix, c denotes centrifugal term, and right sides
of boss Eq. (1), (2) are the input torque. Therefore
Eq. (2) means the dynamic constraint caused by the
zero torque at the passive joint. This manipulator has
two main characteristics. The first is that the inertia
matrix includes the passive joint angle θ2 as usual[3],
then, Eq. (2) is nonintegrable. It is called second-
order nonhoronomic constraint. The second principal
characteristic is that this manipulator is not bound by
gravity or friction, i.e., arbitrary angle become equilib-
rium points. However, it is not controllable by a con-
tinuous feedback. To stabilize an equilibrium point,
this manipulator must be controlled by discontinuous
or time variant feedback control.

Goal Area

Start Point

Objective Arm Position

p1

p2

Figure 1: Environment of Learning.

2.1 Environment of Learning

In learning the task of 2PUAM called ”manipulator
task”, the actuator installed in active joint is regarded
as an agent. As shown in Fig. 1, by selecting an input
torque, τ ∈ (−0.1, 0, 0.1) the RL agent or the subjects
must drive the end effector to the goal area and bring
to halt or keep between ±1(degree/s) angular veloc-
ity. Because of the 2PUAM’s mechanism, it would be
two objective positions, the upper position p1 and the
lower p2.

3 Reinforcement Learning

At each time step t(∈ 0, 1, 2, . . .), the agent observes
its environmental state, st ∈ S and selects an action,
at ∈ A(st). As a consequence of the action, the agent
receives a scalar reinforcement signal, referred reward,
rt ∈ R. One time step later, the agent observes a new
state, st+1.The aim of the agent is to maximize the
expected discounted reward E{∑∞

t=0 γtrt}, where γ is
the discount factor. In this paper, Sarsa(λ)[5] is em-
ployed to learn estimates of optimal Q-value functions
that map state-action pairs (s, a) to optimal return on
the action taken in the current state.

3.1 Function Approximation

In motion learning such as manipulator, continuous
state variables are dealt with. Thus, tile coding is
employed[1] here. In tile coding, the receptive fields
of the features are grouped into exhaustive partitions
of input space. Each partition is called a tiling, and
each element of the partition is called a tile. When the
agent observes its environmental state s, and selects
an action a, the Q-value function is calculated as

Q(s, a) =
∑
i,j

qi(j, a)φs
i (j) (3)

where i(i = 1, 2, . . . , m) is the number of tiling, j(j =
1, 2, . . . , n) is the number of tile. q is the parameter
vector of each tiling and φ is binary feature vector.
If the state is inside the tile of each tiling, the corre-
sponding feature has the value 1, otherwise the feature
is 0.

3.2 Sarsa(λ)

In Sarsa(λ), on experiencing transition
< s, a, r, s′, a′ >, the following updates are per-
formed in order:

ηi(j, ā) =
{

φs
i (j) for ā = a

0 for ā �= a
(4)

δ = r + γQ(s′, a′)−Q(s, a) (5)

for all i and j

qi(j, ā) ← qi(j, ā) + αδηi(j, ā), (6)
ηi(j, ā) ← γληi(j, ā), (7)

where α(0 < α ≤ 1) is the learning rate, γ(0 ≤ γ ≤ 1)
is the discount factor, η is the replacing eligibility trace
function, and λ(0 ≤ λ ≤ 1) eligibility factor.

During learning, at time step t, the agent will select
an action according to some strategies. In the exper-
iments of this paper, Max-Boltzmann distribution[6]
rule is employd. In Max-Boltzmann distribution, an
action with maximal Q value is chosen with probabil-
ity pmax, and an action according to the Boltzmann
distribution is chosen with probability (1−pmax). The
probability of selecting action ai in state s is

Prob(ai | s) =
e

Q(s,ai)
T∑

k e
Q(s,ak)

T

(8)

where temperature T adjusts the degree of randomness
of action selection.
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3.3 Learning Parameters

In manipulator task, the observable parameters of
the agent are the angles and angular velocities of the
joints, θ1, θ2, θ̇1, and θ̇2. Thus, the state space in this
task is a bounded rectangular region in four dimen-
sions. In this environment, the state space is divided
into 21×21×11×11 tiles, and 10 tilings are used. The
remaining parameter of tile coding and Sarsa(λ) algo-
rithm are α = 0.1/m, λ = 0.9, τ = 0.1, and Q0 = 0.
The parameter of Max-Boltzmann, pmax is linearly in-
creased from 0.9 to 1.0. The constant physical param-
eters are; the mass of the arms, m1 = m2 = 1.0; the
length, l1 = l2 = 0.2; the length from joint to the cen-
ter of each arm, r1 = r2 = 0.1. The time step t = 0.03.
The action is chosen after every one time step. A trial
ends whether 10000 steps are elapsed, or the goal is
reached.

4 Manual Control Experiment

Experiment of manual control is conducted with the
cooperation of 5 subjects. They have no knowledge
about the dynamic response. they observe the ma-
nipulator’s states from visual data, and input torque
τ ∈ (−0.1, 0, 0.1) given by a joystick. The time limit is
set at 2000 steps, and the number of trial is set at 20
trials a day. The subjects do the same task for a week.
In this experiment, the Q-value is recorded according
to Sarsa(λ). The other details of this experiment are
roughly same as RL’s.

5 Experimental Results

5.1 RL Experiment

0

2000

4000

6000

8000

10000

0 500 1000 1500 2000

Trials

S
te

p
s

Figure 2: Result of learning by Tile Coding Sarsa(λ).

The result of RL experiment is shown in Figs. 2 and
3. In Fig. 2, the number of steps indicates how long
the agent takes to achieve the goal. It is clear from Fig.
2 that the steps required to achieve the goal is reduced

Figure 3: Motion of 2PUAM.

and converged. This result shows that it is possible to
learn manipurator task by using RL algorithm. Fig. 3
shows the best trajectory acquired by RL agent. First,
the agent inputs the torque crock wise (CW) in order
to make angle of free joint θ2 take the value at which
the arm forms in lower objective position p2. Then the
agent manages to keep the value θ2, and drives the end
effector to the goal area with low speed.
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Figure 4: Result of learning by Subjects

Group A Group B

Figure 5: Motions of 2PUAM controled by Subjects.

5.2 Manual Control Experiment

From the result of Manual Control Experiment , the
learning pattern of subjects is divided into Group A
and Group B. Fig. 4 shows the typical learning curve
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Figure 6: Input and Trajectory(Group A).
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Figure 7: Input and Trajectory(Group B).

of each group. As shown in Fig. 4, each group first
achieve the goal within a day. However, the failures
and required steps of Group B are notably reduced
from 60 to 80 trials.

Fig. 5 shows the best trajectories, and Fig. 6，Fig.
7 show the time series of each joint angle and input
torque. It is clear from Fig. 5 that Group A ’s is
very similar to RL ’s. That of Group B is also same
as Group A at the beginning. However, at the end,
Group B changed their policy and achieve the goal
much faster than Group A.

5.3 Discussions

As the result of these experiments, some noticeable
points of human learning in 2PUAM environment are
found. The first is that, after once the subjects find a
trajectory to the goal, such as the left side of Fig. 5, all
subjects try to trace the same trajectory and achieve

the goal faster by increasing input. It partly makes
them possible to shorten the time passing through the
trajectory. However, because of 2PUAM’s mechanical
property, it is impossible to slow down the angular ve-
locity of second joint near the end of this trajectory.
Therefore it causes the failure of the first approach. In
this case, Group B searches another way to the goal in
a way of changing the objective position, e.g., from p2

to p1. Therefore, the failure of Group B temporarily
increases during 20 to 40 trials. In an alternating suc-
cession of such approach, they are enable to find the
better trajectory like the right side of Fig. 5. In this
trajectory, it is possible to decelerate each joint speed
near the goal. Hence, it is thought that Group B come
to achieve the goal much faster.

6 Summary

In this paper, RL approach for motion control of
2PUAM was proposed. And the associations between
RL and human learning were investigated. As the
result, some noticeable characteristics about human
learning process were found. In particular, it was re-
alized that the structure of human learning in 2PUAM
has two processes. One is finding the trajectory to the
goal, and another is shortening the time of passing
through the found trajectory.

As future works, we aim to apply these character-
istics into the machine learning process.
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Abstract 
This paper reports on the current state of our efforts to 

synthesize emotion in robots from a selectionist perspective in 
order to explore the origin and the adaptations of emotion and to 
realize efficient robotic systems. We have defined a minimal 
model of emotion in robots based on a behavioristic theory on 
human emotions, and have shown by conducting a robotic 
experiment that human beings can identify a set of basic 
emotions in robots. In this paper, we conduct evolutionary 
simulations based on the definition of emotions to verify the 
evolutionary adaptivity with the scenario of the origin and the 
evolution of human emotions in mind. The simulations show that 
robots are evolved to move effectively in the environments with 
various physical conditions by changing their emotions 
corresponding to the type of the condition they encounter. 

Keywords: Emotion in robots, Artificial life, Behavior 
modulation, Evolutionary psychology 
 
1 Introduction 
The function of emotion has been studied by many researchers. 

Typical explanations are based on flexibility of behavior 
response to reinforcing signals, communications which transmit 
the internal states, or social bonding between individuals, which 
could increase fitness in the context of evolution. We believe that 
the possession of emotion is an adaptive “trait” also to robots, 
which is parallel with a selectionist view that emotion in humans 
is the product of adaptive evolution. The first purpose of our 
study is to explore the origin and the adaptations of emotion by 
synthesizing an emotion system “as it could be” in robots (Fig. 
1). The second purpose is to realize an efficient robotic system in 
which robots perform tasks flexibly and effectively by using 
their emotional system. Although there is a possibility that our 
emotion system is rapidly becoming obsolete as our life 
environment has changed at a much faster rate than evolution, 
the emotion system in robots can be optimized according to 
given tasks by evolutionary algorithms. 

We have already proposed a minimal model of emotion in 

robots, which is based on Dietrich Doerner's theory on human 
emotions described in Section 2. Also, we have shown by 
conducting a robotic experiment with 1000 human subjects that 
human beings can identify a set of basic emotions in robots 
synthesized based on the definition [1].  
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 1 Study scheme. 
 

Based on these, this paper conducts evolutionary simulations 
to verify the evolutionary adaptivity with the scenario of the 
origin and the evolution of human emotions in mind. Each robot 
moves with the emotion based on 4 modulator values  
(activation, externality, precision and focus) from the start point 
to the goal point in the environments with various physical 
conditions like hazard, poorly-lit and so on. The fitness function 
is defined as the time for completing the task. In the first 
experiments, each individual contains modulator values directly 
in its genome, and is evolved in an environment with one type of 
conditions. In the next experiments, each robot has a simple 
neural network in which input is the type of conditions of the 
area and output is modulator values. Each individual contains 
the synaptic weights. Robots are evolved to move effectively by 
changing their emotions corresponding to the type of the area 
they encounter in the environment.  

GOAL 2
Realizing a practical framework 

of emotional robots 

Verifying evolutionary adaptivity 
based on evolutionary 

simulation 

GOAL 1 
Understanding the evolutionary 

significance of emotions 

Verifying the definition  
based on evaluation test 

Defining emotions as 
behavior modulations 

Implementing emotions 
in robotic behavior 

Modifying

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 258



2 Emotions as Behavior Modulations 
Our model of emotion in robots is based on the Dietrich 

Doerner's theory on human emotions. His claim is, in short, that 
emotions are seen as behavior modulations [2][3][4]. The theory 
identifies four different modulators that describe goal-directed 
behavior at any given time, activation, externality, precision and 
focus. 
a) Activation indicates the amount of nonspecific activation 

that is involved while pursuing a goal. It has the extremes 
of hypoactivation (a lack of energy) and hyperactivation (a 
surplus of energy). 

b) Externality indicates the proportion of time spent in 
external activity. It has the extremes of introversion 
(devoted mainly to information processing) and 
extroversion (devoted mainly to action). 

c) Precision indicates how much care or precision a goal is 
pursued with. it has the extremes of imprecision and 
precision. 

d) Focus indicates the amount of attention that is allocated to 
the current task rather than to the surveillance of the 
background. It has the extremes of broadened senses and 
of narrowed senses. 

Following analogy [5] might help our understanding of 
emotions as behavior modulations. For example, a television 
can be adjusted for brightness, contrast and so on. These 
adjustments determine a “behavior modulation” for the 
television such as how bright, how much contrast and so on. 
The point here is they are all independent of the TV program 
actually showing. Similarly, human behavior can be modulated 
by emotions as behavior modulations. The volume control and 
so on in televisions correspond to activation, externality, 
precision, and focus in the emotion systems. Fig.2 shows a 
simple overview of this concept. Emotion system modulates 
behavior selected by another system (behavior generator). Each 
modulation pattern is associated with a particular emotion as 
shown in Tab. 1. 
 

 
 
 
 
 
 
 

Fig. 2 An overview of the concept of behavior modulations. 
 

We have defined following four modulators to synthesize 
emotional behaviors in the robot used in the simulations. 

 

 
a) Activation indicates how long each behavior cycle is. The 

robot uses a certain amount of energy to move in one 
behavior cycle, which also depends on this modulator 
value. 

b) Externality indicates how fast it moves through the path. 
c) Precision indicates how far its sensory range to obstacles is 

and how often it updates the sensory information. 
d) Focus indicates how often it deviates from the route. If it 

concentrates on its task, it moves to the goal directly along 
the route (the dashed line in Fig.4). If not, it deviates from 
the route. It also indicates how far its sensory range to light 
resources and the goal is. 

 
 
 

 
 
 
 
 
 

 
Fig. 3 Modulations of the robot behavior. 

3 Evolutionary Simulations 
3.1 Environmental setting 

We conducted evolutionary simulations based on our definition 
of emotions so as to verify the evolutionary adaptivity. In the 
simulations, a robot moved “emotionally” from the start point to 
the goal point in the environments with various physical 
conditions 1(Fig. 4) including a hazard area (Zone A) where the 
robot suffers serious damage every second, a narrow path (Zone 
B) where it is difficult for the overly cautious robot to move 
through, a poorly-lighted area (Zone C) where the visual range 
of the robot is limited, and a light-rich area (Zone D) where the 
robot can fill in its energy if it finds a light source. 

                                                           
1 Plain area without any particular physical conditions is also in the environment. 

 

 
Modulation pattern in terms of modulators 

Emotion Activation Externality Precision Focus 

None 0.50 0.50 0.50 0.50 

Anger 1.00 1.00 0.00 1.00 

Anxiety 1.00 0.00 1.00 1.00 

Contentment 0.25 0.25 0.75 0.00 

Excitement 0.75 0.75 0.25 0.00 

Sadness 0.00 0.00 1.00 1.00 

Tab. 1 Modulation patterns of six emotions [4].  
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Fig. 4 An environment with various physical conditions. 
 

3.2 Experiments with a single type of zones 
Each individual contained 4 modulator values directly in its 

genome, and was evolved in an environment with one type of 
conditions by a genetic algorithm. The fitness function was 
defined as the level of the energy when the robot completed the 
task. Fig. 5-9 shows the result of the experiments. It is shown 
that particular modulation patterns representing the typical 
emotions emerged corresponding to the given environments. 
For example, the individuals with the anger-like modulation 
pattern were adaptive in the environment with a hazard area. 
Also, it is shown that expression of sadness and excitement in 
action was adaptive in the environment with poorly-lit and 
light-rich area respectively. Environments with a narrow path 
evolved the individuals expressing somewhat angry behavior. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 5 The results of the simulation in the environment without 
any particular physical conditions: a sketch of the robot 
trajectories in 2000 generation (upper left), the distribution of the 
individuals1 (upper right), and the average fitness and the 
behavior modulators of 50 individuals (lower). 
 
                                                           
1 Hamming distance between four modulators of individuals and modulation 
patterns of six emotions (Tab. 1) are used to classify the emotion of individuals. 
The smaller the suffix number is, the closer to the basic six emotions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

   Fig. 6 The results of the simulation in a hazard area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Fig. 7 The results of the simulation in a poorly-lit area. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 8 The results of the simulation in the environments 
with a narrow path. 
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Fig. 9 The results of the simulation in a light-rich area. 
 

3.3 Experiments with mixed types of zones 
 In the next experiment, the robot has a simple three-layer 

neural network (three input neuron, five hidden neurons and 
four output neurons), in which input was the explicitly 
expressed type of conditions of the area and the output was the 
modulator values. Each individual contained the synaptic 
weights, and evolved to move in the environment shown in Fig. 
4 effectively by changing their emotions corresponding to the 
type of the area they were in. We also conducted another 
experiment using the same environment but evolving directly 
four modulator values as shown in 3.2 to evaluate and compare 
the results.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10 The results of simulation in the environment with mixed 
types of physical conditions: a sketch of the robot trajectories in 
generation 6000 (upper left), the average fitness of 50 
individuals (upper right), the change of the behavior modulators 

 
 
 
 
 
 
 
 
 
 
 

Fig.11 The results of simulation in the environment with 
mixed types of zones in the same setting as in 3.2. 

 
The results of both experiments are shown in Fig. 10 and Fig. 

11 respectively. We see from Fig. 10 that the robot was evolved 
to adjust its behavior modulators properly corresponding to the 
type of the area where it moved. The fitness of the robot with the 
evolved neural network in the last generation was 4.46*104 and 
the fitness of the robot with evolved fixed modulator values in 
the last generation was 1.74*104, which clearly shows the 
effectiveness of the robot behavior with dynamically changing 
its emotion corresponding to the environmental change. 
 
4 Conclusion 

We have conducted evolutionary simulations based on the 
definition of emotions in robots and have shown that particular 
modulation patterns representing the typical emotions emerged 
corresponding to the particular physical conditions. It has also 
been shown that the robot with a simple neural network moved 
effectively by changing their emotions corresponding to the 
environmental change. These results show that possession of 
emotion is adaptive for robots, which is parallel with a 
selectionist view that emotion in humans is the product of 
adaptive evolution. We are now conducting more practical 
evolutionary simulations in which robots change their emotions 
according to their actual sensor values and their internal states. 
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Abstract

In order to understand dynamic nature of our world
and ourselves, we propose three models of individu-
als that can be used in multi-agent systems for dy-
namic linguistic or social simulations. They are devel-
oping word-web, simple recurrent network with self-
influential connection (SRN-SIC), and coupled NZ
maps. We briefly summarize the architecture of these
models and show some dynamic behavior in multi-
agent simulations composed by these models1.

Keywords: Developing Word-Web, Simple Recur-
rent Network with Self-Influential Connection (SRN-
SIC), Coupled NZ Maps, Constructive Approach, Dy-
namic View of Language, Dynamic View of Society

1 Introduction

One of the main aims in complex systems studies
including Artificial Life is to understand dynamics of
our world dynamically, namely, not eliminating the es-
sential dynamics. The theory of nonlinear dynamical
systems and chaos is a useful tool for the aim. The
constructive approach also has power to produce deep
understanding of dynamical nature of the world[1].
This approach is a methodology to understand an ob-
jective system by constructing it and operating the
system constructed. Artificial Life is originally con-
structive studies of biological systems. The construc-
tive approach has expanded its applicable domains to
cognitive, linguistic, and social systems. In these do-
mains, the important step for understanding such sys-
tems constructively is to make a good model abstract-
ing individuals engaged in cognitive/linguistic/social
activities, since such systems usually consists of one

1Due to the space limitation, the description of the models
and the results are concise. Please refer cited papers for details.

or many individuals and dynamics of the systems are
often induced by activities of individuals.

The dynamic view of language is to understand lan-
guage as an activity of meaning creation by language
users at the situation of using it such as communica-
tion. This is on the tradition of the viewpoint of lan-
guage as processes insisted by Tokieda[2] and the in-
dividualistic subjectivism view of language addressed
by Bakhtin[3].

The dynamic view of society conceptualizes soci-
ety and social structures as dynamically changing.
Blumer[4] argues that humans are subjective entities
actively interacting with objects and that societies
consisting of such humans are dynamically and tran-
sitionally changing. Heyek asserted the spontaneous
order of society, in which individuals actively gather
and develop knowledge and social structures sponta-
neously emerges as results of subjective actions of such
individuals[5].

While such thinkings have been developed so long,
the constructive approach can contribute to work out
further such dynamic concepts. In order to perform
the development, we need appropriate models dynamic
individuals, which can be used in constructive studies.
In this paper, we introduce three models of individu-
als developed for studying linguistic and social systems
using nonlinear dynamical systems, based on the dy-
namic viewpoint of language and society. Analyzing
features of the models and results of simulations using
the models, we advocate the advantage of the models
and of taking the dynamic viewpoint for understand-
ing the cognitive, linguistic, and social systems.

2 Developing Word-Web

The first model to be introduced is the Develop-
ing Word-Web model[6], which is suited for the study
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of dynamics and evolution of language[7]. It con-
sists of a word-web, relationships among words, as
individual’s linguistic knowledge. The web develops
through conversational interaction with other individ-
uals. Namely, the web, implemented as a matrix, is
updated by uttering and accepting a sentence. The
update algorithm is a modification of a word relation
calculation method proposed in corpus linguistics in
order to update incrementally for using in conversa-
tion, not in corpus.

Simulating conversations between some individu-
als using the Developing Word-Web model, we have
found that they come to acquire prototypical categor-
ical structures, which are thought of as the important
structure of categories in natural languages[8]. Figure
1 depicts a change of the relationship among words at
some point in a simulated conversation. Two corre-
sponding words, before and after accepting a sentence
containing a word used in a new usage, are connected
by arrows. Words form clusters as shown by circles.
Since words in a cluster move in a coherence way, the
whole structure does not change drastically. A word
indicated by a dotted circle moves in completely dif-
ferent way from other words in a cluster. This word
is used in a new usage. Thus, the structure can adapt
to a new usage.
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Figure 1: The dynamics of cluster structure. This is a
scatter diagram of a word relationship matrix dealt with
the principal coordinate analysis. The horizontal and ver-
tical axes are the first and the second principal coordinates,
respectively

This result indicates that the model shows the co-
existence of stability and adaptability of a category
system. Further, we have shown that the simulated
language system realizes the coexistence of common-
ality and individuality. These features are intrinsic
for mutual understanding in linguistic communication
and creative development of natural language systems.

3 Simple Recurrent Network with Self-
Influential Connection (SRN-SIC)

The second model is Simple Recurrent Network
with Self-Influential Connection (SRN-SIC)[9], which
is a modification of Elman network[10] by adding an
additional recurrent connection between output and
input layers (Fig. 2). The system’s own past output
affects its behavior through the additional connection.
This is a model of an individual having internal dy-
namics that is indispensable to humans as cognitive
systems.

output layer

hidden layer

context
 layer

Own past output External stimuli Hidden layer’s
  past activity

input layer

nonlinear 
  functionL L

L L

Figure 2: The basic architecture of SRN-SIC. It is a
Elman-type neural network with an additional recurrent
connection (dashed line) between the output and the input
layers. The circles are neurons and arrows are connections.

We are engaged in a simulation of a social sys-
tem consisting of individuals implemented by SRN-
SIC playing the Minority Game (MG)[11] which is a
many players’ game in which players selecting a minor-
ity choice from two alternative choices win. The indi-
viduals play the MG continuously with given past mi-
nority side, and intermittently change their behavioral
rule through learning the past time series of the minor-
ity side. Thus, this simulation is equipped with a in-
teraction loop between micro (individuals) and macro
(society) levels.

By analyzing the time series of the minority side,
we observed itinerant change of dynamical state of the
time series (Fig. 3). The dynamical states of the game
change frequently among fixed points and various pe-
riodic cycles via aperiodic motions. It is a similar dy-
namics to chaotic itinerancy, a spontaneous transition
among attractors[12].

This itinerant dynamics at the macro level is inter-
preted as a continual change of social structures, since
the fact that the system with many individuals is in
a low dimensional dynamical state means the system
has some sort of order, that is, structurized.
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Figure 3: An example of itinerant dynamics at the macro level between learning. The horizontal and the vertical axes are
the time steps and the minority sides converted to real numbers, respectively.

4 Coupled NZ Maps

The third model is a coupled chaotic maps, called
NZ map[13]. The map changes its function shape and
dynamical state by changing a parameter (Fig. 4). The
coupled system change autonomously the parameter of
each map. This dynamic change of functions induce
dynamic behavior of the coupled system. It is known
that the system shows chaotic itinerancy. This model
of an individual also reflects the dynamic perspective
of cognitive system[14, 15].

q=0.09

.

q=0.9q=0.5

Figure 4: The change of the shape of maps and dynamics
of a NZ map for different values of a parameter. Each box
shows a unit interval, the horizontal and vertical axes are
the value of a variable at time t and t + 1, respectively.
The dotted and the solid lines shows the shape and the
dynamics of the map, respectively.

This model is used for modeling symbol
formation[16]. In this model, symbols are repre-
sented with attractors and manipulation rules of
symbols by transition among attractors. We can
embed some orthogonal patterns into the system. We
have confirmed that this system shows a transition
among the patterns according to input sequences(5).
This means that the model may show two important

feature of symbols, representing something and
manipulated in accordance with some rules. Although
an order in the transition among the attractors, rep-
resenting rule of symbol manipulation, is not found,
the model has a potential to represent a process of
symbol formation.
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Figure 5: Transition among embedded attractors. The
horizontal axis is time step. The vertical axis is a dis-
tance measure from embedded patters. A sinusoidal input
sequence is given. When the orbits stay at a pattern, it
is labeled. The labels C, F, 4 are embedded patterns and
C̄, F̄ , 4̄ are their reversed patterns.

5 Conclusion

We have introduced three models of dynamic indi-
viduals. Each model and multi-agent system consist-
ing of the models show dynamic behavior such as: cat-
egory formation and its change by Developing Word-
Web model, dynamics of social structure by SRN-SIC,
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and transition among embedded patterns induced by
external inputs by the coupled NZ maps. We insist
that these models can be used for progressing the dy-
namic view of language and society.

The importance of dynamic nature of humans as
cognitive systems are recently recognized[14, 15]. Sev-
eral mathematical and computational models have
been proposed. This paper summarize our effort, es-
pecially for understanding the dynamics of linguistic
and social systems.

Fukaya and Tanaka studies sense-making process,
which shares the dynamic view of language, through
observations of conversations and other communica-
tional activities[17]. Although Developing Word-Web
model is not enough for a complete model of the
sense-making process, the constructive study using the
model can develop the dynamic view of language[6].
Actually, we are studying the evolution of language[7],
especially the evolution of lexical (categorical) struc-
ture, using this model.

Shiozawa advocated that the micro-micro loop is a
key notion to understand the dynamics of social struc-
ture [18]. However, no effective actual simulation mod-
els has been proposed to implement both the loop and
individuals acting in such dynamic loop. We can con-
struct a dynamic social simulation using SRN-SIC and
show that the micro-macro loop actually plays an im-
portant role to form and maintain the dynamics of
social structures[19].
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Abstract. A flexible WAVE-WP ideology and 
technology, aimed at creation of new and penetration into 
other distributed systems of different natures and at different 
levels, are described. Supported by a high-level spatial 
programming language, the technology allows us to grasp 
large distributed systems as a whole, study and manage their 
behavior, and direct evolution. Programming examples 
combining swarm behavior of an unmanned group with a 
hierarchical command and control are presented, providing 
integrity, flexibility, and openness within the same solution. 
Other application areas of the paradigm are discussed too. 

 
Keywords: parallel distributed processing, spatial 

navigation, WAVE-WP language, cooperative robotics, 
swarm behavior, distributed command and control, open 
systems, over-operability. 
 
 
1   Introduction 
 

To understand the mental state of a handicapped person, 
of what the life and soul really mean, problems of economy 
and ecology, or how to win market or battlefield, we must 
consider the system as a whole – not just as a collection of 
parts. The situation complicates dramatically if the systems 
are dynamic and open, spread over territories, comprise 
unsafe or changing components, and cannot be observed in 
their entirety from a single point.  

Usually the whole can be comprehended and decisions 
made only by a single human brain -- that is why we still 
have queens, kings, presidents, prime-ministers and 
commanders-in-chief. However, due to physical limitations, 
the brain cannot perceive the entire system in detail, and 
uses simplifications. Hierarchical systems are common too, 
where decisions on different levels are made by single 
brains on restricted information, with averaging and 
abstracting on higher levels. This is usually inherited by 
automatic systems using computers and computer networks 
mimicking human hierarchies. The hierarchical systems 
with predetermined partitioning onto levels often become 
static and clumsy, and may not operate efficiently in 

changeable environments. 
In this paper, as an alternative to existing manned or 

unmanned control systems, we are describing flexible 
WAVE-WP (or World Processing) ideology and 
technology aimed at creating new or penetrating other 
systems and their organizations. Supported by a high-
level spatial programming language, WAVE-WP allows 
us to grasp large systems as a whole, study their behavior 
and direct evolution in the way required. On the 
implementation layer, the technology widely uses self-
spreading mobile cooperative program code dynamically 
covering and matching distributed systems. This often 
allows us to get solutions orders of magnitude more 
compact than by other approaches. The internal system 
organization, including partitioning into components and 
specific command and control, can be a function of the 
environment and the mission scenario in WAVE-WP; it 
may change at runtime while preserving the overall 
system operability and goal orientation.  

Practical applications (with code examples) will be 
presented in relation to collective behavior of a robotic 
group, which integrates a swarm-based movement with 
hierarchical command and control.  

The proposed approach allows us to grasp and 
manage the integrity and wholeness of large dynamic 
systems in highly parallel and fully distributed mode, 
often contrary to the human experience, also to the 
systems modeling human behavior, with a real potential 
to outperform them. 
 
 
2   The WAVE-WP Spatial Automaton 
 

The WAVE-WP automaton [1,2,3] effectively 
inherits the integrity of traditional sequential 
programming over localized memory, but for working 
now with the real distributed world, while allowing its 
parallel navigation in an active pattern flow and 
matching mode, as a single spatial process. The 
automaton may start from any point of the distributed 
world to be controlled, dynamically covering its parts or 
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the whole, and mounting of a variety of parallel and 
distributed knowledge and control infrastructures. 
Implanting distributed “soul” into the system organization, 
the automaton increases system's integrity, capability of 
pursuing local and global goals, assessing distributed 
situations, making autonomous decisions, and recovering 
from indiscriminate damages. Many spatially cooperating or 
competing parallel WAVE-WP automata may evolve on the 
same system body serving, say, as deliberative, reactive, 
and/or reflective spatial processes.  

One of the distinguishing features of WAVE-WP is the 
representation of distributed worlds it operates in. Physical 
world (or PW) is continuous and infinite in WAVE-WP. 
Existing at any its point, and possibly performing a job, is 
considered as residing in a node having physical coordinates. 
Such a node, reflecting only occupancy at the point, 
vanishes with the termination of all occupancies in it.  
Virtual world (or VW) is discrete and interlinked in WAVE-
WP, being represented similar to WAVE [4] by a distributed 
Knowledge Network (KN). Its persistent nodes may contain 
established concepts or facts, and (also persistent) links 
(oriented and non-oriented, connecting the nodes) may 
reflect different relations between the nodes.  

The same model can also operate with the united (or 
PVW) world, in which any element may have features of the 
both worlds. A variety of effective access mechanisms to 
nodes, links and their groups, say, by physical coordinates, 
electronic addresses, by names, via traversing links, etc. 
(classified as tunnel and surface navigation) abound in the 
model, using both selective and broadcasting access modes.  

Solutions of any problems in this formalized world in 
WAVE-WP are represented as its coordinated parallel 
navigation (or exploration, invasion, grasping, coverage, 
flooding, conquest, etc.) by some higher-level forces, or 
waves [2,4] These bring local operations, control and 
transitional data directly into the needed points of the world. 
The obtained results, together with the same or other 
operations may invade the other world parts, and so on.  

During the world navigation, which may be loose and 
free or strictly (both hierarchically and horizontally) 
controlled, waves can modify the very world they evolve in 
and move through, as well as create it from scratch 
(including any distributed structures and topologies). Waves 
may also settle persistent cooperative processes in world’s 
different points, subsequently influencing its further 
development and evolution in the way required. 
 
 
3   WAVE-WP Language 

 
The system language expressing full details of this new 

control automaton has been developed. Having recursive 
space-navigating and space-penetrating nature, it can 
operate with both information and physical matter. The 
language can also be used as a traditional one, so no 
integration with (and/or interfaces to) other programming 
models and systems may be needed for solving complex 
distributed knowledge processing and control problems.  

Very compact syntax of the language, as shown in Fig.1, 
see also [1,2], makes it particularly suitable for direct 
interpretation in distributed environments, being supported 
by effective program code mobility in computer networks.   

 
Fig.1. Syntax of WAVE-WP language. 

 
In this description, braces set up zero or more 

repetitions of a construct with a delimiter at its right; 
square brackets identify an optional construct; semicolon 
allows for sequential, while comma for parallel 
invocation of program parts; and parentheses are used for 
structuring of WAVE-WP programs (or waves). 
Successive program parts, or advances, develop from all 
nodes of the set of nodes reached (SNR) by the previous 
advance, whereas parallel or independent parts, moves, 
constituting the advances, develop from the same nodes, 
while splitting processes and adding their own SNRs to 
the resultant SNR of the advance.  

Elementary acts represent data processing, hops in 
both physical and virtual spaces, and local control. Rules 
establish non-local constraints and contexts over space-
evolving waves like, for example, the ability to create 
networks, also allowing WAVE-WP to be used as a 
conventional language. Variables, called spatial (as 
being dynamically scattered in space), can be of the three 
types: nodal, associated with virtual or physical nodes 
and shared by different waves; frontal, propagating with 
waves as their sole property; and environmental, 
accessing elements of internal and external environments 
navigated by waves. 

This recursive navigational structure of the language 
allows us to express highly parallel and fully 
decentralized, albeit strongly controlled and coordinated, 
operations in distributed worlds in a most compact way – 
in the form of integral space processing and 
transformation formulae. These resemble data processing 
expressions of traditional programming languages, but 
can now operate in and process the whole distributed 
world. 
 
 
4   Implementation Basics 
 

On the implementation layer, the automaton widely 
uses high-level mobile cooperative program code self-
spreading and replicating in networks, and can be easily 
implemented on any existing software or hardware 
platform. As the automaton can describe direct 
movement and processing in physical world, its 
implementation may need to involve multiple mobile 
hardware, with or without human participation. A 
network of (hardware or software) communicating 
WAVE-WP language interpreters (or WIs), which can be 
mobile if installed in manned or unmanned vehicles, 
should be embedded into the distributed world to be 
controlled, in most sensitive points, see Fig. 2.  

 

wave       { advance ; } 
advance       { move , } 
move       constant | variable | { move act } |  

  [ rule] ( wave )  
constant      information | physical-matter 
variable       nodal | frontal | environmental  
act       flow-act | fusion-act 
rule       forward-rule | echo-rule 
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Creating distributed 
infrastructures

WAVE-WP 
interpreters
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points

 
Fig.2. A network of WAVE-WP interpreters. 

 
During the spatial execution of system scenarios in 

WAVE-WP, individual interpreters can make local 
information and physical matter processing, as well as 
physical movement in space. They can also partition, 
modify and replicate program code, sending it to other 
interpreters (along with local transitional data), dynamically 
forming track-based distributed interpretation 
infrastructures.  

The automaton can exploit other systems as 
computational and control resources too, with or without 
preliminary consent, i.e. in a (remotely controlled) virus-like 
mode. For example, many existing network attacks 
(especially DDoS) may be considered as a possible 
malicious, simplified and degenerated implementation of the 
automaton. WAVE-WP can also effectively integrate with 
other advanced systems managing distributed resources, like, 
for example, J-UCAS [5], within their orientation on rescue 
and crisis relief missions. 
 
 
5 Programming Example: Integration of Swarm 
Behavior with Distributed Command and Control 
 

Effective integration of swarm behavior [6] with strict 
command and control for robotic teams may help fulfill 
complex objectives and survive in dynamic environments. 

Different forms of group behavior can coexist within 
WAVE-WP model of parallel and distributed processing 
and control. Written in a higher-level spatial language, with 
considerable code reduction, the combined system scenarios 
can start from any component, covering at runtime the 
whole system that may be dynamic and open. 

A distributed organization has been programmed which, 
for example, makes all units of a scout platoon move in a 
swarm, but at the same time regularly redefining the 
topologically central unit and creating a fresh, most efficient, 
neighborhood-based hierarchical infrastructure covering all 
units. It fuses targets seen by the units, distributing them 
back to all units for an individual selection and impact.  

We will consider here only some very simplified 
examples of the WAVE-WP code expressing different 
distributed operations of the platoon, along with their unity. 
 
5.1  Swarm Movement 
 

The initial, casual, distribution of mobile units in space 
may be as shown in Fig. 3. The simple program below 
activates all units in the group (say, unmanned scout 

platoon), making them move in a swarm.  
 

y

x

 
Fig. 3. Distributed group of mobile units: initial order. 

 
Each unit randomly chooses next step within a given 
global direction, if the planned new position is not too 
close to other units, otherwise the next step is being 
redefined unless a suitable move is found. The program 
(let us call it swarm-move) may start from any node, 
making all units fully autonomous and independent, and 
communicating only locally with other units: 
 
  Flimits = (dx0_dy-2, dx8_dy5);  
  Frange = r5; direct # all; 
  repeat( 
    [Fshift = Flimits ? random; 
     (direct # Fshift;  
      direct ## Frange)== nil; 
     WHERE += Fshift 
    ]; 
  ) 
 

A possible snapshot of the group during the work of 
this distributed program is shown in Fig. 4. 
 

Threshold 
distance to 
other units

Global 
direction of 
movement

 
Fig. 4.  Moving in a swarm with a threshold distance 

between units. 
 
5.2  Finding Topologically Central Unit 
 

Let us consider now the finding of a topologically 
central unit of the group for a certain moment of time (as 
the units may be constantly moving and changing 
positions to each other). Starting from any unit, this can 
be done by the following program (calling it find-
center): 
 
  Faver = average(direct # all; WHERE); 
  Ncenter =  
    min( 

   direct # all;  
   (Faver, WHERE) ? distance _ ADDRESS 

    ) : 2 
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5.3  Creating a Hierarchical Infrastructure 
 

Let us create a hierarchical infrastructure starting from 
the central unit found and covering all other units. It can be 
most efficient if based on a physical neighborhood principle, 
with the next layer nodes lying from a current node, say, 
within a certain physical range. This can be accomplished 
by the following program (calling it infra-build): 
 
  Frange = r20; 
  repeat( 
   direct ## Frange;  
   grasp( 
    (all #) == nil; [create(-infra # BACK)] 
   ) 
  ) 
 

An example of such an infrastructure built over a swarm 
of Fig. 4 is shown in Fig. 5. 
 

infra
infra

infra

Central unit

Next level 
range

infra

 

Fig. 5.  Creating a neighborhood-based infrastructure from 
the most central unit. 

 
Such an infrastructure can be effectively used for 

different purposes within the distributed command and 
control, with a possible one discussed below. 

 
5.4   Hierarchical Fusion and Distribution of Targets 
 

Starting from the same root node, the created 
hierarchical infrastructure can be repeatedly used for 
collecting targets discovered by the sensors of all units 
(ascending the hierarchy in parallel), with subsequent 
distribution of the collected list of targets back to all the 
units (descending the hierarchy, in parallel too, with the 
target list replicated in nodes). The units may be allowed to 
choose suitable targets individually, impacting them by the 
available means. All this can be achieved by the following 
spatially-recursive program (named collect-distribute): 
 
 F1={(+infra#; ^F1), ?detect}; 
 F2={(+infra#; ^F2), Fseen?selectImpact}; 
 repeat([Fseen=(^F1); Fseen!=nil; ^F2]) 
 

The work of this program is explained in Fig. 6.  
 
5.5   The Combined Scenario 
 

All these programs can be effectively combined within a 
single scenario, with the center constantly migrating when 

units move in the swarm, and a new hierarchical 
infrastructure being rebuilt each time and frequently used 
for parallel and distributed vision and impacting targets.  

Collecting 
targets from 
all units

Distributing 
all collected 
targets to all 
units

Central unit

infra infrainfra

infra

 
Fig. 6. Hierarchical fusion and distribution of targets. 

 
To achieve this, we will also need removing of the 

previous infrastructure each time before creating of a 
new one from, possibly, a new central unit, which can be 
easily done by the following program (symbolically 
called infra-remove): 
 
  direct # all; all #; LINK = nil 
 

The united program, combining all the previous 
programs within a single distributed scenario, which can 
originally be injected from any mobile unit, will be as 
follows.  
 
  swarm-move, 
  repeat( 
    find-center; direct # Ncenter; 
    [infra-remove]; [infra-build]; 
    orparallel( 
      collect-distribute,  
      TIME += 300 
    ) 
  ) 
 

The named constituent programs, discussed before, 
can participate in it directly by their full texts, or by calls 
to them if represented as procedures. The program allows 
the regularly updated infrastructure to be used for fusing-
distributing targets for some period of time (here 300 
sec.), after which it finds the topologically central unit 
and new infrastructure from it again, after removing the 
previous infrastructure, and so on. All units continue 
moving in a swarm (with the details given before) 
independently of the infrastructure updating, targets 
collecting, distributing, and impacting processes. 

As can be seen from the programming examples 
above, WAVE-WP is a completely different language 
from conventional terms, allowing us to express complex 
operations and control directly in distributed dynamic 
spaces, with programs often orders of magnitude more 
compact than in other known languages. 
 
 
6   Other WAVE-WP Applications 
 

The technology has numerous practical applications 
in other areas too, summarized in [1-4]. Some exemplary 
projects are as follows. 
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• Distributed knowledge representation and processing. 

Dynamically creating arbitrary knowledge networks in 
distributed spaces, which can be modified at runtime, 
WAVE-WP can implement any knowledge processing and 
control systems in parallel and fully distributed way. A 
program package had been developed for basic problems of 
the graph and network theory, where each graph node could 
reside on a separate computer.  
• Operating in physical world under the guidance of 

virtual world. Operating in the unity of physical and virtual 
worlds, the WAVE-WP model can effectively investigate 
physical worlds and create their reflection in the form of 
distributed virtual worlds. The latter can guide further 
movement and search in the distributed PW, and so on. 
•  Intelligent network management. Integrating traditional 

network management tools and systems, and dynamically 
extracting higher-level knowledge from raw data via them, 
WAVE-WP establishes a higher, intelligent layer allowing 
us to analyze varying network topologies, regulate network 
load and redirect traffic in case of line failures or 
congestions. It also can be used for essentially new, 
universal and intelligent network protocols.  
• Advanced crisis reaction forces. Smaller, dynamic 

armies, with dramatically increased mobility and lethality, 
represent nowadays the main direction in the development 
of advanced crisis reaction forces, which may effectively 
use multiple unmanned units. The WAVE-WP technology 
can quickly assemble a highly operational battle force from 
dissimilar (possibly casual) units, setting intelligent 
command and control infrastructures over them.  
• Distributed road and air traffic management. 

Distributed computer networks working in WAVE-WP, 
covering the space to be controlled, can be efficiently used 
for both road and air traffic management. The model 
provides simultaneous tracking of multiple objects in PW by 
mobile intelligence spreading in VW, via computer 
networks.  
• Autonomous distributed cognitive systems. While 

cognitive systems include reactive and deliberative 
processes, they also incorporate mechanisms for self-
reflection and adaptive self-modification. The WAVE-WP 
paradigm allows for the description of interacting 
deliberative, reactive, and reflective processes on a semantic 
level, representing the whole mission rather than individual 
robots. This provides new, important degrees of freedom for 
autonomous robotic teams. 
• Distributed interactive simulation. The technology 

allows for highly efficient, scalable distributed simulation of 
complex dynamic systems, like battlefields, in open 
computer networks. Due to full distribution of the simulated 
space and entities operating in it, there is no need to 
broadcast changes in terrain or positions of entities to other 
computers, as usual. Each entity operates in its own part of 
the simulated world, communicating locally with other 
entities. Entities can move freely through the simulated 
space (and between computers) if needed.  
• Intelligent global defense and security infrastructures. 

WAVE-WP can also be used in a much broader scale, 
especially for the creation of intelligent international 
infrastructures widely using automated and fully automatic 
control and advanced robotics. The global system may 
effectively solve problems of distributed air defense, where 
multiple hostile objects penetrating the air space can be 

simultaneously discovered, chased, analyzed, and 
destroyed using computerized radar networks as a 
collective brain.  
 
 
7   Conclusions 
 

The WAVE-WP technology allows for a more 
rational and universal integration, management and 
simulation of large complex systems. This is being 
achieved by establishing a higher level of their vision 
and coordination, symbolically called “over-operability” 
[2] versus (and in supplement) to the traditional 
“interoperability”.  

Distributed system creation and coordination 
scenarios in WAVE-WP are often orders of magnitude 
simpler and more compact than usual, due to high level 
and spatial nature of the model and language.  

This helps us to effectively grasp and manage large, 
dynamic and open systems and solutions in them as a 
whole, often avoiding tedious partitioning into pieces 
(agents) and setting their communication and 
synchronization. 

These and other routines are effectively shifted to the 
automatic implementation by dynamic networks of 
WAVE-WP interpreters. Traditional software or 
hardware agents may have sense within this approach 
only when required, during the spatial development of 
parallel system scenarios.  

A detailed description of the WAVE-WP model and 
its extended applications can soon be available from [7]. 
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Abstract 

I n  t h i s  r e s e a r c h ,  i t  e x p e r i me n t  a b o u t  t h e  
s t a b l e  wa l k  b y  l e v e l i n g  b y  a  s t a t i c  wa l k .  
T h e  r o b o t  ma n u f a c t ur e d  t h i s  i s  t h e  b i p e d  
r o b ot  wi t h o u t  t h e  p or t i o n  o f  t h e  u p p e r  ha l f  
o f  t h e  b o d y ,  s u c h  a s  a n  a r m,  o f  o n l y  a  
l owe r  ha l f  o f  t he  b ody .  
 T h e n ,  wa l k  o p e r a t i o n  u s i n g  c e n t e r o f  
g r a v i t y  mo v e me n t  w i t h  a  c r o t c h  a n d  a n  
a n k l e  wa s  c r e a t e d ,  a n d  a n g l e  c ha n g e  o f  t h e  
s e r v o mo t o r  i n  t h i s  me c h a n i s m o n  e i t h e r  
s i d e  wa s  c o mp a r e d .  T h e  l a r g e  s t e p  a n d  
wa l k  wa s  a b l e  t o  b e  ob t a i n e d  b y  c a r r i e d  
ou t  move a b l e  o f  t he  kne e  t h i s  t i me .  
 A  f u t ur e  p r ob l e m i s  t o  r a i s e  t h e  b i p e d  
r o b ot ’ s  s t a b i l i t y  f r o m n o w  o n ,  a n d  t o  
e na b l e  i t  t o  pe r for m va r i ous  ope r a t i on .  
 
 

1．Introduction 

In these years, the humanoid robot which can 
harmonize with a life of human attracts attention 
many biped robots are studied developed. Those 
many think entertainment nature as important. In 
future it live together and cooperates with human  
in activity of human’s ever day, and it is thought 
that the demand of a robot with the practicality 
which can perform work and support increases. 

In this research, in order to perform a walk on 
step or slope, it amide at performing walk motion 
which separated the leg from the floor certainly. 

The walk preformed this is static walk. With 
static walk, it progresses in front little by little, 
maintaining “static balance” in every moment. 
Therefore, in static walk even if it stops walk 
operation on the way it is possible to maintain 
balance and to continue stopping at a state as it is. 
On the other hand, dynamic walk carries out 
maintaining “dynamic balance” on the assumption 
that it moves. If dynamic walk is stopped during 
walk operation for movement which will be the 
requisite, balance will be broken down and it will 
fall. 

 
 

2．Structure of biped robot 

2．1 Specific of biped robot 

 Size and degree of freedom of biped robot are 
shown in a Table1. 
 

Table1 Specific and degree of freedom 
size height449[mm]×width 200[mm] 

×length 120[mm] 
degree of 
freedom 

hip joint 3×2 
knee joint 1×2 
ankle joint 2×2   (Total 12) 

 
 

2．2 Structure and system of biped robot 

The biped robot manufactured for the first time 
at this laboratory had attached the upper half of the 
body. However, load was applied and damaged to 
the servomotor of knee joints for weight. Then, 
biped robot which removed fixation of knee joint 
was manufactured last year. However, in order to 
mitigate the burden of a knee joint, the upper half 
of the body is removed. 
  The biped robot manufactured this time is shown 
in Fig.1. 
 
 
 
 
 
 
 
 
 
 

Fig.1 Photograph of developed robot 
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3．Exper iment of walking cycle 

3．1 The exper iment method 

 The motion which a robot is made to perform 
was created using the manufactured biped robot. In 
creation to each servomotor was determined by 
trial and error. The flow of motion creation is 
shown in Fig.2.  

 

 
 
 
 
 
 
 
 
 
 
 

Fig.2 The creation of the motion 

3．2 Walk operation of biped robot 

The rate of double stance phase and single stance 
phase in a biped robot’s walking cycle is shown in 
Table2. Angle change of the instruction value of 
the servomotor of each joint is shown in Fig.3. 

Double stance phase is a period which stands 
both legs, arriving at the ground and switches a leg. 
Moreover, single stance phase is a period which 
stands by one leg and carries idling leg in front 
from back. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3 Servomotors value of each joints 

Table2  Robot walking cycle 
double stance phase 37% 

single stance phase 63% 
 

Fig.3 shown that the knee joint on either side is 
performing symmetrical change. However, at a hip 
joint and ankle joint on either side, the instruction 
value is not change symmetrical. This is because it 
will have fallen if the center of gravity is moved to 
right-and-left symmetry. The following thing can 
be considered as this reason. It is that the interval 
of a leg on either side becomes narrow for a robot’s 
weight , when performing walk operation.  
  Moreover, in walk operation, it turns out that the 
knee joint is performing operation to bend and 
operation to lengthen by a unit of two times. 
 
 

3．3 Walking analysis of human 

 The rate of double static phase and single static 
phase in human walking cycle is shown in Table.3. 
 

Table3 Human walking cycle 
double stance phase 20% 

single stance phase 80% 
 
  Human walking cycle, the hip joint is operation 
to bend and operation to lengthen by a unit of one 
times. Moreover, the knee joint and the ankle joint 
are performed by a unit of two times. 
 
 
3．4  Compar ison of a r obot and human being 

in a walking cycle 

 

  From Table2 and Table3, biped robot walking 
cycle is understood the rate of double stance phase 
is long as compared with human thing. This is 
because walk operation of biped robot is static 
walk. Usually, by comparison of dynamic walk 
which human is performing this thing for time to 
movement of the center of gravity as a reason. 
Dynamic walk is taken out with the leg near at hand 
simultaneously with movement of the center of 
gravity. However, static walk is performing 
separately operation issued before movement and 
the leg of the center of gravity. 
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4．Up r ise of step 

4．1 Relation between a step and the sole 

  In order for me to make it go up a step, biped 
robot’s sole and position of a step were considered. 
The model and size of a sole of biped robot are 
shown in Fig.4 and Table4. 
 
 
 
 
 
 
 
 
 
 

Fig.4 The model of sole 
 

Table4 The size of sole 
part size [mm] 
(a) 65 
(b) 100 
(c) 125 

 
The following thing was considered from this. 
However, it is the case where both legs are placed 
just before a step. When a pace less than 100[mm], 
it become like Fig.5. 
 
 
 
 
 

Fig.5 A pace less than 100[mm] 
 
I thought that there may be no center of gravity on 
step, and it might fall back for this. Moreover, 
when a pace is larger than 100[mm], it is become 
like Fig6. I thought that there may be center of 
gravity on step and it could be a step. 
 
 
 
 
 

Fig.6 A pace larger than 100[mm] 
 

 

4．2  Motion which go up to step. 

  Biped robot shows the angle change of each 
servo motor in operation which reaches a step in 
Fig8. It is the hip joint and the ankle joint on either 
side which are shown in Fig8. Moreover, link 
mechanics of biped robot is shown in Fig.9. 

Fig.8  Servomotors value of each joints (a step) 
 
 
 
 
 
 
 
 
 
 
 

Fig.9 Link mechanics of biped robot 
 
 There servo motors are mainly used for movement 
of the center of gravity on either side. Fig shows 
moving the center of gravity finely, when moving 
the center of gravity to the leg before being on a 
step. This is because movement of the center of 
gravity on either side and center of gravity of order 
are moved separately. From this, it seldom needs to 
maintain balance by movement of the center of 
gravity of order by the case of the flat ground at the 
time of movement of the center of gravity on either 
side. However, in the case of a step, I thought that 
it was required to maintain balance at movement of 
the center of gravity of order. 
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5．Conclusion 

  Walking motion which separated biped robot’s 
leg from the floor completely was able to be made 
to perform this time. It become possible to make a 
step reach by this, and operation was generated. 
However, many condition are required in order to 
operate. 
 
 

6．Challenges for  the future 

  The environment which can be operated for 
the influence of friction with the sole and a 
floor is limited. Moreover motion is generated 
by trial and error this time. Therefore, the 
position of the center of gravity cannot be 
grasped. In order to act, the center of gravity 
is important. From now on, it is necessary to 
consider move transition of the position of 
the center of gravity. As for the rest, stable 
operation is aimed at by using technology, 
such as a sensor and image processing. 
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ABSTRACT 
 
The screw-based robot manipulators belonging to the 
SBMF6 and SBMF7 present closed-form equations 
describing joint variables as functions of end-effector 
coordinates; the mentioned closed-form equations 
depends on the so called screw parameters that, in some 
conditions, can not be determined because present 
singularities. It means that the inverse kinematics solved 
by this technique is not robust enough. The paper presents 
an auxiliary technique that will be helpful in finding the 
corresponding inverse kinematics. The mentioned 
technique is an artificial life-based search method that 
will be used only for those cases in which singularities are 
present and closed-form equations fail. 
 
Key words: Artificial Life, Artificial Intelligence, 
Genetic Algorithms, Robotics, Inverse kinematics 
 
1. INTRODUCTION 
 
     The SBMF6 and SBMF7 are sets containing 
manipulators having a particular mechanical architecture 
capable of transporting 3-dimensional work pieces by 
means of the helical or screw-based motions. This 
singular way of transferring work pieces from one pose 
(position and orientation) to another one is based on the 
well-known Chasles’ Theorem and the Rodrigues’ 
Formula [1], [2], [3], [4], [5], [6]. The SBMF6 possesses 
the PPSP, RRSP, SPRP and RPSP arrangements, while 
the SBMF7 contains the PPSPP, RRSPP, SPRPP and 
RPSPP manipulators; all these manipulators are named as 
Helicoidal Manipulators. The elements contained by the 
set SBMF6 have 6 degrees of freedom, while elements 
belonging to the SBMF7 posses 7 degrees of freedom. In 
all cases, Helicoidal Manipulators were designed 
according to the screw transformation that says that a 
piece described by three non-collinear points P, Q and R 
is brought from an initial to a final one by means of a 
screw displacement [1], [2], [3], [4], [5], [6]. In order to 
transfer a work piece from the initial pose to the final one, 
it is necessary to find the corresponding joint 
displacements; it is the duty of the inverse kinematics 
which is expressed by a set of closed-form equations 
depending on the screw parameters found by Rodrigues in 
1840 [6]. These parameters can not be found for some 
initial and final positions and orientations of the work 
piece. This is a singular configuration dealing with the 
screw motion. In this case, it is necessary the aid of and 

auxiliary method to find the corresponding screw 
parameters. In this case, a search technique, based on the 
way species find the solution to the survival problem, was 
selected. 
 
2. GOAL 
 
     To present an auxiliary technique employed to find the 
screw parameters when traditional or closed-form 
solutions fail. The mentioned screw parameters are 
necessary because the corresponding inverse kinematics is 
expressed in terms of them. This adjacent technique is an 
artificial life-based search method (ALBSM) because it 
uses the mechanisms employed by living species to be 
successful [5]. 
 
3. GENERAL SCREW DISPLACEMENT 
 
     Suppose that two poses of an object at time 0=t  and 
at  time ftt =  are given and it is necessary to find the 
screw motion that interpolate them, then the description 
of computing pose interpolating screw parameters can be 
done as follows: it is a known fact that three non-collinear 
points P1, Q1 and R1, belonging to a work piece, are 
brought to positions P2, Q2 and R2 by a screw 
displacement ( )d,φ  about an axis with direction ê  

passing through a point defined by 0s  [1], [2], [3], [4], 
[5], [6]. They are called “screw parameters”. (1), (2), and 
(3) present the mentioned functions and are known as the 
Rodrigues’ formulae [6]. 
 

( )( ) ( ) edsppepp ˆ2ˆ2/tan 01212 +−+⊗=− φ   (1) 

( )( ) ( ) edsqqeqq ˆ2ˆ2/tan 01212 +−+⊗=− φ     (2) 

( )( ) ( ) edsrrerr ˆ2ˆ2/tan 01212 +−+⊗=− φ        (3) 
 
Where iii rqp ,, are the position vectors describing Pi, 

Qi and Ri when i=1, 2. Symbol ⊗ represents the cross 
product. 
 
     It is possible to find the corresponding four screw 
parameters in terms of the three mentioned points by 
using (4), (5) and (6). 
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Where 0ˆ 0 =seT  

( )12ˆ pped T −=   (6) 
 
4. ANALYSIS OF MATHEMATICAL 
SINGULARITIES 
 
     Consider (7) which is the denominator of (4). It is not 
possible to find the screw axis and the rotation angle 
when (7) becomes null. As a result, the other two screw 
parameters, (5) and (6), can not be found because they 
depend on the screw axis and the rotation angle. 
 

( ) ( )[ ] ( ) ( )[ ]11221122 qpqpqrqrden T −+−−−−=
(7) 

 
     The mentioned denominator becomes zero when 
position vectors ( ) ( )[ ]1122 qrqr −−−  and 
( ) ( )[ ]1122 qpqp −+−  rest perpendicular. In some cases it 

is desirable for the pick and place operation to have 
particular initial and final position and orientations, but 
they could make (4) singular, so then, inverse kinematic 
equations, depending on screw parameters, can not be 
found. This is the main reason to use a method whose 
robustness ignores limitations dealing with this 
singularity [5].  
 
5. THE ARTIFICIAL LIFE-BASED SEARCH 
METHOD (ALBSM) 
 
5.1 GENOTYPE 
 
     The member n, belonging to the species of sets of 
screw parameters and representing a particular solution, 
must contain the most basic information, responsible for 
the determination and transmission of hereditary 
characteristics corresponding to the four screw parameters 
(8). 

egg dsensolution ˆ0ˆ)( φ=         (8) 

 
Where gê  represents the screw axis which contains 

three elements due to the fact that it is a Cartesian vector 
(9). 
 

321ˆ aaaeg =               (9) 

 
     So then, (10)  must be used to obtain the screw axis. 
 

( )T

i
i

g aaa
a

e 3213

1

2

1
ˆ

∑
=

=                        (10) 

 
     The second part of (8), gφ , representing the rotation 

angle, is constituted by one genetic structure, (11). 
 

1bg =φ                    (11) 

 
     The third part of (8), 0s , contains four genetic 
structures, (12). 
 

43210 ccccs =    (12) 

 
     These four elements help to find the position vector 
describing the point where the screw axis passes,  (13). 
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     The last part of (8), ed ˆ , is a scalar parameter related 
to the linear displacement along the screw axis, (14). 
 

1ˆ dde =    (14) 
 
     So then, equation (8) can be expressed by (15). 
 

143211321)( dccccbaaansolution =
  (15) 

 
5.2 LENGTH OF BASIC GENETIC STRINGS 
 
     The length of the genetic vectors or strings depends on 
the length of the domain of the search space and the 
required precision [5]. The chromosomes corresponding 
to 3,2,1; =iai , 1b , 3,2,1; =ici , 4c  y 

1d  by means of binary strings are given by (16)-(20), 

taking in account that 1,0*,* =b . 
 

aiaiaiaiKi bbbba ,0,1,2,11 ...−=                  (16) 
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1,01,11,21,121 ... bbbbK bbbbb −=   (17) 

 

ciciciciKi bbbbc ,0,1,2,13 ...−=    (18) 

 

4,04,14,24,144 ... ccccK bbbbc −=    (19) 

 

1,01,11,21,151 ... ddddK bbbbd −=   (20) 

 
     The problem consists in finding K1, K2, K3, K4 and 
K5 in (16)-(20) satisfying the search space and the 
precision requirements [5]. 
 
 
5.3 PHENOTYPES 
 
     The mapping from binary strings into real numbers can 
be done by (21)-(25). 
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12
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Where MAXc  and MAXd  are the upper limits of the 
search spaces. 
 
5.4 EVALUATION FUNCTION 
 
     The evaluation function takes in account the final pose 
acquired by the work piece. If the object is close to the 
required final pose, then the corresponding solution is    
evaluated with a high score, otherwise, it will have a poor 
effectiveness. Each solution, generated by the ALBSM, 
provides a final pose described by P2(n), Q2(n), R2(n). 
The comparison between the required final pose (P2, Q2, 
R2) and (P2(n), Q2(n), R2(n)) will permit evaluate 
solution n. It is important to take in account that whatever 
points S and S(n) are represented by sets of three 
coordinates:  

[ ] [ ] [ ]( )swswswS ,,,,, 321  (26) 
And, 

( ) [ ]( ) [ ]( ) [ ]( )( )nswnswnswnS ,,,,, 321  (27) 
 
     With this in mind, it is possible to define the scalar 

wiSg ,  as follows, 

• If [ ]( ) [ ]swnsw ii ,, ≥  then 
[ ]

[ ]( )nsw
sw

g
i

i
wiS ,

,
, = . 

 

• If [ ]( ) [ ]swnsw ii ,, <  then 
[ ]( )
[ ]sw

nsw
g

i

i
wiS ,

,
, = . 

 
     Then, the proximity of the work piece corresponding 
to solution n is expressed by ( ) [ ]9,9−∈nsum , (28). 
 

( ) ∑ ∑
= =









=

RQPS i
wiSgnsum

,, 3,2,1
,   (28) 

 
     The final evaluation function, ( ) [ ]1,0∈neval , is 
defined by (29). 

( ) ( )
18

9 nsumneval +
=   (29) 

 
Obviously, the exact solution corresponds to 

( ) 1=neval , belonging to the member n, Fig 1. 
 

 
Fig. 1 Evaluation function for the coordinate [ ]( )nswi ,  

belonging to the member n  
 
 
5.5 THE ALBSM FLOWCHART 
 
     Fig. 2 presents the flowchart representing the different 
stages followed by the ALBSM. 
 

[ ]swi ,  

Maximal score 

Minimal score 

[ ]( ) [ ]( ))(,sgn,sgn nswsw ii =  

[ ]( ) [ ]( ))(,sgn,sgn nswsw ii ≠  
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Fig. 2 Flowchart representing the different stages of the 

ALBSM 
 
6. EXPERIMENTATION 
 
     It is necessary to transfer a work piece from the initial 
and final positions described in table 1. 
 

Object coordinates 
P1 (2, 2, 0) 
Q1 (3, 2, 0) 
R1 (2, 3, 0) 
P2 (2, 2, 0) 
Q2 (1, 2, 0) 
R2 (2, 1, 0) 

Table 1. Initial and final poses 
 
     For the mentioned initial and final poses presented in 
table 1, (4) becomes singular. The screw parameters, 
shown in table 2, were found with the aid of the ALBSM.  
 

Screw Parameters  
ê  ( )T995.000  

φ  179.898º 

0s  ( )T003.0001.2997.1  
d 0 

Table 2. Screw parameters resulting from the ALBSM 
 
     The exact values of the screw parameters are shown in 
table 3. The comparison of both tables, It is concluded 
that the ALBSM provides a suitable result. 
 
 

Screw Parameters  
ê  ( )T100  

φ  180º 

0s  ( )T022  
d 0 

Table 3. The exact screw parameters 

 
7. CONCLUSIONS 
 
     The ALBSM has demonstrated its effectiveness in 
finding the solution of singular configurations.  However, 
this method should be only used for those cases in which 
it is not possible to find the screw parameters by other 
means. It is necessary to take in account that the ALBSM 
is an iterative one; therefore, it spends more time to find 
the solution in comparison to the closed-form equations. 
The main advantage resides in its robustness because this 
method does not use the equations that could become 
singular. All the manipulators, belonging to the SBMF6 
and SBMF7, have their own inverse kinematics, but these 
equations depends on the screw parameters, so then, the 
ALBSM can be applied to all the screw-based 
manipulators.  
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Abstract 

We present a method for representing, tracking and 
human following by fusing distributed multiple vision 
systems in intelligent space, with application to pedestrian 
tracking in a crowd. In this context, particle filters provide 
a robust tracking framework under ambiguity conditions. 
The particle filter technique is used in this work, but in 
order to reduce its computational complexity and increase 
its robustness, we propose to track the moving objects by 
generating hypotheses not in the image plan but on the 
top-view reconstruction of the scene. Comparative results 
on real video sequences show the advantage of our method 
for multi-object tracking. Simulations are carried out to 
evaluate the proposed performance. Also, the method is 
applied to the intelligent environment and its performance 
is verified by the experiments. 
 
Keywords: Multi-vision sensors, Tracking, Intelligence 
Space, Mobile robot, Particle filter 
 

1. Introduction 

Video object tracking in dense visual clutter, although 
being notably challenging, has many practical applications 
in scene analysis for automated surveillance, such as the 
detection of suspicious moving objects (pedestrians or 
vehicles), or the monitoring of an industrial production 
[1][2][3][4]. The quality of an object tracking system is 
very much dependent on its ability to handle ambiguous 
conditions, such as occlusion of an object by another one. 
To cope with such ambiguities, multi-hypotheses 
techniques have been developed [5]. In the standard 
techniques using multi-hypotheses for the state estimation 
and tracking, the Kalman filter is used under the premise 
that the noise distributions are Gaussian and the system 
dynamics are linear [6]. However, when tracking human 
movements, non-linear and non-stationary assumptions 
make it suboptimal to use. In this context particle filter 
algorithms are attractive because they are both simple and 
very general. The particle filter algorithms track objects by 
generating multiple hypotheses and by ranking them 
according to their likelihood. They suppose that the correct 
hypothesis is retained [7][8]. Many tracking filters have 
been proposed using this approach, defining the states as 
being each static posture or position of the objects and 
modeling a motion sequence by the composition of these 
states with some transitional probabilities [9][10]. Those 
state-of-the-art techniques perform efficiently to trace the 
movement of one or two moving objects but the 
operational efficiency decreases dramatically when 

tracking the movement of many moving objects because 
systems implementing multiple hypotheses and multiple 
targets suffer from a combinatorial explosion, rendering 
those approaches computationally very expensive for real-
time object tracking. 

Our intelligent environment is achieved by distributing 

small intelligent devices which don’t affect the present 
living environment greatly. Color CCD cameras, which 
include processing and networking part, are adopted as 
small intelligent devices of our intelligent environment. We 
call this environment “Intelligent  Space (ISpace)”[3]. 
Intelligent Space is constructed as shown in Fig.1. In this 
paper, how to represent feature vectors of multiple objects 
using particle filter is described. Then, the technique to 
achieve the tracking by using color information is 

described. 
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(Robot Control)

DIND2
(Robot Control)

DIND
(Human Tracking)

Human

Physical Agent
(Mobile Robot)

x

y

z

DIND4
(Robot Control)

Following Human

Intelligent Space

 
Fig. 1. Intelligent environment by distributed Cameras. 

 

2. Vision Systems in Intelligence Space 

2.1  Basic Scheme 

Fig.2 shows the system configuration of distributed 

cameras in Intelligent Space. Since many autonomous 
cameras are distributed, this system is autonomous 
distributed system and has robustness and flexibility. 
Tracking and position estimation of objects is 
characterized as the basic function of each camera. Each 
camera must perform the basic function independently at 
least because over cooperation  in basic level between 
cameras loses the robustness of autonomous distributed 
system. On the other hand, cooperation between many 
cameras is needed for accurate position estimation, control 
of the human following robot[4], guiding robots beyond 
the monitoring area of one camera[5], and so on. These are 
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advanced  functions of this system. This distributed 
camera system of Intelligent Space is separated into two 
parts as shown in Fig.2. This paper will focus on the 
tracking of multiple objects in the basic function. 

 

 
Fig. 2. Configuration of distributed camera system. 

2.2  Previous Research for Moving Object Tracking 
Various tracking methods of moving objects using a 

vision system have been investigated. These can be 

separated in two major compartments. One is the method 
of matching and clustering of feature points extracted from 
an input image. For example, optical flows are extracted 
in a image, and tracking is achieved by clustering of 
them[11]. The other is the method that the knowledge on 
objects is given to the system as an object model in 
advance and the model and an input image are compared. 
For example, the 3D ellipse model is used for human 
tracking in [12]. The former has the merit that various 
feature points can be extracted according to image 
processing, because the whole of the captured image can 
be always observed. However, matching of feature points 
between successive frames become difficult and 
computational cost increases, according to number of the 
feature points in the complicated scene and by the effect of 
noise. The other hand, in the latter method, only 
comparison between the model and input image is required. 
Tracking of moving objects is achieved by comparing the 
real image with the model. Computational cost is lower 
than the former. However, tracking systems have to 
prepare the models of the objects in advance. For example, 
human tracking for surveillance system needs human 
models[8] and vehicle tracking for ITS needs vehicle 
models[9]. Tracking cannot be achieved without object 
models. It is impossible to build a model of every object 
which exists in our daily life. 
 

3. Processing Flow 

3.1 Extraction of Objects 
Our system uses many low-cost cameras to improve 

recognition performance. Position and viewing field of all 
cameras are fixed. Each camera is connected to a normal 

computer with a video capture board. It is necessary to 
extract only the moving objects robustly in order to 
simplify the matching process. Background subtraction is 
simple and efficient to recognize the moving objects in 
fixed camera image. Following process based on 
background subtraction is performed to extract the object 
region. 
 Fig.3 shows the example of results of this object 
extraction process mentioned above. Fig. 3(a) is the raw 
image captured by the CCD camera. Extracted objects, 
which are human and robot, are shown in Fig. 3(b), 3(c). 
It is clear that this can extract the multiple objects 
simultaneously. When the image of the size of 320X240 
pixels is captured and Pentium III 866 MHz PC is used, 
this process is performed at the speed of 28 to 30 frames 
per second. In this process, a lot of processing time is not 
required. Matching process of the objects between 
successive frames is based on the information acquired 
from these extracted objects. 
 

 
(a)                                                (b)                     (c) 

 
Fig. 3. Captured image and extracted objects. 

3.2 Target regions encoded in a state vector Using 
Particle filter 

Particle filtering provides a robust tracking framework, 
as it models uncertainty. Particle filters are very flexible in 
that they not require any assumptions about the probability 
distributions of data. In order to track moving objects (e.g. 
pedestrians) in video sequences, a classical particle filter 
continuously looks throughout the 2D-image space to 
determine which image regions belong to which moving 
objects (target regions). For that a moving region can be 
encoded in a state vector. 
In the tracking problem the object identity must be 
maintained throughout the video sequences. The image 
features used therefore can involve low-level or high-level 
approaches (such as the colored-based image features, a 
subspace image decomposition or appearance models) to 
build a state vector. 
A target region over the 2D-image space can be 
represented for instance as follows: 

r {l, s, m, }γ=                             (1) 

where l  is the location of the region, s is the region size, m 
is its motion and γ  is its direction. In the standard 

formulation of the particle filter algorithm, the location l, 
of the hypothesis, is fixed in the prediction stage using only 
the previous approximation of the state density. Moreover, 
the importance of using an adaptive-target model to tackle 
the problems such as the occlusions and large-scale 
changes has been largely recognized. For example, the 
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update of the target model can be implemented by the 
equation 

1r (1 ) r E[r ]t t tλ λ−= − +                      (2) 

where λ  weights the contribution of the mean state to the 
target region. So, we update the target model model during 
slowly changing image observations. 
 

4. Tracking moving objects 

4.1 State-space over the top-view plan 
In a practical particle filter implementation, the 

prediction density is obtained by applying a dynamic model 
to the output of the previous time-step. This is appropriate 
when the hypothesis set approximation of the state density 
is accurate. But the random nature of the motion model 
induces some non-zero probability everywhere in state-
space that the object is present at that point. The tracking 
error can be reduced by increasing the number of 
hypotheses (particles) with considerable influence on the 
computational complexity of the algorithm. However in the 
case of tracking pedestrians we propose to use the top-view 
information to refine the predictions and reduce the state-
space, which permits an efficient discrete representation. In 
this top-view plan the displacements become Euclidean 
distances. The prediction can be defined according to the 
physical limitations of the pedestrians and their kinematics. 
In this paper we use a simpler dynamic model, where the 
actions of the pedestrians are modeled by incorporating 
internal (or personal) factors only. The displacements 

Mt
topview  follows the expression 

1M A( )M Nt t
topview topview topviewγ −= +                         (3) 

where A(.) is the rotation matrix, 
topviewγ  is the rotation 

angle defined over top-view plan and follows a Gaussian 
function ( ; )topviewg γγ σ , and N is a stochastic component. 

This model proposes an anisotropic propagation of M  : 
the highest probability is obtained by preserving the same 
direction. The evolution of a sample set is calculated by 
propagating each sample according to the dynamic model. 
So, that procedure generates the hypotheses. 
 
4.2 Estimation of region size 
The size of the search region represents a critical point. In 
our case, we use the a-priori information about the target 
object (the pedestrian) to solve this tedious problem. We 
assume an averaged height of people equal to 160 cm, 
ignoring the error introduced by this approximation. That 
means, we can  estimate the region size s of the 
hypothetical bounding box containing the region of interest 
r {l, s, m, }γ=  by projecting the hypothetical positions 

from top-view plan in Fig. 4. A camera calibration step is 
necessary to verify the  hypotheses by projecting the 
bounding boxes. So this automatic scale selection is an 
useful tool to distinguish regions. In this way for each 
visual tracker we can  perform a realistic partitioning 
(bounding boxes) with consequent reduction in  the 
computational cost. The distortion model of the camera's 

lenses has not been incorporated in this article. Under this 
approach, the processing time is dependent on the region 
size. 

SCENE 3D

IMAGE 2D

x

yz

     
(a) 

 
(b) 

Fig. 4. (1) the approximation of Top-View plan by image plan with a 
monocular camera, (2) size estimation 

 

4.3 Tracking experiments 
Some experiments are performed to verify this 

tracking method. Fig.5 shows the experimental 
environment and objects that should be tracked by this 
method. Three objects, which are human, a mobile robot 
and a chair, exist in this environment. In this experiment, 
the system does not have object models for these objects in 
advance. A mobile robot and a chair are static at the 
beginning and human is walking between them afterward. 
Since only one camera is used for this experiment, 
occlusion between human and the other objects is supposed 
to happen as shown Fig. 5(a). Fig. 5(b) shows the 
clustering result of the feature vectors obtained in a given 
time, when three objects exist in the space as shown in Fig. 
5(c).  

x
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(a) 
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Fig. 5. Experiment: moving area and models. 

   
Fig. 6 shows the captured image by a camera in this 
experiment. Experimental result of multiple objects 
tracking is shown in Fig. 7. X axis and Y axis represent X 
and Y pixel coordinate of captured image respectively. 
Central pixels of each object are plotted. Although 
occlusion between human and other objects was observed 
during tracking of walking human, matching and tracking 
of each object achieved without fail. In this case, this 
system doesn’t have the complex object models, however 
tracking of multiple objects was performed in low 
processing time. 
 

 
Fig. 6. Multi-Objects detection and tracking in ISpace. 

 

 
Fig. 7 Experiment results: Multi Objects tracking. 

5. Conclusion 

In this paper, the basic function of the vision system 
in Intelligent Space was described. The vision sys tem of 
Intelligent Space needs real time processing, tracking of 
multiple objects, extension to cooperative multiple cameras 
network and overcoming partial occlusion. To realize them, 
it is required that model based method and feature based 
method are combined efficiently. Then, new tracking 
strategy was proposed based on extracting the objects by 
background subtraction and creating color appearance 
model dynamically with particle filter. This strategy 
achieved real-time and robust tracking of multiple objects. 
Especially, correct matching had been kept after the 
occlusion among objects happened in the experimental 
results. 

As a future work, representation method of objects 
that are close to achromatic color will have to be 
investigated. Next, recognition of the wide area using the 
distributed cameras should be performed. It will need that 
different cameras share information about clusters and the 
feature space. Then, sharing method of the information that 
each camera acquires will be investigated. 
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Outwit game – a dynamical systems game for market dynamics

M. Konno T. Hashimoto
m-konno@jaist.ac.jp hash@jaist.ac.jp

School of Knowledge Science
Japan Advanced Institute of Science and Technology (JAIST)

1-1, Tatsunokuchi, Ishikawa, Japan, 923-1292

Abstract
A dynamical systems game model of market, called

Outwit Game, is proposed. In the game, individual
behavior in a market is abstracted as orienting major-
ity and orienting minority. We suppose that individu-
als’ profit changes with a course of these two actions.
Through computer simulations, we show that an index
representing both micro and macro dynamics show a
power law distribution.

Keywords: Outwit Game, Dynamical Systems
Game, Market Dynamics, Micro-Macro Loop, Power
Law Distribution

1 Introduction

In this paper, we propose a game model, called Out-
wit Game (OG), for capturing dynamics of market
by considering individuals behavior in a market. In
neo-classical economics, the assumptions of the perfect
competitive market and the perfect rationality make
the market model static. However, any market, in
reality, dynamically changes. Therefore, in order to
understand the real market, we need a model that in-
cludes dynamics of market and individual behavior.

The real market is composed of interactions among
individuals in a game theoretic situation. Namely, oth-
ers’ action affects decision making and consequences of
actions by an individual and vice versa. In addition
to the interactions among individuals, there exist in-
teractions between individuals’ actions, that is, micro
dynamics, and change of a market, that is, macro dy-
namics. This circular interacting causation is called
“micro-macro loop” by Shiozawa[1]. We think that
the essence of market dynamics consists of endoge-
nous change induced by individuals’ actions, interac-
tion among individuals, and the micro-macro loop.

Constructing a game theoretic model of a market,
we put importance on the following points:

• The perfect competition should not be assumed
for a model of markets.

• The perfect rationality should not be assumed for
a model of individuals.

• The model should include dynamic and strategic
interaction among individuals.

In order to focus on the dynamical change of market,
we adopt a framework of dynamical systems game[2].
It is an extension of the game theory for describing
changes of game environment such as payoff matrix,
options by players.

2 Individuals’ Actions in Market

At first, we consider the properties of individual
behavior in a market. Keynes[3] likens a market to
a beauty contest, in which the prize goes to a parson
who is voted at most and the voters for the winner
earn. In this beauty contest, people try to vote for a
parson who is thought of as the most beautiful by most
of the people, not for a parson they themselves think
as the most beautiful. In financial market, people try
to invest a company that many investors invest. This
is an action pursuing a trend and orienting a majority.

Investors do not always follow trends. They invest
in a company that is not in a trend at present and may
be in future, invest to a new business, or sell stocks
they have before the upward trend ceases. Namely,
people try to make a trend by themselves. This ac-
tion is not to do the same action as others and favors
minority.

In the market, people change over these two actions,
orienting majority and orienting minority and gain or
loss. Switching two actions may be a trigger of change
of trends. The market change is often induced by the
trend changes. Although the people favor majority or
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minority intentionally, the consequence of an action is
determined by the market. This is an uncertainty of
market.

3 Outwit Game

Based on the above discussion, we introduce a game
abstracting the real market. In the game, individuals’
actions have features of orienting majority and minor-
ity, that changes with the state of market. This type
of game is named as Outwit Game (OG).

We define two versions of the OG, Simple Outwit
Game (SOG) and Monetary Outwit Game (MOG).
The MOG is relatively complex version than the SOG.
In the MOG, so as to approach to the dynamics of real
market, two forms of profit, capital gain and realized
gain, are considered. These two games share the es-
sential part. We analyze the SOG at first and report
in this paper. The MOG is not treated in this paper.

3.1 Definition of Simple Outwit Game

The procedure of the SOG is the followings:

1. Each player selects one of two alternative moves
at each time step t.

2. The majority and minority sides are decided from
all players’ moves.

3. Each player is grouped into the majority or the
minority according to his/her move and given the
payoff p(t) defined by Table 1.

Table 1: The payoff matrix of Simple Outwit Game

move payoff

Majority p(t) =
NM(t)−NM(t− 1)

N

Minority p(t) = 0

In Table 1, NM(t) and NM(t − 1) are the number
of majority players at the present (t) and the previous
step (t − 1), respectively, and N is the number of all
players. Note that NM(t) and NM(t− 1) change with
time, the players have the possibility both to gain and
to loss when they keep in the majority side. If they
are in the minority side, they are always risk-free.

3.2 Players’ Action

In a game theoretic model, players pursue their own
profit. In SOG, the player must predict the number of
majority and decide the move at the next step accord-
ing to the prediction in order to pursue his/her profit.
Namely, they decide their move as

l(t + 1) =
{

Majority (ÑM(t + 1) > NM(t))
Minority (otherwise)

, (1)

where l(t + 1) is the side of majority or minority and
ÑM(t + 1) is the predicted number of majority at the
next step. Note that the players cannot certainly be
a majority/minority when they want to be so. They
must predict which move is the majority/minority as
well. Accordingly, SOG has double uncertainty in the
prediction of the number of majority and its move.

4 Players’ Model for Simulation of
SOG

We analyze the characteristics of SOG using com-
puter simulations. In the simulation, we use a model
of players with prediction and learning. Because of the
space limit, we briefly explain the players’ model.

Each player has two kind of prediction functions for
the number and the move of majority from the present
information. At first a player predict the number of
majority in the next step,

ÑM(t + 1) = PN(NM(t),mM(t),m(t)) . (2)

This expression represents that a player produce a pre-
dicted number of majority ÑM at the next step t + 1,
based on the number of majority, NM(t), the move of
the majority side, mM(t), and the move of the player
itself, m(t), at the present step t.

Further, using the same information at the present
and the output from the prediction function, PN, the
player try to predict the move of the majority m̃M(t+
1) at the next step using the other prediction function
Pm,

m̃M(t + 1) = Pm(NM(t),mM(t), mi(t), ÑM(t + 1)) .
(3)

Every time step, the players adjust the prediction
function according to success and unsuccess of the pre-
dictions.

5 Simulation Results

We analyze the dynamic behavior and statistical
properties of the game. The total number of players
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is 51, two moves are -1 and 1.

5.1 Dynamics of Game

To see the dynamics of SOG, we observe the tran-
sition of the players’ payoffs. The most of players can
gain the payoffs averagely. Three examples of the tran-
sitions of accumulated payoffs,

Si(t) =
t∑

t′=0

pi(t′) , (4)

are depicted in Fig. 1, where pi(t) is the payoff of the
i-th agent at the time step t. We find three types of
the transition: rapid increasing in a long range, slow
increasing, and decreasing.

 0
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Figure 1: The transition of the accumulated payoff Si(t)
of tree typical players. The x axis is time step, the y axis
is the accumulated payoff. The arrow indicates a player
depicted in Fig. 2.

The increasing of the accumulated payoff means
that the players are able to predict the transition of
the majority and it’s move to some extent. We ob-
serve more closely the dynamics of the game in order
to know how they obtain the payoff (Fig. 2). Figure
2(a) depicts the accumulated payoff of a player whose
accumulated payoff grows rapidly in the period from
630000 to 730000 steps in Fig. 1 (indicated by an ar-
row). The player gains some payoff every three steps.
The time series of the player’s moves is period three
(-1, -1, 1) as shown in Fig. 2(b). Figure 2(c) is the
time series of the majority’s move. This shows pe-
riod three dynamics (-1, 1, -1). Namely, the player’s
belonging group changes as (majority, minority, mi-
nority). Finally, we draw the change of the number of
minority from last step, that is, NM(t)−NM(t−1), in
Fig. 2(d). This value also shows period three dynam-
ics as (positive, negative, negative). Accordingly, the
player belongs to the majority when he/she can gain
and to the minority when he/she may loss. In other
words, he/she can appropriately outwit.
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Figure 2: Transitions of (a) the accumulated payoff, S(t)
of a player, (b) the moves of the player, (c) the majority’s
move, and (d) the number of change of majority per one
step, NM(t) − NM(t − 1), at the period of time step (the
x axis) between 700020 and 700030.

5.2 Power Law Distribution of Players’
and Market Dynamics

We observe some statistical characteristics of SOG.
Figure 3(a) shows a distribution of the length that the
players continue to take the same move. The straight
line is a fitting taken at the range longer than 30.
This observation value obeys a power law distribution
in the range of longer length, while in the range of
shorter length the value is much larger than the ex-
trapolation of the power law fitting in the longer range.
This means that the players mostly change their move
shortly, but some players often do not change their
moves very long periods.

Figure 3(b) is a distribution of the length that the
majority continues to take the same move, namely a
version of global value or market dynamics of Fig. 3(a).
This value also obeys a power law.

6 Discussion

6.1 Power Law Distribution in Market

We found the power law distributions in the length
of consecutive time steps that individuals take the
same move and that the majority is in the same move.
The former can be thought of as a characteristic of
individual action, that is, a micro dynamics, and the
latter as that of market, that is, a macro dynamics. If
we interpret the latter index as the length of trends,
this result means that infinitely long trends can oc-
cur in a market. Namely, there is possibilities of large
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Figure 3: The distribution of the consecutive length of the
same move taken by (a) the players and (b) the majority
side. The x and y axes are the length and the frequency,
respectively. The straight lines are fitting by pow functions
at ranges that length is (a) longer than 30, and (b) 1 to
100.

stock bubbles, long term inflations and deflations in
financial markets.

Power laws have been found in several indices in real
financial markets. We have not, however, made cor-
respondence between such power laws and the power
law distribution in our game model. The reason why
such power law is observed in our game model is also
an open problem.

6.2 Comparison with Minority Game

A game that can be considered as a model of mar-
ket is the Minority Game (MG)[4]. The Outwit Game
(OG) is thought of as a modification of MG. The differ-
ences between the OG and the MG are the followings:

1) In the OG, two kind of actions, orienting major-
ity and minority are taken into consideration, while
the MG takes only the action orienting minority.

2) The OG has a payoff matrix that changes with
time (explicitly includes a time variable t), while the
payoff matrix of MG is fixed1.

1As a simple modification of the MG, the number of majority
can be given to the minority. Although the relative value of
the payoff changes with time in this modification, the essential
payoff structure that the minority is always win does not change.

3) In the OG, to win the game, players should se-
lect the majority/minority appropriately responding
to changes of game situations, while in the MG to be
the minority is always to win.

6.3 SOG as Tragedy of a Common

The SOG has a characteristic of tragedy of a com-
mon. If a player in the SOG change from the majority
to the minority in order to avoid a loss, the other play-
ers in the majority suffer a loss. For example, when n
players are in the majority, suppose a player changes
to the minority. Since the number of the majority
decreases to n − 1, the players remaining in the ma-
jority lose their payoff. But the player changed to the
minority eludes a loss. Namely, an action pursuing in-
dividual’s own profit conflicts with profit of the whole.

7 Conclusion

We propose a new dynamical systems game theo-
retic model of financial market. This game is named
the Outwit Game. The simplest version of the game,
the Simple Outwit Game, is analyzed using computer
simulations. We show that indices corresponding to a
micro and macro dynamics obey the power law. Thus,
it can be said that the Outwit Game reflect some na-
ture of market dynamics. The analysis of the Outwit
Game should be progressed for showing the utility of
this game model for understanding market dynamics.
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Abstract 
In this paper, we present an Artificial Life system with 

a remodeling of Tierra. This system provides a rule for a 
system environment, which is induced by the natural 
resource property: “matter resources” will be conserved 
and recycled through biochemical reactions. Because of 
that point, fundamental components (as matter) of digital 
creatures being conserved (never being added/deleted) 
are introduced into this system. Consequently, the 
system forces the creatures to recycle their program 
ingredients in order to self-replicate. We have developed 
two distinct ancestor programs called “Plants” and 
“Animals,” which they can recycle resources by 
executing photosynthesis/preying. Our experimental 
results demonstrate that particular interactions, which are 
similar to a food web, appeared as a result of the 
recycling actions, and such interactions stabilized the 
population equilibrium among groups of Plants and 
Animals. In addition, co-adaptive evolutionary behaviors 
caused by predator-prey interactions are also observed. 
 
Keywords: Tierra, self-replication, resource conservative 
system 

1. Introduction 

The Cambrian explosion, an example of Adaptive 
radiation with the sudden appearance of many animal 
body plans, produced most types of higher taxonomic 
categories of actual animals [1]. It is assumed that the 
rich environmental resources of “space” and “matter” 
mainly caused this outstanding evolutionary event. 

Tierra is an artificial life (Alife) system designed to 

realize such biological behaviors in computer architec- 
tures [2,3]. A Tierran digital creature that consists of a 
self-replicating program and a CPU create its replicant 
(copy of itself), and also evolve it through mutations. For 
example, one class of mutants called “parasites” appears 
in Tierra experiments, and these parasites will 
self-replicate by partly depending on other programs. In 
addition, Network Tierra, a following study of Tierra, 
modeled digital creatures that are organized by several 
distinct programs, and showed that the programs can 
differentiate into more specialized units [3,4]. Having 
shown such evolutionary behaviors in artificial systems, 
a kind of extraordinary evolution of the natural 
ecosystem can be reproduced by the Alife systems, while 
another type of evolutionary phenomenon in which it 
will continuously affect creatures with far tinier changes 
is hardly shown in such systems. 

In principle, natural creatures belong to a particular 
trophic level, and their evolutions are affected by mutual 
interactions (such as predator-prey interactions) in order 
to stabilize an entire food web (the resource-recycling 
system). In terms of this, an aspect of the preservation of 
space/matter resources, which is a type of abiotic rule, 
causes creature interaction. In contrast to such a system, 
resources become freely available (with looser limits) 
within the above-mentioned systems that Tierra shows. 
From these points, we consider that a strong restriction 
of the resources may produce one kind of evolutionary 
behavior, while a weak one causes another kind. 
 In this paper, we present an Alife system with a 
remodeling of the Tierran structure. The remodeling 
focuses on the appearance of a spontaneous interaction 
of digital creatures and the global systems resulting from 
the interaction. A theory proposed by Suzuki et al. [5] 
formed the underlying concept of this study: the theory 
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of “Symbol Resource Conservation”. This theory 
suggests that the component symbols (or symbol 
ingredients) in which matter is equivalent be conserved 
in each elementary reaction. A set of Tierran instruction 
words, represented by bits, composes a self-replicating 
program. Those bits are regarded as a fundamental 
matter of the system. The instruction words, however, 
can be copied/overwritten by elementary reactions 
(computations). Hence, the Tierra Operating System 
(OS; namely, a higher-level manager) prohibits 
overwriting on “active instruction words” (components 
of active programs). Nevertheless, the total number of 
active instruction words explodes in the RAM unless a 
reaper perpetually eliminates creatures. If no elimination 
occurs, the system will not be able to function due to 
memory overflow. Without conserving matter, systems 
with a conserved (limited) space will experience this 
problem in principle. Consequently, we have assumed 
that the instruction words of Tierra should be given more 
rational characteristics as matter. Our model introduces 
an environmental rule whereby each instruction word is 
conserved, and because of this rule, creatures recycle the 
words to self-replicate. We show here two types of 
creature designed with distinct manners of recycling the 
words. 

In the next section, we introduce the digital creatures 
and some important rules of the system. Following that, 
we show several of our experimental results, and then 
provide concluding remarks. 

2. The Model 

2.1. Self-Replicating Programs 

Our model characterizes a “word” with the following 
two aspects: on the one hand it is represented by six bits 
(each order corresponds to a type); on the other hand, 
each of its appropriate sets represents a self-replicating 
program. The system produced by this model conserves 
every bit as the ingredient of the words. All–possible 
combinations of six-bit sets are classified into two 
categories: instruction words and no-instruction words 
(the CPU will decode instruction words into particular 
computations, but will not decode no-instruction words). 
These words are necessary for digital creatures to 
use/reuse in their self-replication, and such actions are 
included within a copy procedure of our ancestor 

programs (thus, this part of the Tierra program has been 
almost fully renewed). We have developed the following 
two types of ancestor program with distinct copy 
procedures. 

(1) Plant Ancestor 
In principle, creatures in this model can replicate one 

instruction word within one replicating cycle (thus, 
self-replication will be accomplished by finishing all the 
cycles). 

An ancestor program called a “Plant” synthesizes 
no-instruction words during each replication cycle, and 
then produces instruction words. Figure 1 shows an 
actual example of a replication cycle, and each of its 
actions (1-7) is described as follows: 
1. Identify an instruction word that a creature will 

replicate during this cycle. 
2. Obtain an arbitrary no-instruction word (Element A) 

by searching entire memory space. 
3. Obtain another arbitrary no-instruction word 

(Element B) by searching entire memory space. 
4. Produce an instruction word (Product. It is equi- 

valent to what is identified in 1) by using and 
arranging 12 bits within Elements A and B. 

5. Produce an arbitrary instruction word (By-product) 
by using and arranging six bits that are not used   
in 4. 

6. Move the Product to an address allocated for a 
replicant. 

7. Move the By-product to the address where Element 
B was. 

 

Figure 1．An example of the replication cycle for Plants. 
 
 

In brief, in order to replicate each word, ingredients of 
two no-instruction words (obtained in 2 and 3) will be 
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recycled to ingredients of two instruction words (4 and 
5). Since this action will increase the number of instru- 
ction words in a system, Plants are considered as a 
producer of instruction words in a system. 

 

(2) Animal ancestor 
In each replicating cycle, Animals first identify an 

instruction word that they will replicate during this cycle 
(the same manner as Plant’s), after which they will begin 
searching this instruction word by checking each address 
outward in both directions (within the range of 350). 
Then, Animals will obtain the instruction word and 
finish the cycle if they can satisfy the following 
conditions in parallel: 
(a) If the creature finds the instruction word; 
(b) If its “CPU state” equals True. 
 

The condition of (a) will be satisfied when the search 
reveals a corresponding instruction word. In the next 
condition, the CPU state represents a kind of Boolean 
register (True/False) equipped in the CPU, and the state 
existing at the every beginning of replication cycles is 
fixed to False. It can only be changed with “template 
matching,” which will be executed in parallel with the 
search. The search template, which has been installed on 
the Animal programs, will look for a corresponding 
template matching itself (such a manner is similar to that 
of Tierra). On matching the search template with another 
template, the CPU state will switch to another state: True
→False or False→True. 
 To take the case of Animal ancestor, a matching of its 
search template with its own “membrane template” 
(templates which exist at beginning and end of each 
program) will occur, and the Animal changes its CPU 
state (False→True). Having changed its CPU state to 
True, the Animal satisfies the condition of (b), and it will 
obtain a word to replicate when it satisfies the condition 
of (a) after this. However, by matching its search 
template with another membrane template afterward, it 
will change its CPU state again (True→False), and it 
will not obtain words. 

Animals can obtain not only non-active instruction 
words (not a component of programs), but also active 
instruction words, enabling them to take component 
instruction words away from the other self-replication 
programs. Since such behavior of Animals can eliminate 
other creatures, it is regarded as predation in our model. 

2.2 System environments 

(1) Death 

A function of OS for eliminating a creature removes a 
CPU from the system and changes the state of 
component words into the non-active one. This function 
will eliminate a creature in which at least one of the 
following conditions is fulfilled: 
• By losing an instruction word necessary to 

self-replicate, the OS will eliminate the creature. 
Predations and some mutations (wrong cases) can 
remove/modify instruction words, and they might 
make a self-replicating program an invalid one. 

• By failing to execute any of its own instruction 
words within 3,000 steps, the OS will eliminate it. 
An instruction pointer might jump incorrectly to 
other programs by errors/mutations, but will rarely 
return to its own program. 

• By failing to replicate an instruction word in 100 
cycles, the OS will eliminate this creature at 10%. 

(2) Resource Management 

The OS sets the following rules relating to an 
existence of words. 
• If the number of active instruction words amounts 

to 80% of the total, the OS will prohibit creatures 
from obtaining any more words. Without this rule, 
creatures use most of the words for their own 
self-replication, giving rise to result that none of 
them will be able to obtain enough further words to 
self-replicate. 

• If a non-active instruction word has not been used 
by any creatures during those first 100 steps, the 
OS will change it into an arbitrary no-instruction 
word. As we have already seen, since Plants will 
synthesize instruction words from no-instruction 
words, the number of instruction words will 
unilaterally increase. In this respect, this rule will 
make up a balance of the two word types. In 
comparison with the natural world, this rule is 
regarded as a kind of dissimilation: the process of 
gradually changing materials of dead bodies into 
other materials by chemical reactions. 
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3. Experiments 

3.1. Basic Experiment 

Here we present experimental results of a system in 
which Plant and Animal ancestors are initially inoculated. 
First, Fig. 1 shows variables for populations of Animals 
and Plants. 
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Figure 2. Populations of Animals and Plants. 
 
 

In the early steps the system explodes its population of 
Plants and brings the population almost to its maximum 
possible size. The system then starts increasing its 
population of Animals, decreasing the Plant population 
inversely. Although the population equilibrium between 
them fluctuates during the several-hundred-thousand 
steps of the experiment, it does gradually stabilize after a 
while. With respect to these results, we have considered 
the following: 
1. The words are randomly given initially (the total 

number is fixed). Plants can obtain sufficient 
no-instruction words, and they increase. On the 
other hand, Animals can rarely gather enough 
instruction words for self-replication because there 
are few available instruction words around them. 

2. By increasing the population of Plants, an increase 
in the total number of instruction words will follow, 
after which the Animal population will start to 
increase. However, having decreased the number of 
no-instruction words, further replications of Plants 
becomes increasingly difficult. 

3. A decrease in the total production of instruction 
words will follow a decrease in the Plant population 
(and an increase in the Animal population). 
Through the function of the OS (see 2.2(2)), the 

number of instruction words will also decrease after 
that. Thus, further replications of Animals become 
ever more difficult. However, having boosted the 
number of no-instruction words, the population of 
Plants will start to increase again. As a result of 
these interactions, the population equilibrium 
between Animals and Plants will stabilize. 

 
Next, we describe another experimental result that 

illustrates predator-prey interactions. In the system, the 
interaction by which predators attempt to gain the 
instruction words of prey is regarded as a predation. 
Before every predation occurs, the predator checks that 
its search template can match a membrane template of 
the prey. If these templates match, the prey will be 
protected from the predator. Therefore, It is considered 
that a diversity of matching patterns of the membrane 
template is a measure of a creature’s ability to protect 
itself against enemies (by making a template longer, the 
membrane template will come to match more types of 
short templates representing the search templates in most 
cases). For this reason, we use the Matched Template 
Number (MTN) as the measure that indicates a prey’s 
ability to protect its entire program against predation. 
The MTN of each creature represents the total number of 
template matchings in which its membrane templates 
match templates of “all possible four-letter words” (the 
search template basically contains four-letter words). 
Figure 3 shows variables of the MTN (maximum: 32) of 
each group. 
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 The MTN of each group keeps increasing almost 
through the experiment. In addition, the MTN of Plants 
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is higher than that of Animals in most cases. An 
increasing MTN actually indicates a lengthening of 
templates, and places the heavier load on 
self-replication; however, it has been observed 
perpetually in the experiment, that is to say, this result 
shows mutations in creatures for adapting to predations 
by other Animals. 
 

As we have seen above, the experimental results in 
Figs. 2 and 3 indicate that this system produces two 
varieties of creature interaction that influence creature 
behaviors. We finally summarize the consideration given 
in the experiment. 
¾ In this resource-conservative system, a particular 

relationship between Animals and Plants in which 
each group indirectly cooperates with each other 
has appeared through their reactions of the 
resource-recycling process. 

¾ In local reactions, competition among individual 
creatures has been observed, causing creatures to 
mutate in order to adapt to each other. 

3.2. Experiment with a Simple Replicator 

It is considered as one of the advantages of resou- 
rce-conservative systems that they may limit an explo- 
sion of trivial replicators with a simple structure. These 
systems will preserve the digital creatures from being 
expelled by such trivial replicators. From this point, we 
have planned an experiment in which simple replicators 
are deliberately inoculated. We have conducted the 
experiments not only in our model, but also in Tierra, to 
compare the results. We prepared a simple replicating 
program with 20 instruction words that were all 
composed by Tierran instruction words. Therefore, this 
program can perform within both of those models. 

Figure 4 shows the results of the experiments where 
the simple replicator is added in 3,000 steps. 

 
 
 
 

Figure 4．Results of an experiment with a simple replicator. 
Both of these graphs, Tierra (upper) and our model (lower), 
show the balance of power among creature groups. The Tierra 
experiment evaluates the balance between simple replicators 
(black) and normal creatures (other colors). The experiment 
conducted with our model evaluates the balance among three 
groups: simple replicators (black), Plants (light gray), and 
Animals (gray/dark gray). 

 
 

In the Tierra experiment, the group of simple 
replicators drastically expands, reducing groups of 
normal creatures. Then, it occupies an entire space, and 
the others disappear. In our model, the group of simple 
replicators expands slightly at the beginning, but it 
hardly changes at all afterward. 
 Since the simple replicators are actually capable of 
self-replicating almost six times faster than the ancestor 
creatures, the Tierra result is considered natural at this 
point. In contrast, the results from our model will 
contradict that, with the following principles: 
 
¾ Reducing the number of Plants will make the 

obtaining of instruction words difficult.  
¾ Only a few kinds of word are necessary for a 

simple program to self-replicate, and they will be 
consumed within a short period. Then, only these 
words will become insufficient, and this will 
restrain the simple program from self-replication. 

¾ A simple program has few templates, and seldom 
avoids predation (by Animals).  
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These results demonstrate the robustness of our 
mechanism of our system compared with that of Tierra 
against the simple replicating program, and owing to it 
this system keeps such replicators under control. In 
general, any creature that cannot be placed in a cycling 
rule of this system will be weak, even if it can 
self-replicate faster than the others. 

4. Conclusion 

We have proposed an artificial system that had been 
designed based on the Tierra structure. The system ruled 
that any program component regarded as matter is 
conserved. We also introduced two self-replicating 
programs (Animals and Plants) in which processes to 
recycle the components are preprogrammed. We then, 
demonstrated the evolutionary performances of such 
digital creatures. First, particular creature interactions 
caused by the recycling processes were observed that 
stabilized the population equilibrium existing among 
creature groups. Next, we showed predator-prey 
relationships through local inter-creature competition. As 
a result of such competition, creatures mutated their 
programs in order to adapt to each other. Finally, the 
robustness of this system against a trivial replicator was 
proved by a comparison with Tierra. 
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Abstract

In this paper, we address a new concept to view a
social system as consisting of diversified institutions
interacting with each other and dynamically changing
through actions of individuals in a society. A mathe-
matical framework for the concept is formalized. The
framework, called Rule Ecology Dynamics (RED), is
an extension of multi game dynamics, in which players
play plural games simultaneously, by introducing time
dependent weights for the plural games and a “meta-
rule”. The meta-rule is a rule to determine the change
of rules. We show simulation results of two kind of
meta-rules , average payoff type and inverse standard
deviation type. We discuss that this framework is a re-
alization of rule dynamics and it has certain relevance
to describe real phenomena of institutional dynamics.

Keywords: Rule Ecology Dynamics, Formation and
Change of Institutions, Replicator Equation, Multi-
Game Dynamics, Evolutionary Game Theory, Rule
Dynamics

1 Introduction

Social institutions are rules for individuals’ behav-
ior and cognition broadly accepted and used in a
society. In our society, there exist various institu-
tions/rules ubiquitously. Seiyama[1] describes such
situation as “We are living with institutions, such
as family, commuter passes, trains, universities, tele-
phones, postal services, E-mails, meetings, lectures,
laws, norms, conventions and so on. There is no one
that is not institutional. We engage in our daily life
postulating such institutions. They are omnipresent.
It is very difficult to pick out non-institutional aspect,

even only one, from our daily life.” As we can easily
imagine, each institution has different importance or
influence for individuals’ behavior.

Aoki and Okuno-Fujiwara[2] discusses that diver-
sity of institutions exists in different social systems.
But, as quoted above, there are great diversity of in-
stitutions in a society. Aoki and Okuno-Fujiwara[2]
point out the important feature of institutions, that
is an institutional complementarity. When an insti-
tution provides a reason to exist another institution,
these two institutions are refereed to as in the rela-
tionship of institutional complementarity. Since only
one of such institutions cannot change independently,
Aoki and Okuno-Fujiwara insist that they are stable.
However, social institutions often changes and many
institutions interact with each other. Accordingly, a
change of an institution induces changes of other in-
stitutions. The chain of change may go on to all insti-
tutions.

This chain of change through interaction among
institutions is like an ecological system of biological
species. In this paper, we conceptualize such dynamic
and interactional nature of institutions as an ecol-
ogy of rules. Here we use a term ‘rule’ as a more
abstract version of institutions. We propose a new
framework to formalize the ecology of rules and its
dynamics as an extension of evolutionary game the-
ory. This framework is named “Rule Ecology Dynam-
ics (RED)1”. This framework can integrate two game
theoretical treatment of institutions, one treats insti-
tutions as game rules, and the other as equilibria of
games[3].

1The previous version of the framework was called “Meta-
Evolutionary Game Dynamics” since it is an extension of game
dynamics (replicator dynamics) introducing a meta-rule[3].
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2 Rule Ecology Dynamics

In our framework, rules and individual behaviors
are modeled by games and strategies of players in the
games, respectively. We start the formalization of the
RED from the replicator equation that governs the
dynamics of population of each strategy[4]:

ẋi = xi(ui − ū) (i = 1 · · ·N) , (1)

where xi is a population share of the i-th strategy and
satisfies

∑N
i=1 xi = 1, ui is a payoff of the i-th strategy,

ū =
∑N

i=1 xiui is the average of the payoffs, and N is
the number of strategies.

To represent various compositional rules, multiple
games that all players play are brought in, as proposed
in Multi Game Dynamics[5]:

ẋi1···iM = xi1···iM

M∑
g=1

(ug
i1···iM

− ūg) (2)

(g = 1 · · ·M) ,

where xi1···iM
is a population share of a strat-

egy (i1, i2, · · · , iM ), which means that a player
plays the strategy i1 at the game 1, the strat-
egy i2 at the game 2 and so on, satisfying∑r1

i1=1

∑r2

i2=1 · · ·
∑rM

iM=1 xi1···iM
= 1, where rg is the

number of options at the game g, ug
i1···iM

is a payoff
of the strategy (i1, i2, · · · , iM ) at the game g, ūg is the
average payoff at the game g, and M is the number of
games.

We introduce a weight for each game to treat the
degree of influence or importance of each rule. The
weight of each game change with time through indi-
vidual behavior. The change of the game weights is
governed by a meta-rule. A meta-rule is a more ba-
sic and stabler rule than focal rules. It is for deter-
mine which rules are relatively desirable or relatively
strong in influence for individual behavior. Introduc-
ing a meta-rule is a representation of the hierarchical
structure of interaction and stability of rules. Thus,
the meta-rule corresponds to the constitution or so-
cial values and norms, which are relatively not easy to
change. In our framework, it is modeled as an evalu-
ation function of games. The RED is defined by the
following three equations:

ẋi1···iM
= xi1···iM

M∑
g=1

wg(ug
i1···iM

− ūg) , (3)

τẇg = wg(λg − λ̄) , (4)
λg = λg(x,ug) , (5)

where wg is the weight of the g-th game, satisfying∑M
g=1 wg = 1, λg is an evaluation of the g-th game,

and λ̄ =
∑M

g=1 wgλg is the weighted average of the
evaluations of games, τ is a time coefficient for the
changing velocity of the games relative to that of the
strategy populations, x = ({xi1···iM }) (ig = 1 · · · rg)
is the strategy profile that is a vector of population
share of each strategy, and ug(x) = ({ug

i1···iM
(x)})

is the combined payoff or the payoff profile that is a
vector of the payoff of each strategy.

The equation (5) is a meta-rule to give evaluation of
each game. The variables of the evaluation function is
the strategy profile x and the combined payoff ug(x).
This setting makes an interaction loop among indi-
vidual behavior, the rules and the meta-rule closed.
Namely, the change of rules depends on the conse-
quences of the behavior under the rules.

3 Simulation Result

We show simulation results of the system for tow
settings of the meta-rule. The meta-rule should be
considered appropriately for the objective system to
be modeled.

The first example is the average type meta-rule

λg
A(x,u) =

∑

i1,···,iM

xi1···iM
ug

i1···iM
. (6)

This is a model of a market economics and each rule
is thought of as describing a market. We suppose in
the market economics that the more profit a market
or a rule gives for individuals/organizations, the more
important the market/rule is, as in stock markets.

The simulation result is depicted in Fig. 12. In
this case, a phenomenon like globalization is observed.
Namely, the system is monopolized by a strategy and
then games in which the monopoly strategy wins de-
velop their weights.

The second example of the meta-rule is to describe
the egalitarianism that is the doctrine of the equality
of mankind and the desirability of political, economic
and social equality. This meta-rule is formalized as
the inverse of standard deviation of agents’ payoffs:

λg
IV(x,u) =

∑

i1,···,iM

{
xi1···iM

(
ug

i1···iM
− ūg

)2
}−1

. (7)

2In the following simulations, we simplify the RED (Eq.(3)-
(5)) as follows: The number of options of all games are the
same, rg = N (g = 1 ∼ M) and each strategy is limited to
take the same one at the all games and thus the strategy share
is indicated as xi1···iM

≡ xi.
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Figure 1: An example of dynamics of RED with the
average type meta-rule (Eq.(6)). The y axes are the
strategy distribution for the top graph and the weights
of games for the bottom, respectively. The x axis is
time steps. The system size is N = 6, M = 7.

The dynamics of the strategy share and the games’
weights are shown in Fig. 2. This case gives revolu-
tionary changes of predominant rules. Namely, no one
game and no one strategy can dominate the system
stably and temporarily prevalent games and strate-
gies change continually. It is a rather paradoxical sit-
uation that egalitarianism induces destabilization of
established rules and revolutions.

4 Discussion – RED as Framework for
Rule Dynamics

When we try to understand some object, it is often
described by a set of states and a system of static func-
tions. The functions are rules to govern the change of
states. In other words, the rules are operators and
the states are operands. Describing with static func-
tions implies that the decomposability between rules
and states is presupposed. The decomposability may
occasionally not be able to be presupposed. This un-
decomposability between rules and states, or between
operators and operands is one of the main features
of complex systems[6]. In complex systems, rules are
often not static but dynamically changing. The typ-
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Figure 2: An example of dynamics of RED with the
the inverse standard deviation type type meta-rule
(Eq.(7)). The y axes are the strategy distribution for
the top graph and the weights of games for the bottom,
respectively. The x axis is time steps. The system size
is N = 3,M = 10.

ical phenomena are found in evolution, development,
learning, adaptation and emergence. We call such dy-
namic phenomena rule dynamics.

The social rule is also an example having unde-
composability between operators and operands. Social
structures such as institutions and norms are formed,
maintained and changed with time. The remarkable
dynamic nature in such systems are self-modification.
Individuals behave under some institutions and change
the institutions.

Some efforts to study and to describe rule dynamics
have been launched [7, 8, 9, 10]. The RED proposed
here is also a framework to describe the rule dynamics,
especially observed in social systems. Actually, RED
(Eqs.(3)-(5)) can be written in a matrix form as

ẋ = (GT(t)x− x ·GT(t)x)x , (8)

where GT =
∑M

g=1 wgAg is a total game that is the
weighted some of all games and Ag (g = 1, · · · ,M)
is the payoff matrix of the g-th component game. It
is clearly seen that RED is a replicator equation with
time dependent interaction matrix GT(t).

The RED can be resolved into a multi-population
replicator system[11] of the individual strategies and
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the rules:

ẋi1···iM
= [(Aw)i1···iM

− x ·Aw] ẋi1···iM
, (9)

τẇg =
[
λg − λ̄

]
wg (10)

where the element of a matrix A is (A)i1···iM g =
ug

i1···iM
. This representation clearly show that RED

is interactions between the individual strategies and
the rules.

5 Conclusion

We have proposed a new model for studying the dy-
namics of social institutions. The model called Rule
Ecology Dynamics (RED). The key concept of RED
is that rules in a society is diverge and ubiquitous, in-
teract with each other and change through behavior
of individuals acting under the rules. The ecological
interaction of rules is described by a modification of
the replicator equation. The notable point is to in-
corporate not only the interactions among individuals
but also those of rules. In RED, an interaction loop
between individual behavior and rules is realized by
introducing a meta-rule. Accordingly, RED is a math-
ematical model of the micro-macro loop proposed by
Shiozawa[12] to understand economic dynamics.

The formation and the change of social institutions
is a representative of rule dynamics phenomena, which
is a key feature of complex systems. We show that our
model is a framework to describe rule dynamics. We
also show that RED describes the interaction (game)
between individual behavior and rules.

By setting two kind of meta-rules, the average type
and the inverse standard deviation type, we show the
simulation results that show actually the dynamics
of rules and support certain effectiveness of RED to
study the dynamics of institutions.

We need to promote the relevance of the RED for
describing the real phenomena of rule dynamics. We
can suggest a concrete example of the rule dynamics to
be described by RED. It is changes of monetary credit
systems in Argentina where a local currency, GRT,
has been used. Since the crash of national currency,
Peso, caused by the governmental default in 2002, the
credit of the national and the local currencies, mech-
anisms to establish and support the currencies, rela-
tionship between them, users’ impression about them
have changed. All of these factors constitute institu-
tions and interact with each other ecologically. This
phenomena may be able to be modeled with RED.
Through such effort, the framework of RED come to

be a tool of designing institutions from the viewpoint
of evolutionary economics.
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Interactive musical editing system for supporting human error 

and offering personal preferences for an automatic piano 
- Preference database for crescendo and decrescendo - 

 

 

 

 

 

 
 

 

 

 

Abstract 

 
We have developed an automatic piano that can 

accurately control the motion of both the keys and the 

pedal, based on performance information data that a user 

has elaborated for the piece of music. However, this 

system cannot perform a new piece of music by sight, as 

in a simulation of a human’s expressive performance, 

because the user must first elaborate his or her desired 

interpretation of a new piece of music. Therefore, we 

have developed a program that can memorize and use 

knowledge databases and the user’s preferences 

concerning an interpretation of a piece of music. 

In this paper, we describe the interactive music 

editing system, the pianist’s analysis of preferences 

regarding crescendos and decrescendos, and the resulting 

preference database that was developed. 

Key words: automatic piano, knowledge database, 

music interface, user’s preference, computer music 

 

1.  Introduction 
 

In recent years, with the progress of electronic 

technology, electronic musical instruments are 

developing rapidly. However, when comparing the 

performance of a pianist and the performance of a player 

piano in the present situation, the timbre and 

interpretation by the electronic instrument are not a good 

representation of the live performer. When working with 

an electronic piano, the user must arrange the respective 

tones at a given tempo, dynamic, and so on. In the case 

of piano music, there can be over a thousand notes in 

even a simple score, which means a very large amount of 

time is needed for editing the input. 

We are attempting to develop a performance 

information editing support system to edit music more 

efficiently
[1]～[9]

. The system has the function to change 

performance information automatically and the function 

to provide the user music knowledge and so on (see 

Figure 1). We structured the database to store knowledge 

about the musical grammar, the score, and the user’s 

preferences
[10]
. Moreover, we have developed an 

automatic editing system based on musical rules. 

In this research, we analyzed the data of some 

performances to investigate pianists’ performance 

preferences. The main object of the analysis was data 

about crescendos and decrescendos. We considered the 

parameters that would express preferences. Also, we 

structure of the database which stored preferences to 

have taken out and developed the automatic editing 

system
[11]
. 

In this paper, the preference database and a 

developed interactive editing system are described. 

 

 
 

Figure 1. View of the automatic piano 

 

 

2.  Format of Performance Information  
 

The performance information to be edited is shown 

in table 1 and table 2. 

  The automatic piano that we have developed uses a 

music data type structure that is similar to MIDI. We 

defined performance information, dividing it into two 

categories, the notes and the pedals.  

There are six note information parameters: the key 

(note), velo(velocity), gate, step, bar, and timing 

involved in producing a tone. The velocity is dynamics, 

given by the value of 1～127. The gate is the duration of 

the note in milliseconds. The step is the interval of time 
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until the next note, and it also exhibits tempo. The bar is 

the vertical line placed on the staff to divide the music 

into measures.  

There are four pedal information parameters: the key 

(indicating the kind of pedal, “Damper” or “Shifting”), 

velo (the pedaling quantity), time (the duration of 

applying the pedal), and bar. 

 

Table 1. The parameters of note information 

Parameter Key Velo Gate Step Time Bar

Unit - - m sec m sec m sec -

Reference 21～108 1～127 - - - -  
 

Table 2. The parameters of pedal information 

Parameter Key Velo Time Bar

Unit - - m sec

Reference Damper or Shift 0～127 - -  
 

 

3. Editing Process with Databases 
 

3.1 System Architecture 

 

The structure of the system is shown in Figure 2. The 

user edits music via the user’s interface on the computer 

display, which is shown in Figure 3. Also, the user can 

access a database that has musical grammar, the user’s 

preferences, and so on. As a result, editorial work is 

reduces and efficient editing becomes possible.  

 

 
 

Figure 2. Structure of the editing system 

 

 

 
 

Figure 3. User’s interface on the computer display 

3.2 Editing Support Process 

 

The procedure of the editing by the system is shown 

in Figure 4. 

Temporary music data (TMD) is the data of a piece 

of music without expression. For example, the TMD of a 

part of the first movement of Beethoven’s Sonata No. 8, 

which is shown in Figure 5, is shown in Figure 6. 

Because expression has not been added, the necessary 

editing of the TMD is extensive. 

Therefore, the TMD is translated into original music 

data (OMD; This data may or may not be automatically 

translated using databases at the beginning of editing, 

and after that, the user can start to edit it. The data 

structure is similar to that of the TMD.) by the automatic 

translation of the system and is provided for the user (see 

Figure 7). The automatic translation program uses a 

Score Database, Musical Rules Database, and Preference 

Database (the details of the databases are described later). 

The user adds editing to the OMD and makes slight 

adjustments. When editing, the system watches over the 

data the user enters and music knowledge is provided. 

Concurrently, a phrase in the music is discovered. When 

the phrase with the same pattern exists in the music, it is 

automatically translated. After editing, the system 

extracts the expressions and the preferences which are 

peculiar to the user from the OMD. These expressions 

are stored in the Preference Database, which is then used 

when editing other music, which results in improved 

editorial efficiency. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The editing procedure  
 

 
Figure 5. Bars 1~2 of Sonata No. 8 

 

 
Figure 6. Temporary music data 

 

 
Figure 7. Original music data 

 

 
  

Automatic Piano MIDI 

Play 

Reference 
Edit 

User Computer 

User’s Interface (see Figure 3) 

Databases 

 

Temporary Music Data 

Musical Rules Database 

Score Database 

Preference Database 

Edit 

Original Music Data 

The watch of the phrase and the entry data 

Automatic translation 

Preference extraction 

Automatic translation 
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3.3 Details of the Databases 

 

3.3.1 Score Database 

 

  This database has symbols including notes and time 

signature rests and so on in standard musical notation. 

Symbols were pulled together in order of bar, and also in 

a bar symbol was arranged in time series. 

This database is composed of three tables, the 

“Element table” (showing the position of the note and the 

composition of the chord), the “Symbol table” (showing 

the position of the music symbol) and the “Same table” 

(showing the position of the repetition of the phrase). 
Recently, we added “field of the note value” and “field of 

the pitch of melody” to the “Element table”. The 

overview of the Score Database is shown in Table 3. 

 

 

3.3.2 Musical Rules Database 

 

  This database has the architecture of the musical 

grammar necessary to interpret symbols in musical 

notation. This database is composed of five tables 

containing “Dynamics marks”, “Articulation marks”, 

“Symbol of the Changing Dynamics or the Changing 

Tempo (Symbol that affects the speed of a note or the 

increase or decrease of the volume.)”, “Time signature” 

and “Tempo marks”. 

   Dividing a music symbol according to every usage 

allows efficient information processing by the system. 

The overview of the Musical Rules Database is shown in 

Table 4. 

  

 

3.3.3 Preference Database 

 
This database contains the expressions of the user's 

characteristic performance. The expressions show the 

relationship between tempo and dynamic. The basic data 

structures used in this database are shown in Table 5.  

The “Edit” selection in the user’s interface of Figure 

3 gives the user access to the parameters for expression. 

A user can edit his or her parameters, and the respective 

databases will automatically change at least one of their 

parameters. 

The main theme of this paper is the development of 

that part of the Preference Database dealing with 

“Crescendo and Decrescendo”. We analyzed the 

performance data of the pianist to make it, to pick up the 

featuring and expressed parameter. Those analysis results 

are described in the following section. 

 

 

3.4 Analysis of Crescendo and Decrescendo 

 

We analyzed the pianist’s performance data in terms 

of crescendos and decrescendos to clarify the editorial 

tendency of the performance information. The graphs of 

the analysis results are shown in Figure 8-1 to 8-4. The 

horizontal axis of each graph is time (in milliseconds), 

and the vertical axis is velocity (1 to 127). 

These graphs are a result of using the music of 

Beethoven's “Moonlight” piano sonata. The straight 

line is the regression line of the notes with a crescendo 

or a decrescendo. Figure 8-1 is the result of drawing a 

regression line except for the note of the melody from 

the performance data. Figure 8-2 is the result 

including the note of the melody. The graph may 

appear confusing at first, but inspection will reveal 

that the graph in Figure 8-2 expresses a crescendo 

better than that in Figure 8-1. 

The considering which was compared by presenting 

a sound to this actually in MIDI is included. Figures 

8-3 and 8-4 can be more easily understood. The 
straight line with 3 colors in the graph is the notes 

played with the right hand, the notes played with the 

left hand, and the notes of the melody. Therefore, 
when we considered the right hand, the left hand, and 

the notes of melody and drew the regression line, we 

were able to show a linear crescendo (or decrescendo). 

Figure 8-4 shows that a crescendo (or decrescendo) is 

strongly influenced by the expression mark, the 

dynamics mark, and so on. In the range of our analysis, 

this rule applied to any case. 

Based on these results, we developed a Preference 

Database that includes crescendos and decrescendos. An 

overview of the Preference Database is shown in Table 6. 

 
Table 3. Structure of the Score Database 

Table Summary

Element The position of the note, the role of the note and so on.

Symbol
The range where the position, the symbol of the symbol show

an effect

Same The position of the phrase with the same pattern

 
Table 4.  Structure of the Musical Rules Database 

Table Summary Example

Dynamics

mark
This specifies the dynamics of the note. ff , mp

Articulation

mark

This changes the length and the strength of one

note.

staccato ,

fermata

Changing

mark

This changes the strength and the speed of the

note in the specific range gradually.
rit., cresc.

Time

signature

Defining both the number of beats in a measure

and the type of note that fills one beat.

Tempo

mark
This specifies the tempo of the music. Allegro.

 
Table 5. Structure of the Preference Database 

Table Summary

Phrase vector The vector* of all notes of the phrase. 

Symbol vector The vector* of the note which had a symbol.

Gate rate The ratio of Gate to Step.(Gate/Step)

*The ingredient of the vector is Velo and Step. 
 
Table 6. Preference Database for crescendo and decrescendo 

Record Summary

ChangeNumKind of Symbol; Cresvendo or Decrescendo

DyNum
Kind of the dynamics mark which is before and

behind

PsNum 
Kind of the articulation mark which is before

and behind

Unit Cresc and Decresc are connecting or no.

NoteValue First note value of the Cresc or Decresc.

Slope Slope of the regression line

Intercept Intercept of the regression line  

4

3
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4. Example of the Automatic Translating 
4.1 Case by Musical Knowledge 

The TMD of the first movement of Beethoven's 

Moonlight Sonata, which is shown in Figure 9, is shown 

in Figure 10. 

Figure 11 is the OMD, which is derived from the 

TMD, changed automatically using the Musical Rules 

Database and Score Database. When observing Figures 

10 and 11, OMD was changed from the TMD that 

Velocity was constant into the data which the expression 

which is certain degree of was added to. 

 

4.2 Case by User’s Preference 

A result of applying the developed Preference 

Database for crescendo and decrescendo to the OMD 

(Figure 11) is shown in Figure 12, which can be seen to 

differ from Figure 11. With sufficient editing by such an 
automatic translation, the performance can eventually 

approach the performance of the user's preference. 

Eventually, the editorial efficiency, too, will improve. 

 

5. Conclusion 
We developed a Preference Database specific to a 

user. Specifically, it stored the preferences regarding 

crescendos and decrescendos. Also, we developed a 
interactive musical editing system that translates 

performance information automatically using the 

developed Preference Database. Then we input 

information about the music to the Score Database. 
The added information included the note value and 

note of melody. As a result of this improvement, the 
system became able to extract the user's preference 

regarding every melody or note value. 
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Abstract

The question of language evolution is of interest to
linguistics, biology and recently, engineering commu-
nicating networks. Previous work on these problems
has focused mostly on a fully-connected population.
We are extending this study to structured populations,
which are generally more realistic and offer rich oppor-
tunities for linguistic diversification. Our work focuses
on the convergence properties of a spatially structured
population of learners acquiring a language from one
another. We investigate several metrics, including
mean language coherence and the critical learning fi-
delity threshold.

1 Introduction

The question of linguistic divergence is of inter-
est to linguistics[1, 2, 3, 4, 5], biology[6, 7],and en-
gineering communicating networks[8, 9, 10, 11]. For
linguists the question is: “What causes languages to
change[12, 13, 14], and why do humans have so many
different languages?[15, 16, 17]”. From an engineering
point of view, how to achieve convergence to a sin-
gle language in a distributed adaptive system[18, 19]
is an important issue, as in adversarial conditions,
where we would like to maintain high coherency among
“friendlies” with minimal understanding from the ad-
versary.

More generally, the dynamics of language evolution
provides insight into convergence to a common under-
standing where distributed learning is a goal. At a the-
oretical level, these issues are fundamentally similar.
The evolution of language takes on special importance
for robotics and artificial life because it provides a su-
perb platform for studying the emergence of united
behavior from distributed, separate agents.

Previous work on these problems has focused
mostly on a fully-connected population where all in-

∗yoosook@ucla.edu

dividuals have an equal probability of learning from
each other and the fitness contribution of language
is evaluated using the frequency among the entire
population[20, 21]. We are extending this study to
structured populations, which are generally more re-
alistic and offer rich opportunities for diversification.
Our work focuses on the convergence properties of
a population of learners acquiring a language from
one another under different connectivity connectivity
conditions, called topologies. This approach is moti-
vated in part by studies indicating that whom a per-
son learns language from can heavily influence one’s
language [22, 23, 24, 25].

Breaking the symmetry that a fully-connected pop-
ulation provided makes finding an analytical solutions
much more difficult, though perhaps not impossible.
Therefore, we are using simulations to explore the
convergence properties of variety of distinct topolo-
gies. We compare the topologies on several metrics,
including mean language coherence and critical error-
threshold. Our results show that topology has a large
effect on overall convergence and can create stable
multi-language solutions.

The multi-language solutions are a third distinct
phase of local convergence between no-convergence
(“Tower of Babel”) on the one hand, where all lan-
guages are represented in roughly equal frequencies,
and global convergence (“Lingua Franca”), where a
single language and its close variants predominate. In
a multi-language solution, the average individual be-
longs to a neighborhood predominated by a single lan-
guage, but no single language dominates across the
entire population.

In our paper these simulations are described and
discussed. Among our conclusions is that local conver-
gence has important implications for developing sys-
tems such as sensor networks where adaptive commu-
nication between agents in a heterogeneous environ-
ment is desirable.
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2 Methods

Our system is constructed with each individual pos-
sessing a parameterized grammar, in the principles
and parameters tradition, which can be encoded as
a sequence of symbols. However, for the baseline tests
we report here, each grammar consists of a single sym-
bol and all grammars have the same expressive power
and equal distance from each other. This is a neces-
sary simplification to make our results comparable to
the analytic results from Komarova et. al.[20].

A
u u

uu¡¡@@

B

u u u

C
u u

uu

D

fully
connected

fully
connected

r
r

r
r

Figure 1: Topologies: (A) Fully-connected, denoted FC. The

number of connection for each individual nc is N − 1. (B) Lin-

ear, nc = 2. (C) A von Neumann lattice with r = 1, denoted

VN, nc = 4. (D) Bridge, which has multiple fully-connected

subpopulations and a fixed number of connections between sub-

populations.

Each individual exists within a topology defining a
set of neighboring individuals. We explore four differ-
ent topologies: fully-connected (FC), linear, von Neu-
mann lattice (VN), and bridge, illustrated in Figure
1.

The fitness of an individual has two parts: the base
fitness, denoted as f0, and a linguistic merit propor-
tional to the probability that the individual could suc-
cessfully communicate with its neighbors. In the sim-
plified system, linguistic merit is proportional to the
number of neighbors which share the same grammar.
In the fully-connected topology, each individual of a
given grammar will have the same fitness, but this
does not hold for other topologies.

Specifically, the fitness of individual i, fi, is f0 plus
the sum over each neighbor j of the similarity between
i’s grammar and j’s grammar.

fi = f0 +
1

2

nc
∑

j=1

(aij + aji) (1)

Each time step, an individual is chosen propor-
tional to its fitness to reproduce. Reproduction can
be thought of as the chosen individual producing an
offspring which inherits the parent’s grammar and re-
places one of the parent’s neighbors. The offspring
learns the parent’s grammar with a certain learning

fidelity, q. This learning fidelity is properly a function
of the specifics of the learning method the child uses

and the complexity of the grammar, but in the simpli-
fied system the learning fidelity is reducible to a tran-
sition probability function between grammar Gi and
grammar Gj equal to q for i = j, and (1− q)/(n− 1)
for i 6= j.

The algorithm of our program is as follows:

for each individual i in a population P

set a random language Li of i

end for

for each individual i ∈ P

compute fitness fi of i

end for

do until number of updates is met
select an individual k ∈ P

select a random neighbor j of individual k

replace the neighbor j with an offspring of individual k

the offspring becomes an individual j

if the offspring is mutant( mutation rate = µ)
get a random language for Lj

else
Lj = Lk

end if

update fitness of the individual j

end do

One important metric is the dominant grammar
frequency. We measure this directly each time step
by counting the abundance of each grammar. Which
grammar is the dominant one may change each time
it is measured; in other words, the dominant grammar
is whichever grammar happens to be at the highest
frequency at the time.

The linguistic coherence, denoted as φ, is measured
using the following equation:

φ =
1

N

N
∑

i=1

1

2

nc
∑

j=1

(aij + aji) (2)

Various different “levels” of coherence exist as de-
fined by the set of individuals in nc the second sum-
mation occurs over. Local coherence, φ0, only sums
over the neighbors of each individual and is propor-
tional to mean fitness (equal if f0 = 0). φ1 is the
coherence measured over the set of neighbor’s neigh-
bors, and generally, φi is measured using the set of
(neighbor’s)i neighbors. Global coherence, φ∞, corre-
sponds to summation is over the entire population. In
the fully-connected topology, all of these convergence
levels reduce to the same value.

For the experiments, we used a population size N

of 500, except for the von Neumann lattice which was
a 22×22 torus giving a population size of 484. The
similarity of between languages a was set at .5, the
base fitness f0 was 0, and the number of different pos-
sible grammars n was 10. All relevant parameters are
summarized in Table 1.
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Topologies

Parameter FC Linear VN Bridge

a 0.5

f0 0

n (# grammars) 10

N (pop size) 500 500 484 500

# subpops 2

subpopsize 250

# connections 10

# time steps 105 106 5 × 105 105

Table 1: Parameters. Note that 10 connections of bridge topol-

ogy are randomly selected from each subpopulation.

The experiments, or runs, are done for a set number
of time steps that varies with topology. The goal is
to make each run long enough that the system will
very probably reach an equilibrium. A set of 5 replica
runs, varying only the random number generator seed,
were done at each q value between 0.65 and 1 at 0.01
intervals.

3 Analytic Model

For the fully-connected topology given a uniform
similarity a between n different grammars, and the
learning fidelity of q, three equilibrium solutions for
grammar frequency were derived by Komarova et.

al.[20]:

X0 = 1/n (3)

X± =
(a− 1)(1 + (n− 2)q)∓

√
D

2(a− 1)(n− 1)
(4)

where

D = 4[1 + a(n− 2) + f0(n− 1)](1− q)(n− 1)(a− 1)

+(1− a)2[1 + (n− 2)q]2

Below a specific learning fidelity q1, D is negative
and there is no real solution for X±. Therefore, for
q < q1, only the symmetric solution X0 exists and
no grammar dominates. Solving for q when D = 0
determines the critical leaning fidelity threshold q1,
which corresponds to the error threshold in molecular
evolution.

q1 =
4− 2f0(n− 1)2 − 3n− a(2n2 − 7n + 6)

(1− a)(n− 2)2

+
2(n− 1)

3

2

√

1 + f0[1 + a(n− 2) + f0(n− 1)]

(1− a)(n− 2)2
(5)
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Figure 2: The dominant(◦) and average(×) grammar fre-

quency at the last time step of a set of fully-connected

runs, overlaid with symmetric (horizontal line) and asymmetric

(curved line) analytic solutions for a = 0.5, n = 10, f0 = 0.

When q1 < q < q2 for a specific q2, both the sym-
metric X± and asymmetric X0 solutions exist and are
stable. For q > q2 however, only the asymmetric so-
lution where one grammar dominates the population
is stable. This q2 value is the point where X0 = X−,
giving:

q2 =
n2(f0 + a) + (n + 1)(1− a)

n2(f0 + a) + 2n(1− a)
(6)

Komarova et. al. provide much more detail and
proofs[20]. We plot these solutions and compare them
to experimental results in Figure 2.

4 Results

The empirical results for the fully-connected topol-
ogy well match the expectation from the analytic re-
sults arrived at by Komarova et. al.[20], as shown in
Figure 2. In the region where only the symmetric so-
lution is stable (q < q1), the average grammar fre-
quency is 1/n. The dominant grammar frequency ap-
pears high because it is the upper end of a distribution
of grammar frequencies which has a non-zero variance
due to the finite population size.

In the bi-stability region (q1 < q < q2), a discrep-
ancy between the analytic and empirical results pre-
sumably derives from a lack of runs settling at the sym-
metric solution. With a finite population, the basin of
attraction of the symmetric solution in this region is
very weak. Choosing which individual reproduces each
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Figure 3: Time-series of fully-connected single runs. The dash

line(--) is X+ for q = 0.9, the upper dot-dash line(·-) is X+ for

q = 0.85, the lower dot-dash line is X0. When q = 0.8, only the

X0 is stable.

time step is stochastic. This combined with stochastic
learning errors appear to be sufficient perturbation to
make the symmetric solution unstable empirically in
this region.

The time series of single runs with three different
learning fidelities in the fully-connected topology are
shown in Figure 3. These learning fidelities correspond
to the three different regions of stable solutions. The
run in the region where symmetric and asymmetric
solutions are possible shows the very weak attraction
of the symmetric solution. Even starting with every
individual in the population being initialized to the
same grammar, a dominant frequency of 1, runs at
this learning fidelity settle into a similar pattern (data
not shown).

For topologies other than fully-connected, conver-
gence provides a more clear picture of system dynam-
ics than dominant frequency. Global coherence φ∞

correlates very closely with dominant frequency, but
local coherence φ0 corresponds directly to the linguis-
tic contribution to fitness and is directly operated on
by the evolutionary process.

Figure 4 shows the coherence values by taking the
average values at the end-points of the 5 replica runs at
each q value. The learning fidelity threshold, or error-
threshold, for the emergence of a dominant grammar
is where indicated by the inflection point in the coher-
ence curve. The emergence of a dominant universal
grammar among the entire population is reflected in
the global coherence curve.

The bridge topology with 2 subpopulations of size
250 and 10 random connections between subpopula-
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Figure 4: Linguistic coherence. The solid line(–) for φ0, the

dash line(--) for φ1, and the dot-dashed line(·-) for global co-

herence φ∞.

tions (Figure 4 B) is indistinguishable from two iso-
lated fully connected populations. It demonstrates a
very similar learning fidelity threshold, q1 ≈ 0.84, as
the fully-connected run shown in panel A. However,
global convergence is never achieved reliably in excess
to the probability that both subpopulations individ-
ually converge to the same grammar by chance. The
up-tick in the φ∞ line at q = 0 is not statistically
significant due to this effect. Additionally, φ1 is ex-
tremely close to φ0 while φ∞ only rises to approxi-
mately 0.5, indicating that there is a large degree of
separation between many individuals.

For the linear topology shown in Figure 4 C, φ0 and
φ1 slowly rise over the entire range shown, and the
trend extends all the way from q ≈ 0.2 where learning
error makes each offspring essentially random (data
not shown). Since φ1 trends upward along with φ0,
we can conclude that extended “patches” of individ-
uals with the same grammar form. Near q ≈ 0.99,
φ1 begins to approach φ0, and φ∞ shows a slight up-
tick. However, even with perfect learning fidelity, φ∞

is only slightly different from the symmetric solution
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1/n. There appears to be no possible global conver-
gence learning fidelity threshold for this topology.

In contrast to the linear topology, the toroidal von
Neumann lattice topology (VN) shows a clear learn-
ing fidelity threshold for all three coherence metrics
at q ≈ 0.96. Below this threshold, the VN topology
behaves similarly to the linear topology with an ex-
pected decrease in φ0 and φ1 due to the doubling of
neighbors.

5 Discussion

Empirical results using agent-based simulations
closely match the analytic results produced by Ko-
marova, Nowak, and others for the fully-connected
topology. However, a relatively small population size
combined with stochastic scheduling and learning er-
rors lead to sufficient perturbations that empirical re-
sults show less stability than the pure math would sug-
gest.

The instability of the fully-connected model at
learning fidelities just above the critical threshold q1

tempts the conclusion that human languages exist in
this “edge of chaos” region. Humans exist in com-
plex social connectivity networks, which are probably
closer to the bridge topology. The instability of human
language is more probably related to changing connec-
tivity and topology than a specific learning fidelity.

Topologies other than fully-connected can behave
quite differently. The bridge topology for the param-
eters we have tested quickly and stably converges to
two independent grammars, one for each subpopula-
tion, above a critical learning fidelity. A linear topol-
ogy fails to converge to a single dominant grammar,
but does converge to many “patches” that increase in
size as q increases. Both of these cases correspond to
stable multi-language solutions which do not exist in
the fully-connected topology.

Additionally, the bridge topology has parameters
that quite likely change its dynamics. At a higher
number of connections between subpopulation and/or
a higher number of smaller subpopulations, there is
probably a global coherence threshold.

The lack of apparent learning fidelity threshold for
the linear topology and similarity to the behavior of
the VC topology below its threshold suggests that
there is a critical connectivity value that a regular lat-
tice must exceed before global convergence is possible.
This result, while only hinted at here, would fit very
well with percolation theory. Percolation theory may
also provide insight into what parameterized random
graph topologies a learning threshold exists for.

The fully-connected topology provides the scenario
with the lowest critical learning fidelity, but it also
requires the most intensive communication. A topol-
ogy with much more limited connectivity such as a
lattice or clustered graph may still globally converge
with much more limited communication. For many en-
gineering situations such as adaptive sensor networks,
this is an important consideration.

Language in this study is sufficiently abstract that
these results apply to many situations where agents
adapt by learning from one another and convergence
is desirable. In an adaptive sensor network setting, it
may be beneficial for sensor nodes to adapt their com-
municative coding and recognition/detection systems
based on the specific topology of deployment and the
actual inputs to the network. An evolutionary strat-
egy where nodes adopt successful schemes from their
neighbors with a fitness bonus for agreement is a gen-
eral option with great promise. Such a system maps
directly onto the linguistic systems we present.

6 Summary

We demonstrated the role of topology is critical
in determining the degree of linguistic coherence and
the learning fidelity threshold through empirical stud-
ies informed by the theoretical results for an ideal-
ized population. The reality of complex population
structure makes evident the importance of topology
in studying the dynamics of language acquisition and
language evolution. Further investigation on various
topologies with different parameter settings may pro-
vide a more in depth understanding of language evo-
lution and diversification.
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[3] G. Jäger. Evolutionary game theory and linguistic typol-
ogy: a case study. In Proceedings of the 14th Amsterdam

Colloquium. ILLC, 2003.

[4] M. A. Nowak, D. C. Krakauer, and A. Dress. An error
limit for the evolution of language. Proc. Roy. Soc. Lond.

B., pages 2131–2136, 1999.

[5] N. Grassly, A. von Haesler, and D. C. Krakauer. Error,
population structure and the origin of diverse sign systems.
J. theor. Biol., 206:369–378, 2000.

[6] S. Nowicki, W. A. Searcy, M. Hughes, and J. Podos. The
evolution of birdsong: male and female response to song in-
novation in swamp sparrows. Animal Behaviour, 62:1189–
1195, 2001.

[7] W. J. Sutherland. Parallel extinction risk and global dis-
tribution of languages and species. Nature, 423:276–279,
2003.

[8] T. C. Collier and C. E. Taylor. Self-organization in sensor
networks. Journal of Parallel and Distributed Computing,
64(7), 2004.

[9] D. Livingstone and C. Fyfe. Modelling the evolution of
linguistic diversity. In J. N. D. Floreano and F. Mondada,
editors, ECAL99, pages 704–708, Berlin, 1999. Springer-
Verlag.

[10] L. Steels and F. Kaplan. Stochasticity as a source of inno-
vation in language games. In C. Adami, R. Belew, H. Ki-
tano, and C. Taylor, editors, Proceedings of Artificial Life

VI, pages 368–376, Cambridge, MA, June 1998. The MIT
Press.

[11] T. Arita and C. E. Taylor. A simple model for the evo-
lution of communication. In L. Fogel, P. J. Angeline, and
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Abstract
In Artificial Life studies, a self-replicating system

is considered to have mostly perfect copying capacity.
However this feature is sensitive external to pertur-
bation. We proposed a simple self-replication system
with self-irreplicable individuals. The system consists
of truth table relations for generating individual nota-
tions. The system incorporating 1-D spatial configu-
ration showed cyclic behavior. Within the cycle, the
system acquired replication redunduncy, or offspring
was of the same species irrespective of which neigh-
boring individual was chosen as a mate. Another fea-
ture of this system was its robustness; when one or
more individuals were altered by noise effect, the sys-
tem absorbed the perturbation. Creating a Truth Ta-
ble Language (TTL) and a self-replicating system is
for the purpose of orienting to a platform for bioinfor-
matic research. Dealing with TTL systems as study
subjects, we may further propose new techniques for
analyzing TTL systems, which can be used as feedback
into bioinformatics.

keywords: Artificial Life, truth table, redundancy,
cyclic behavior, bioinformatics.

1 Introduction

Most self-replicating systems coined in Artificial
Life studies start from one or several ancestral species
or individuals that are capable of perfectly copying
themselves. In the field of Artificial Life, many ex-
periments, such as artificial chemistry[1, 2], Tierra[3],
Avida[4], random access language[5], machine and
tape dynamics[6], and binary string system[7, 8], have
been performed in order to study self-reproduction
systems.

However, these studies focused on perfect replica-
tion in self-reproduction. In such systems, perturba-
tion by mutation and other evolutionary operations,
which work against the self-copying process, generate

lucky variants in species which later prevail within the
system. Thus, making perfectly self-replicating ances-
tral species becomes the key to constructing artificial
self-replicating systems. Additionally redundant and
robust language should be used for self-replication in
order to protect against genetic perturbation so as to
prevent the core of the self-replication processes from
generating variant species which are not capable of
self-replication.

What happens when not all ancestral species are
self-replicating, but some of them reproduce in hyper-
cycles? Hypercycle[9] is recognized as the common
theory of replication cycles, in which each member
catalyzes the replication of the next in the cycle, and
may be dynamic in the sense that members of each
hypercycle change both temporally and spatially. The
coexistence of multiple dynamic hypercycles as an in-
tegrated whole can realize a self-replication system.
Such a system may be robust and hence resistant to
external perturbation, similar to immune systems re-
alized in biological systems. However, several stud-
ies have argued that hypercycles seem to be adversely
affected by noise or perturbations, causing errors in
replication, and that they are unstable in regards to
persistence at higher phases[10, 11].

In this article, we propose the Truth Table Lan-
guage (TTL) for generating a self-replication system
that starts with many self-irreplicapable species and a
pair of self-replicating species. It has a simple struc-
ture, but shows some interesting behavior against ex-
ternal noise.

2 Model

For self- or other-replication, we used bit-
matching rules applying 16 possible rules in the truth
table (Fig. 1). The system consists of individuals,
each of which is coded by a specified length of a bi-
nary bit-string (Fig. 2A). For example, in the case of
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a 6-bit length, there were 64 types of individuals in
the system. Pairs were then formed among the indi-
viduals for producing offspring. Each individual was
able to select one individual to pair with, so that the
direction went from one individual to another. Indi-
viduals in a pair were defined as “Self” and “Mate” to
clarify the direction of producing offspring; the Self in-
dividual produced offspring with the Mate individual.

Figure 1: Truth Table. (A):2-bit input.(B):16 possible
combinations

The bit pattern of an offspring was determined by
locus-wise bit-matching between the two aligned bit-
strings of the parents (Fig. 2B), and each individual
had a head and tail position in the bit pattern. The
length of individuals in the system was the same, so
that the alignment of two individuals’ bit patterns was
simply a matter of aligning each individual’s head or
tail position. After alignment, each locus had a posi-
tion in one of four possible patterns (00, 01, 10, or 11)
(Fig. 1A).

At this point, we considered the bit pattern as
input for producing a 1-bit pattern of the offspring’s
locus. When an offspring’s 1-bit pattern is determined
using a pair’s 2-bit pattern on one locus, there are
16 patterns possible (there are 2 single-bit patterns,
and there are four 2-bit patterns for one locus. Thus
the combination is 24 = 16). These input and output
patterns are just as a 2-state and 2-input truth table
(Fig. 1B).

The bit-pattern at a locus (00, 01, 10, or 11) was
then decoded with one of the 16 possible truth table
functions for 2-bit patterns. To make the truth table,
we needed to extract four bits, which were used for
deciding the new 1-bit pattern (Fig. 2B). The pattern
consisted of four bits, surrounding the target locus,
used to determine which truth table was applied for

-  -  0  0  1  -

-  -  1  1  1  -

1  1  0  0  1  0

1  1  1  1  1  0

Figure 2: Individual production schema

locus-wise translation. At the locus point, Self’s locus
bit was the focus for deciding the linking order for
extracting four bits. When the focal locus bit was
“0”, the four bits neighboring the locus were linked
in a clockwise sequence, which started from the Self’s
lower bit, through the Mate’s lower and upper bits,
and finished at the Self’s upper bit. When the Mate’s
bit was “1”, four bits were linked in a counterclockwise
sequence. This method, which linked four bits to one
sequence, is not biased, and can extract all sorts of
16 rules on the truth table. An extra step was applied
only to the loci in the head and tail positions. In these
positions, the bit sequence of an individual was defined
as a circular structure, so that the bits of head and tail
loci were defined as adjacent bits for the execution of
the above extraction methods. When the head locus
was focal, the tail locus was considered adjacent, and
vice versa. Thus, the production of a new individual
was completely deterministic and depended solely on
the bit-patterns of the two parent individuals.

3 TTL Systems

In this system, exactly one offspring was gener-
ated at each reproduction event. The parent individ-
ual was then replaced by the newborn offspring, and
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hence, the total number of individuals was kept con-
stant. As each individual had a fixed length, the num-
ber of pairings between Self and Mate individuals was
finite. For example, the number of pairings (sorts)
between 6-bit individuals was 4, 096(26 × 26), because
of the existence of a one-way production direction for
Self individuals. As can be seen by the absence of a
grayscale line running diagonally from the top left to
the bottom right of the diagrams in Figure 3, perfectly
replicating individuals did not, for the most part, ex-
ist within the system. Only the pairs of each 00...0s
and 11...1s individuals were able to produce offspring
identical to the Self and Mate individuals’ bit strings.
A few pairs were able to reproduce an individual iden-
tical to Self, though these were not perfect copies in
the sense that Mate’s bit string was not identical to
the offspring’s, and vice versa.

000

111

000 111

00000

11111

00000 11111

0000

1111

0000 1111

000000

111111

000000 111111

Figure 3: The matrixes of individual combinations:
Individuals ordered as binary digits are suggested as
grayscale. (00...0): white, (11...1): black. Each ma-
trix shows the individual length: (A)3, (B)4, (C)5,
and(D)6.

If there was no spatial structure (Fig. 4A), a
small number of bit-patterns (species) were able to
persist. After a transient phase, the system dynam-
ics converged into cyclic behavior; each location in the
loop was occupied by a specific series of individual
species. The word “convergence” does not mean a
stable state in which an individual is producing an
identical individual with same bit-string, but rather
that the group, which consists of specific individuals,
is sequentially producing individuals of each other, in
which case the dynamics of production by the group
are closed. Thus, we incorporated a 1-D spatial con-
straint; individuals were arranged in a loop and a re-
producing individual interacted with one of its one-

step neighbors (Fig. 4B).

000001

100101101001

100001

111111

111100

100101

11
11

10
11

00
10

100101

111111

100001

101001

000001

111110

100101

111100

110010

Figure 4: Spatial settings. (A): non-spatial. (B): 1-D
spatial restriction

4 Results

The results obtained by incorporating 1-D spatial
restrictions are as follows. The composition of individ-
uals in the loop at the state of convergence was not es-
timated from these initial compositions. Nevertheless
the production process by the parents is predictable.
Although the initial configuration strongly influenced
the system, the diversity of emerging individuals was
maintained.

The cyclic behavior of individual production was
revealed either when all individuals in the loop had
the same bit-string, or when a Self individual was able
to reproduce an individual with a bit-string match-
ing that of the Mate, irregardless of whether or not
it matched the Self’s bit-string. Within the cycle,
the same species was reproduced as an offspring ir-
respective of which neighboring individual was chosen
as Mate (Fig. 5).

Another feature of the system with 1-D restric-
tions is its robustness. When one or more individuals
were replaced by randomly selected individuals of a
different species, the system absorbed the perturba-
tion. Individual replacement is the same as noise in-
jection directly onto a bit-string (Fig. 6). In Figure 6,
after the first replacement occurred, the inserted in-
dividual reproduced a bit-string different from that of
the previous series. Replacement did not seem to have
a wide range of effects in the loop domain. The loop
structure has absorbing capabilities. This behavior
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influences the phenomenon of early convergent gener-
ations. Thus, the loop of individuals achieved a sta-
ble cyclic transition with redundant reproduction, and
proved to be robust in regards to external perturba-
tion.

12 14 42 2 6 7 39 7 6 18 27 31 26 30

6 7 21 1 3 35 51 35 3 9 45 47 13 15

3 35 42 32 33 49 57 49 33 36 54 55 38 39

33 49 21 16 48 56 60 56 48 18 27 59 19 51

48 56 42 8 24 28 30 28 24 9 45 61 41 57

24 28 21 4 12 14 15 14 12 36 54 62 52 60

12 14 42 2 6 7 39 7 6 18 27 31 26 30

6 7 21 1 3 35 51 35 3 9 45 47 13 15

3 35 42 32 33 49 57 49 33 36 54 55 38 39

33 49 21 16 48 56 60 56 48 18 27 59 19 51

48 56 42 8 24 28 30 28 24 9 45 61 41 57

24 28 21 4 12 14 15 14 12 36 54 62 52 60

Figure 5: The result of selection behavior. (A): First
cycle. (B): Second cycle. Despite random individual
selection, each cycle has the same individual produc-
tion.

5 Discussion

The proposed TTL system with 1-D spatial struc-
ture showed robustness in regards to external pertur-
bation and redundant reproduction as a whole. How-
ever, it was not our intent that these phenomena
emerge during the process of individual production.
The structure of each individual as well as the TTL
system applied to individual production are simple,
and are not intended to intrinsically replicate per-
fectly.

We may be able to extract one generation from
the results of the 1-D restriction system, and consider
it as a coded biological string, such as a DNA string, by
transposing the string into a DNA sequence and ana-
lyzing it with bioinformatic tools. If meaningful results
are produced, we must ask ourselves how they should
be interpreted. These bioinformatic tools merely sug-
gest the homology between the strings and the char-
acter data coded by the base (A, T, G, and C). They

13 9 0 36 45 37 52 38 54 51
38 36 0 18 54 50 26 19 27 57
19 18 0 9 27 25 13 41 45 60
41 9 0 36 45 44 38 52 54 30
52 36 0 18 54 22 19 26 27 15
26 18 0 9 27 11 41 13 45 39
13 9 0 36 45 37 52 38 54 51
38 36 0 18 54 50 26 19 27 57
19 18 0 9 27 25 13 41 45 60
41 9 0 36 45 44 38 52 54 30
52 36 0 18 54 22 19 26 27 15
26 18 0 9 27 11 41 13 45 39
13 9 31 36 45 37 52 38 54 51
38 36 45 43 54 50 26 19 27 57
19 18 54 57 23 25 13 41 45 60
41 9 27 58 45 44 38 52 54 30
52 36 45 61 53 22 19 26 27 15
26 18 54 62 58 11 41 13 45 39
13 9 27 31 45 21 52 38 54 51
38 36 45 47 46 10 58 19 27 57
19 18 54 55 23 21 61 9 45 60
41 9 27 59 43 42 62 52 54 30
52 36 45 61 53 21 31 26 27 15
26 18 54 62 58 42 47 13 45 39
13 9 27 31 29 21 55 38 54 51
38 36 45 47 46 42 59 19 27 57
19 18 54 55 23 21 61 41 45 60
41 9 27 59 43 42 62 52 54 30
52 36 45 61 53 21 31 26 27 15
26 18 54 62 58 42 47 13 45 39
13 9 27 31 29 21 55 38 54 51
38 36 45 47 46 42 59 19 27 57
19 18 54 55 23 21 61 41 45 60
41 9 27 59 43 42 62 52 54 30

149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182

Figure 6: Noise effect on 1-D spatial restriction.

show neither the informational relation between the
function of the TTL system nor the biological mean-
ings between an artificial string and a biological string.
If these bioinformatic tools suggest the homology of
some genes, they may find some “biased” patterns af-
fected through production within a TTL system (Fig.
7).

What is the sequence pattern? How does the pat-
tern emerge? The bioinformatic tools are considered
to “· · · look for patterns and make predictions with-
out a complete understanding of where biological data
comes from and what it means[12](p.4).” However the
supreme goal of genome sciences should be to solve the
algorithms that realize homologous or similar sequence
patterns in the comparisons between extracted DNA
data.

6 Future Direction

The TTL system is limited in fixed individual
length for individual production, and so requires sys-
tem improvements. Creating the TTL and a self-
replicating system is not our final goal. In this paper,
we proposed the present self-replicating system as a
platform for bioinformatic research.

• Generally, one can only infer the evolutionary
events from real biological data. However, the
present system includes true trees and lineages
for specific evolutionary events, and all histories
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Figure 7: An example of BLASTN results with
TTL system output (extended neighborhood selection:
length 1→2). http://www.ncbi.nlm.nih.gov/BLAST/

for the “life”. Such a system may prove to be
advantageous in analysing evolutionary events in
more detail.

• There are biases in the usage of truth tables sim-
ilar to the codon bias in DNA data. These biases
suggest that the TTL system does not merely out-
put data at random. Thus, it is the meaningful
experiments that we try to analyze these outputs,
which have been generated randomly by initial
settings.

Dealing with TTL systems as study subjects, we
can evaluate the conventional techniques for analyzing
molecular data. We may further propose new tech-
niques for analyzing TTL systems, which can be used
as feedback for bioinformatics.
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Abstract

The collective behavior of social insects has been a
puzzling problem for scientists for a long time. In par-
ticular, it is well known that ants solve difficult prob-
lems, for instance selecting the shortest pathway by
communicating with each other via pheromone. How
is it possible for such simple creatures to coordinate
their behaviors and to solve problems as a whole? This
paper focuses on the emergence of the pheromone com-
munication system based on an ant foraging model in
which neural networks of ant agents evolve according
to the result of foraging. The computer experiments
show that the ant agents using emerged communica-
tion with one type of pheromone are more adaptive
than the ant agents not using pheromone communica-
tion or the ant agents using human-designed commu-
nication with 2 types of pheromone. This paper also
discusses the reason for this superiority of the evolved
pheromone communication.

Key words: ant colony, pheromone communication,
swarm intelligence, artificial life.

1 Introduction

Complex and adaptive behavior of population
emerges in social insects like ants and bees, though
individuals seem to follow a relatively simple set of
rules. The last decade has seen an explosion of re-
search in fields variously referred to as swarm intel-
ligence or collective intelligence. Especially in ants,
pheromone communication is the key to understanding
their swarm intelligence. The fundamental question
regarding pheromone communication is: How have the
pheromone communication systems emerged? This
topic is not only a biological one, but, at the same
time, a cross-disciplinary one [1, 2, 3, 4].

As a first step towards the origin of pheromone
communication, we focus on the adaptive property
of pheromone communication in population of agents,
depending on the kind of pheromone communication.
There can be two computational approaches to this
issue, one is to define, a priori, both the meaning of
pheromone and the rules of behavior for agents, and
the other is to let them establish communication au-
tonomously through learning or evolution. The latter
is effective especially when the specific knowledge for
solving the problems is limited or unknown. However,
it is quite difficult to establish communication without
a priori knowledge because pheromone communication

doesn’t function at all until the following two rules au-
tonomously emerge in accordance with each other: “In
what kind of situation should the agents secrete some
kind of pheromone?” and “How should they act when
they detect some kind of pheromone?”.

To pursue this issue, some models have been pro-
posed, including the pioneering model by Collins and
Jefferson in which the mechanism for the evolution of
pheromone communication was implemented [5] and
a simple model by Kawamura and Ohuchi in which
pheromone communication emerged in the environ-
ment where two colonies of artificial ants competed
for food resources [6]. Based on these studies, we de-
veloped an ant foraging model, in which there can
be several kinds of pheromone [7]. This paper re-
ports our current state of the research based on the
computer experiments using a simple model for evo-
lution of pheromone communication, in which neural
networks of ant agents evolve based on the result of
foraging.

2 The ant foraging model

This section offers the brief summary of our ant
foraging model which was proposed in our previous
paper [7]. The model is based on multi-agent modeling
and is inspired by foraging ants in nature. Foraging
ant agents move around the X × Y grid environment
in which there are food resources, pheromone and a
nest. Each colony consists of Na ant agents and their
objective is to look for and carry to their nest as many
food resources as possible.

Ant agents could secrete several types of pheromone
in the same environment. The type of pheromone
is identified by the subscript v (v = 1, 2, · · ·). They
have no effect on each other. Each ant agent can
drop pheromone on the ground by dropping action.
Dropped pheromone gradually evaporates and diffuses
in the air. Ant agents can detect diffusing pheromone
only. Dropped pheromone and diffusing pheromone at
position (x, y) are represented by Tv(x, y) and Pv(x, y)
respectively. Then the diffusion process is defined by
the partial differential equation as follows.

T ∗

v
(x, y) = (1− γeva)Tv(x, y) +

Na
∑

k=1

∆T k

v
(x, y) (1)

∆T k

v
(x, y) =

{

Qp

if k-th ant agent on the grid
(x, y) put the pheromone v

0 otherwise
(2)
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P ∗

v
(x, y) = Pv(x, y) + γdif (Pv(x− 1, y)

+Pv(x, y + 1) + Pv(x, y − 1) + Pv(x + 1, y)

−5Pv(x, y)) + γevaTv(x, y)

(3)

where the parameters γeva and γdif are the evapora-
tion rate and diffusion rate of pheromone per a time
respectively. Also, the letter “*” in superscript means
that this represents intensity of pheromone at time
t + 1, and Qp is the intensity of pheromone dropped
by an ant agent.

All ant agents in each colony are homogenous, and
have the same mechanism for action decision. Each
agent performs actions in the following order. 1) The
ant agent senses whether a food resource exists on the
grid, senses whether the grid is a part of nest, and
recognizes whether it is carrying a food resource. 2)
The ant agent might drop a certain type of pheromone
depending on the output of the neural network. Each
ant agent can use V types of pheromone. In case V =
2, ant agents can use pheromone v = 1 and pheromone
v = 2 in the experiment. 3) When there is a food
resource, if the ant agent carries no food, it picks it up,
and if the ant agent has a food resource and is on the
nest, the ant agent drops it. 4) If the ant agent did not
perform the previous action, it selects and perform one
action from 5 options according to the output of the
neural network: “wait (do nothing)”, “move forward”,
“turn backward”, “turn left”, “turn right”. If the ant
agent selects an action that is impossible to do, it waits
instead.

All ant agents have the same simple two-layer neu-
ral network with 3 + 4V sensory input and 5 + 2V
output neurons. Action selection is stochastically de-
cided according to the probability from output value
of a neural network.

The output value Ii (i = 1, · · · , 3 + 4V ) of i-th sen-
sory input neuron of an ant agent is defined as follows.

I1 =

{

1 if food is present
0 otherwise

(4)

I2 =

{

1 if the ant agent is on the nest
0 otherwise (5)

I3 =

{

1 if the ant agent has food
0 otherwise

(6)

I4+4(v−1)∼7+4(v−1) =

{

1 if the P s

v
is satisfied

0 otherwise
(7)

Here, the position of an ant agent is assumed to (x, y),
and its neighbor position is (x′, y′) ∈ {(x− 1, y), (x +
1, y), (x, y − 1), (x, y + 1)}. P s

v
(x′, y′) is the probabil-

ity to fire input neuron of pheromone sensory input
neurons. This stochastic firing function is used when
obtaining the discrete values of I4+4(v−1)∼7+4(v−1),
which depends on the gradient of density of pheromone
and is defined as follows.

P s

v
(x′, y′) =

1

1 + exp
(

−Pv(x′
,y

′)−P
#

v (x,y)

T

) (8)

where the function P #

v
indicates the average intensity

among neighbor grids.
The output value Oj (j = 1, · · · , 5 + 2V ) of j-th

output neuron is calculated by using following regular
equations.

Oj = f

(

3+4V
∑

i=1

wijIi − θj

)

(9)

f(x) = 1/ (1 + exp(−x)) (10)

where wij and θj are the weight and the threshold of
the neural network. The values of 5 outputs (O1∼5)
correspond to “wait”, “move forward”, “turn back-
ward”, “turn left” and “turn right” actions respec-
tively and the value of 2V outputs (O6+2(v−1) and
O6+2(v−1)+1) correspond to “dropping pheromone v”
and “doing nothing about pheromone v” actions.

The genetic algorithm (GA) is adopted to evolve
the neural networks of ant agents. A set of weights
and thresholds describing a neural network is directly
encoded to each genotype. The population size is N
and all genotypes are initialized to random values of
[−0.5, 0.5]. A fitness function is defined to be 1 plus
the number of food resources that have been stored in
the nest. New generation with N individuals is gen-
erated by the roulette wheel selection and mutation.
The mutation operator is defined as adding a random
real number of [−0.5, 0.5] to the value in each locus
with the mutation probability Pm. These processes
are repeated until the final generation gmax.

3 Computer experiments

The parameters of ant foraging and GA were set
as (X , Y , Na, tmax, Qp, γeva, γdif , T ) = (50, 50, 40,
1000, 1, 0.1, 0.1, 0.002) and (N , gmax, Pm) = (20,
2000, 0.05). The size of the nest was 5 × 5 and it
was located in the center of the environment. 72 food
resources were put on a randomly selected 3× 3 area
at the time t = 0. Each grid in the area had 8 food
resources. Under these conditions, several trials were
conducted for each V (V = 0, 1, 2).

Fig. 1 shows the moving average of food resources
stored in the nest. It increased sharply to the range
between 7 and 10 by 3000 generations in all graphs,
and from then on, transitions differed depending on
the parameter V . In the case of V = 0, most trials
showed that each moving average remained at around
7. In the case of V ≥ 1, transitions were classified into
two typical classes, and thus, it would be supposed
that there are at least two evolutionary pathways. One
was the case that moving average remained between
7 and 10, which is similar to the case of V = 0. The
cases 1a and 2a correspond to this class. The other
was the case that moving average increased beyond
10. The cases 1b and 2b correspond to the class. The
moving average had a tendency of swinging between
15 and 25 in 1b and it gradually increased beyond 7
in 2b. We see that the case 1b outperformed the other
cases.
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Figure 1: Moving average of the number of stored food
resources.

It was found from the analysis of neural network
that the ant agents in case 1b behaves as follows.
Overall, the ant agents move forward with probabil-
ity of about 90% and it turns right with probability of
about 10%. However, the ant agents turns right with
probability of about 40% only in cases in which they
exist on the falling gradient of pheromone. Therefore,
we can assume that the pheromone moderately indi-
cates the presence of both food and a nest. The ant
agents without food hardly secrete pheromone. The
ant agents with food secrete pheromone with the prob-
ability of 40% and they on the nest secrete pheromone
by the probability of 20% even if they aren’t carrying
food. Therefore, the pheromone moderately indicates
the presence of both food and a nest.

We conducted additional experiments on the ant
agents with human-designed pheromone communica-
tion (Fig. 2) in order to evaluate the effective-
ness of emerged pheromone communication. The ant
agents used two types of pheromone (food pheromone
and nest pheromone) and were expected to do shut-
tling behavior between the nest and the food lo-
cations efficiently by using them. In the experi-
ments, human-designed ant agents and the evolved ant
agents (in the 20000th generation in all cases shown
in Fig. 1) performed the foraging task 1000 times
each. It is clearly shown from Table 1 that evolved

sense the environment and its own state

drop pheromone 1
(food pheromone)

start

if there is the
nest while the
ant has food 

true

true

true

true

true

false

false

false

false

false

if there is the nest

if there is food

drop pheromone 2
(nest pheromone)

if there 
is food while the ant

has no food

pick a food
resource up

drop a food
resource

if the ant has food

mova to the nest
according to
pheromone 2

move to food according to pheromone 1

end

Figure 2: Behavior of human-designed ant agents.

Table 1: Average number of stored food resources.

Ant agent Average
0 (V = 0) 8.8
1a (V = 1) 18.9
1b (V = 1) 28.0
2a (V = 2) 14.4
2b (V = 2) 24.7

human-designed 12.4

pheromone communication outperformed the human
designed pheromone communication, in other words,
some clever pheromone communication beyond human
design emerged through evolution.

4 Superiority of emerged pheromone
communication

The results of the first experiments are summarized
as follows. The ant agents using pheromone (V ≥ 1)
could be clearly more adaptive than the ant agents
without pheromone (V = 0). In other words, emergent
pheromone communication could be adaptive. How-
ever, the results also show that it is not necessarily
true that the more the number of available pheromone
type increases, the more the ant agents could be adap-
tive. This might be because of the difficulty in estab-
lishing the meaning of pheromone or communication
protocol based on multiple types of pheromone. We
believe that more sophisticated and powerful mecha-
nisms of learning or evolution could make pheromone
communication work better.

The results of the second experiments show that
emerged pheromone communication outperformed
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Nest Food

Nest pheromone Food pheromone

Ant agent

(a) The ideal state (b) An ill-balanced state (c) An ill-balanced state

Figure 3: The ideal and the ill-balanced states in the case of 2 types of pheromone.

human-designed pheromone communication. Why
did emerged pheromone communication outperform
human-designed one? To answer why emerged
pheromone communication performed better, we ob-
served the behavior of ant swarms and the spatial dis-
tribution of pheromone across the environment.

In the case of human-designed ant agents, it seems
an ideal state that equal amount of two types of
pheromone exist in the environment (Fig. 3 (a)).
However, we found that ill-balanced states (Fig. 3
(b) and (c)) frequently happened, which mean ineffi-
cient concentration of the ant agents around the food
or the nest. This unexpected result shows the diffi-
culty in controlling the behavior of ant agents by us-
ing pheromone communication, which was caused by
its emergent property.

In contrast, ant agents hardly crowded the food
or the nest in case 1b. The results shown in previ-
ous section suggests that the ant agents in case 1b
behaved as follows. Ant agents secrete one type of
pheromone with high probability both when they are
in the nest and when they have food. So, in this case,
the pheromone moderately indicates the presence of
both food and the nest in the emerged pheromone
communication. Ant agents have evolved to have a
tendency to move to the places with more intensive
pheromone. Therefore, ant agents move around the
peripheries of both food and the nest. These ant
agents don’t behave optimally, because it has no way
of distinguishing food and nest by using only one type
of pheromone. However, it is a significant fact that we
hardly observe the ill-balanced states which appeared
frequently in the case of human-designed ant agents.

Above discussion is summarized as follows. While
the uniquely existing type of pheromone acquired a
moderate meaning of the presence of both food and the
nest through evolution, the diversity of pheromone dis-
tribution and the diversity of the ant agents’ collective
behavior got to be maintained at proper levels, which
realized the robust foraging behavior of ant agents.

5 Conclusion

This paper describes the ant foraging model for
the evolution of pheromone communication and dis-
cusses the result of the computer experiments. The
computer experiments show that the ant agents using
emerged communication with one type of pheromone
are more adaptive than the ant agents not using

pheromone communication or the ant agents us-
ing human-designed communication with 2 types of
pheromone. The reason for the superiority of the
evolved pheromone communication is the diversity of
pheromone distribution and the diversity of the ant
agents’ collective behavior got to be maintained at
proper levels, which realized the robust foraging be-
havior of ant agents.
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Foraging Behavior of Ant�Like Robots with Virtual Pheromone

Ken Sugawara� and Toshiya Kazama�

� Department of Liberal Arts� Tohoku Gakuin University� Sendai� JAPAN
�Graduate School of Information Systems� Univ� of Electro�Communications� Tokyo� JAPAN

Abstract

In multi�robot system� communication is indispens�
able for e�ective cooperative working� To apply chemi�
cal method to the communications of multi�robot sys�
tem is challenging topic� but it is not easy to treat
real chemical materials for the robots because of some
technical di�culties� In this paper� we show virtual
pheromone system in which chemical signals are simu�
lated with the graphics projected on the �oor� and in
which the robots decide their action depending on the
color information of the graphics� We examined the
performance of this system through the foraging task�
which is one of the most popular tasks for multi�robot
system�

� Introduction

Recently� research in the area of multi�robot sys�
tems has been very active� and many researchers
are currently studying the behavior of these types of
systems��� �	� One of the most important aspects in
a multi�robot system is the ability of robots working
cooperatively� Working together� they complete tasks
that a single robot cannot�

For e�ective working� mutual communication be�
tween units is indispensable� Many researchers have
introduced the direct communication� and in most
cases� physical media such as light� sound� radio wave
are used for the communication� Those media are also
employed in biological system
 for example� �re�ies
make use of light as a mating signal� and crickets use
the sound as the signal� However� as we know� not only
physical signals but also chemical signals are used for
the communication� It is well�known that some insects
use the chemical signals� which are generally called
pheromone� They show very interesting behaviors de�
pending on the properties of pheromones� One of the
most popular pheromone�controlled behaviors is for�
aging of ants� Here� pheromone released by organism
enables individuals to communicate with each other�

Pheromones are available not only for direct com�

munication but also for indirect communication� In in�
sect world� pheromones are used for various purposes

alarm� aggregation� sex attractant� recruitment� de�
fense� trail�making� and so on�

� Properties of Pheromone

Important characteristics of pheromones as a chem�
ical signal are described as follows


�Marking

Most pheromones do not disappear immediately and
remain in the �eld for some time� It means agents
can share an information based on the pheromones
even in the absence of signal source agent� Foraging
ants� for example� move from the food source to their
nest laying �recruit pheromone� while food remains at
the source� and they can �nd out the food e�ciently
thanks to this property�

�Di�usion

Most pheromones are volatile and spread over a large
area� This characteristic is used for long range com�
munication� for generating chemical gradient �eld� and
so on�

�Evaporation

Pheromone disappears by evaporation because of its
volatility� This characteristic leads to the erase of
needless
useless information� In case of ant societies�
less food remains at the food source� less pheromone
the ants lay� As a result� they can avoid useless energy
consumption for foraging�

�Diversity

There is a lot of materials which are used as
pheromones� and moreover� some of them are used in
combination� In ant societies� for example� each indi�
vidual can distinguish its colony�s mates and ones of
other colonies based on the di�erence of mixture rate
of some pheromones�
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� Virtual Dynamic Environment for
Autonomous Robots �V�DEAR�

As described above� communication by chemical
material such as pheromone has some interesting char�
acteristics that physical communication system does
not have� but few researches treat real chemical ma�
terials as a communication media for physical robot
system��	� We can consider following reasons� At this
stage� it is not easy to treat chemical material compar�
ing with the physical medium� and it is also not easy
to get proper chemical sensors� Moreover� chemical
materials� especially gas� are invisible and it is quite
di�cult to observe how they spread and a�ect robots�
behaviors�

Here we propose �Virtual Dynamic Environment
for Autonomous Robots �V�DEAR�� for real robot ex�
periment� In this system� pheromones are replaced
with graphics projected on the ground� Robots de�
cide their actions following the color information of
the projected CG� As virtual pheromones are repre�
sented as CG� we can avoid the problems described
above� In addition� we can easily control the rate of
di�usion� evaporation� diversity� etc� of the virtual
chemical materials�

Fig� � shows the schematic and photo of this sys�
tem� This is composed of LC projector to project the
CG and the CCD camera to trace the position of the
robots in the �eld� The robot moving on the �eld has
sensors on the top to detect the color and brightness
of the �eld� and determine its actions autonomously
based on the condition of the CG on the �oor�

Figure �
 Virtual Dynamic Environment for Au�
tonomous Robots �V�DEAR�� Schematic �left� and
photo �right��

Combining the position information of the robots
acquired from CCD camera and the projected CG by
projector� we can realize the dynamic interaction be�

tween the environment and the robots�

In this paper� we will show you the performance of
this system through the foraging task by the interact�
ing robots� This is one of the most popular tasks in
the study of multi�robot system� but almost all of them
treat physical communication methods��� �� �� �� �	�

� Experiment

��� Robot for Experiment

�Robot

Each robot has the �ve fundamental behaviors as fol�
lows
 �searching�� �attracted�� �recruiting�� �hom�
ing�� and �avoidance� �Fig� ��� When a robot in
searching state �nds food� it stays there for a short
time and picks up some of the food� After that� it
moves to home leaving a pheromone� When arriving
at home� it lays the food there and goes searching food
again� The robot which detects the pheromone follows
the trail� if it has no food�

Figure �
 Fundamental robot behaviors� �Recruit�
ing���searching�� �attracted���homing�� and �avoid�
ance��

The robot used in this experiment is shown in Fig�
�� It has touch sensors extended to ��directions to
detect collision� a pair of infrared sensors to return
to home� three color�sensors to detect �eld condition�
bottom sensors to detect �Home�� and � LED to indi�
cate its state�
�Pheromone

Dynamics of pheromone is described as

�� � � �Dr��� k�� ���

where � is the concentration of pheromone� � is in�
jection concentration� D is a di�usion coe�cient� and
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Figure �
 Robots detect the �eld condition by sensors
on the top�

k is the rate of evaporation�

Fig� � shows the basic behavior of the foraging
robots� On discovering a food� the robot turns on
a LED on the top and moves towards the nest� The
V�DEAR system detects the LED and projects a CG
pheromone trail during the LED is turned on� When
the robot arrives at the nest� it turns o� the LED
and changes into the searching state� If it �nds the
pheromone trail� it follows the trail�

Here you can see the trail pheromone� or a band
of light is projected following the homing route of the
robot �a�� and a robot traces a band �b� in Fig� ��

Figure �
 Basic behavior of the foraging robot� �a�
On discovering food� the robot lays chemical trail
while returning to nest� �b� The robot detecting the
pheromone follows the trail�

��� Field for Experiment

�Field

The �eld for this experiment was an �� � �� cm black
surface with the wall at the boundary� A nest is repre�
sented with a yellow circle on the ground and IR�LED
array is placed there�
�Food distribution

We can consider various types of food distribution� In

this experiment� we chose homogeneous and localized
distributions�

In homogeneous distribution� �� food points are
projected on the �eld� When a robot in searching state
detects the color of food point� the robot turns on the
LED on the top and changes its state to homing state�
When the V�DEAR system detects the LED� it erases
the corresponding food point and starts to draw the
virtual pheromone following the robot�s homing route�

In localized �eld� the behavior of robots is same
as the case of homogeneous distributed �eld� but the
quantity of food is assumed to be in�nite� i�e� the food
point is not erased�

��� Results

Fig� � is the snapshot and the trajectories of
the foraging by a robot in the homogeneously food�
distributed �eld� where Fig� ��a� and �b� are the
case of �D � ����� k � ���� and �D � �� k � ���
respectively� In case that the evaporation rate of the
pheromone is high� the pheromone hardly remains� On
the other hand� when the evaporation rate and the dif�
fusion coe�cient are too low� the pheromone remains
clearly in the �eld� Here the trajectory shows that the
robots are trapped by their own pheromone and tend
to do useless searching�

Fig� � is the snapshot of the foraging by two robots
in the locally distributed �eld� where �g� ��a� and
�b� are the case of �D � ����� k � ����� and �D �
����� k � �������respectively� In case that the evapo�
ration rate of the pheromone is high� the pheromone
hardly remains� However� the evaporation rate is low�
a stable trail is formed between the food point and
their nest� In this case� the robots can search and
carry the foods by tracing the laid pheromone e�ec�
tively� which can be observed from the trajectory�

Fig� � shows the relation between the evaporation
rate and the number of collected foods� Fig� ��a�
is the result of homogeneously food�distributed �eld�
and �b� is the result of locally food�distributed �eld�
The parameter in these graphs is the number of robots
������

These graphs clearly show that less pheromone is
left in the �eld� more foods are collected in homoge�
neous �eld� and that the performance becomes better
when a pheromone trail is formed continuously in lo�
calized �eld�
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Figure �
 Snapshot of experiment in homogeneously
distributed �eld� �a�D � ����� k � ���� �b�D � �� k �
��

Figure �
 Snapshot of experiment in locally dis�
tributed �eld� �a� D � ����� k � ���� �b� D �
����� k � ������

Figure �
 Relation between the evaporation rate and
the number of collected foods� Parameter is the num�
ber of the robot� �a� Homogeneous �eld� �b� Localized
�eld�

� Conclusion

In this paper� we treat indirect communication by
chemical signal between the robots� and investigate
a foraging behavior by multi�robot system� Here we
proposed a Virtual Dynamic Environment for Au�
tonomous Robots �V�DEAR�� where we can simulate
chemical system such as pheromone� and discussed the
foraging by the experiment�
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Grand�in�Aid for Encouragement of Young Scientists
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Abstract
We address the issue of how statistical and

information-theoric measures can be employed to
quantify the categorization process of a simulated
robotic agent interacting with its local environment.
We show how correlation, entropy, and mutual infor-
mation can help identify distinct informational struc-
ture which can be used for object classification. Fur-
ther, by means of the isometric feature mapping al-
gorithm, we analyze the weights of a neural network
designed to find clusters based on these distinct infor-
mation theoretic characteristics of the object’s shape,
size and color. We conclude that an understanding of
the information-theoretic implications of categoriza-
tion could help design robots with improved catego-
rization and better exploration strategies.

1 introduction

In our daily lives, we are exposed to a barrage of
multimodal sensory stimulation (e.g., visual, tactile,
proprioceptive). Perceptual categorization can be con-
ceptualized as the ability to identify regularities in this
continuously changing stream of sensory information,
and to treat similar, but not necessarily identical ob-
jects and events, as being somehow equivalent. Re-
cently, evidence has been accumulating showing that
perceptual categorization is not a mere mapping from
a set of sensory nodes to a set of category nodes – as
previously assumed – but is instead the result of a pro-
cess of sensorimotor coordinated interaction between
an embodied agent and its local environment. Such
interaction has been hypothesized to be one of the
major information theoretic implications of embodi-
ment, because it allows an agent to actively generate
constraints in its sensory input ([1, 2, 3, 4]). Such con-
straints, in turn, simplify the problem of learning cat-
egories by inducing spatio-temporal correlations, and
by reducing drastically – in an information theoretic

sense – the number of degrees of freedom (dimension-
ality) of the sensory space.

This paper aims at quantitatively underpinning this
hypothesis (see also [1, 2, 5, 6, 7, 8]). We present the
analysis of data collected by a simulated robotic agent
by means of correlation, mutual information, geomet-
ric separability index, and isometric feature maps. We
conclude that an information-theoretic approach to
the study of categorization leads to a better (quan-
titative) understanding of how embodied interaction
simplifies category learning despite the high dimen-
sionality of the sensorimotor data sets. This approach
may also shed light on the characteristics of the ob-
jects being categorized, and reduce the time required
by the agent to learn.

2 Experimental Setup

We simulated a two-wheeled robot moving in
a closed environment cluttered with randomly dis-
tributed, colored objects. Objects in the environment
were red cubes and cylinders.

The robot was equipped with 11 proximity sensors
(d0−10) and a pan-controlled image sensor or cam-
era unit (see Fig. 1b). The proximity sensors had a
position-dependent range (see caption of Fig. 1). The
output of each sensor was affected by additive white
noise, and was partitioned into a space having 32 dis-
crete states, leading to sensory signals with a 5 bit res-
olution. To reduce the dimensionality of the input
data, we divided the camera image into 24 vertical
rectangular slices (i0−23). We computed the amount
of “effective” red color in each slice as R=r-(b+g)/2.

For the control of the robot we opted for the Ex-
tended Braitenberg Architecture [3] (see Fig. 2). To
pick up the regularities induced by the sensorimotor
coordination we used a Kohonen feature map [9].

Before being projected onto the Kohonen map,
the 28-dimensional input vector consisting of the ac-
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Figure 1: (a) Bird’s eye view of the robot and its eco-
logical niche. The trace represents a typical path of
the robot during an experiment. (b) Schematic rep-
resentation of the agent. The distance sensors have
a range that depends on their position. If rl is the
length of the robot, then the range of d0, d1, d9, and
d10 is 1.8 rl, the one of d2 and d3 is 1.2 rl, and the one
of d4, d5, d6, d7, and d8 is 0.6 rl.

Figure 2: Block diagram of the control architecture.

tivations of 24 red channels, the activations of two
out of four proximity sensors located on the same
side of the robot (that is, either the pair d2,d9, or
the pair d3,d10), as well as the left and right mo-
tor activation values (ml,mr), was preprocessed by
the “input selector” (see Fig. 2). If the agent cir-
cled an object counter-clockwise – i.e., the object
was on its left – the input vector of the Koho-
nen map was [i0, i1, . . ., i23, d2, d9,ml,mr]T . How-
ever, if the agent circled an object clockwise – i.e.,
the object was on its right – the input vector was
[i23, i22, . . ., i0, d3, d10,mr,ml]T . That is, the vector
(i0,. . . ,i23) was fed to the Kohonen map in reverse or-
der (i23 was the first element, followed by d3 and d10,

and the right and left motor activation). The reason
for this re-ordering operation was to avoid having the
Kohonen map discriminate between objects, based on
the direction of circling.

The 28-dimensional output vector of the input se-
lector was normalized to unit length, and each of
its elements was projected onto each of the neu-
rons of the Kohonen map (that is, the input layer
was fully connected to the map layer). The Koho-
nen map consisted of 576 neurons, arranged in the
form of two-dimensional lattice with Nr=24 rows and
Nc=24 columns. The network’s 24x24x28=16128 ini-
tial synaptic weights were chosen from a random set.
The dependence of the learning-rate parameter η on
discrete time n was chosen to be η(n) = η0 e−n/τ1 ,
where η0=1.0 was the initial value of the learning pa-
rameter, and τ1 = 2.2log Nr Nc . That is, the learn-
ing rate decreased exponentially over time. Another
feature of the Kohonen map was that the size of the
neighborhood of each neuron shrank over time. The
dependence on discrete time n was σ(n) = σ0 e−n/τ2 ,
where σ0=9.0 and τ2 = 2.0log Nr Nc .

3 Behavioral specification

At the outset of each experimental run the behav-
ioral mode of the robot was set to “exploring.” In this
mode the robot roams through the environment at a
constant speed while avoiding obstacles. Upon detec-
tion of a salient red object, the robot approaches it un-
der guidance of the visual system (“tracking” mode).
As soon as the object is close, the robot starts cir-
cling around it keeping it in the center of its visual
field by adjusting the camera’s pan-angle (“circling”
mode). Concurrently, a habituation signal starts in-
creasing. While the robot circles the object, the values
of the input signal (24 image sensors,a pair of side dis-
tance sensors, and two motor activations) – after being
appropriately re-organized by the input selector – are
projected onto the Kohonen feature map; the synaptic
weights of the network are updated, and the learning-
rate parameter decreased. The robot keeps circling
around the object for a while and then resumes the
exploration of its environment. The trace of a typical
experimental run is shown in Fig. 1a. The entire ex-
periment comprised 78 such experimental runs, each
run consisting of approximately 6000 data samples.
All samples were stored into a time series file for sub-
sequent analysis.

The categorization error as the percentage of mis-
classified objects per unit of time is shown in Fig. 3.
Clearly, the network learned to discriminate between
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Figure 3: Categorization error (vertical axis) versus
time (horizontal axis). (a) cubes; (b) cylinders.

cubes and cylinders: The classification error after
timestep 77 dropped to almost zero.

4 Methods

In this section, we describe the statistical and infor-
mation theoretical measures employed in this paper.
The correlation Corr(X,Y ) quantifies the amount of
linear dependency between two random variables X
and Y (e.g., two sensory channels), and is given by∑

x∈X

∑
y∈Y p(x, y) (x−mX)(y−mY ))/σX σY , where

p(x, y) is the second order (or joint) probability den-
sity function, mX and mY are the mean, and σX

and σY are the standard deviation of x and y com-
puted over X and Y . The entropy of a random vari-
able X is a measure of its uncertainty, and is de-
fined as H(X) = −∑

x∈X p(x) log p(x), where p(x)
is the first order probability density function asso-
ciated with X (in a sense entropy provides a mea-
sure for the sharpness of p(x)). Similarly, the joint
entropy between variables X and Y is defined as
H(X, Y ) = −∑

x∈X

∑
y∈Y p(x, y) log p(x, y). For en-

tropy as well as mutual information, we assumed the
binary logarithm. Using the joint entropy H(X, Y ),
we can define the mutual information between X and
Y as MI(X,Y ) = H(X) + H(Y ) − H(X,Y ).

To get a better grasp on the regularities in the sen-
sory space, we computed also the Geometric Separa-
bility Index (GSI) introduced in [10]. Geometric sep-
arability is a generalization of linear separability, and
quantifies how close regions in the sensory space be-
longing to the same object are to each other. The
GSI is computed by checking for every sensory pattern
whether the nearest pattern (in terms of the Euclidean
distance) is part of the same class. It is calculated as

follows:
n∑

i=1

(f [xi] + f [xi
∗] + 1) mod 2

N
,

where f [xi] = 0, if xi belongs to one class, and
f [xi] = 1, if xi belongs to the other class (f is also
called the category function); xi is the i-th sensory
pattern (N-dimensional vector), and xi

∗ is the near-
est neighbor of xi. If the nearest pattern in sensory
space always belong to the same class of the currently
perceived object the GSI is 1. High values of the GSI
thus indicate that the sensory patterns belonging to
the two categories are quite separated in the input
space and easy to discriminate, while value close to
0.5 indicate that the sensory patterns corresponding
to the two categories completely overlap.

In addition to these three measures, we also used
the isometric feature mapping, or Isomap, algorithm
described in [11]. Isomap solves the problem of di-
mensionality reduction by using local metric informa-
tion to learn the underlying global geometry of a data
set. It discovers – given only the unordered high-
dimensional input – the low-dimensional representa-
tions of the data. Although the classical techniques
for dimensionality reduction such as Principal Compo-
nent Analysis (PCA) and Multi Dimensional Scaling
(MDS) are simple to implement and efficiently com-
putable, many data sets contain non linear structures
that are invisible to PCA and MDS. Isomap combines
the major algorithmic features of PCA and MDS with
the flexibility to discover nonlinearity in the input
data.

5 Data Analysis and Results

Correlation

While the robot circled the object, we observed neg-
ative correlation between the left and right motors.
The circling behavior also induced negative correla-
tion between pairs of proximity sensors located on the
same side of the robot, that is, between (d2,d9), (d0,d2)
and (d2,d4) when the robot circled the object in the
counter-clockwise direction. (see Fig. 4).

There is a high discrepancy in the (d0,d2) sen-
sor correlation between cubes (-0.3083) and cylinders
(0.7109). In the case of cylinders, due to their smooth
surface, the sensors d2 as well as d0 will always be in
contact with the object. Due to the corners of the
cubes, as well as the length of its edge, this positive
correlation will not be evident.
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Correlation Cubes Cylinders

(d2,d9) -0.4995 -0.3189
(d0,d2) -0.3083 0.7109
(d2,d4) -0.4476 0.0540

Table 1:

   d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10    
   

d0 

d1 
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d3 
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d10

   

(a)

   d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10    
   

d0 
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d2 

d3 

d4 

d5 

d6 

d7 

d8 

d9 

d10

   

(b)

Figure 4: Distance sensor correlation matrix obtained
from the pair-wise correlation between pairs of dis-
tance sensors (indexes d0 to d10) for (a) cubes and
(b) cylinders . The behavioral state is “circling”. The
higher the correlation the larger the size of the square.

While the robot was circling around a cube, strong
correlations between the output of all the 24 red chan-
nels (i1 to i24) could be observed. The average correla-
tion amounted to 0.5628 (see Fig. 5a). For cylindrical
objects, the average correlation between the same red
channels (i1 to i24) was 0.1321.
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Figure 5: Image sensor correlation matrix obtained
from the pair-wise correlation between pairs of image
sensors (indexes 1 to 24) for (a) cubes and (b) cylin-
ders. The behavioral state is “circling”. The higher
the correlation the larger the size of the square.

Entropy and mutual information

The pair-wise mutual information between the 24
image sensors, and the 11 proximity sensors is shown

in Fig. 6 and Fig. 7. The diagonals of the plots repre-
sent the entropy of the sensory stimulation.

While the robot circled the object, we observed high
mutual information between pairs of proximity sensors
located on the same side of the robot, that is, between
(d2,d9), (d0,d2) and (d2,d4) when the robot circled the
object in the counter-clockwise direction.

Mutual Information Cubes (bits) Cylinders (bits)

(d0,d0) 0.0464 0.1752
(d2,d2) 3.0225 3.0439
(d9,d9) 1.0292 0.9103
(d0,d2) 0.0252 0.1475
(d2,d4) 0.1956 0.0506
(d2,d9) 0.1919 0.0858

Table 2:

There is a high discrepancy in the sensor d0 entropy
between cubes (0.0464) and cylinders (0.1752). This
discrepancy is also observed in (d0,d2) mutual informa-
tion between cubes (0.0252) and cylinders (0.1474).In
the case of cylinders, due to their smooth round sur-
face, the sensor d0 will always be in contact with the
object. However the sharp corners of the cube prevent
this contact from occurring as frequently. We also ob-
serve a high discrepancy in (d2,d4) mutual information
between cubes (0.1956) and cylinders (0.0506).

   d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10    
   

d0 

d1 

d2 

d3 

d4 

d5 
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d7 

d8 
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d10

   

(a)

   d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10    
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d1 
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d3 

d4 

d5 

d6 

d7 

d8 

d9 

d10

   

(b)

Figure 6: Distance sensor mutual information matrix
obtained from mutual information between pairs of
distance sensors (d0 to d10), in one particular exper-
imental run. The behavioral state is “circling” (a)
cubes and (b) cylinders. The higher the mutual infor-
mation the larger the size of the square.

While the robot was circling around a cube, high
mutual information between the output of all the 24
red channels (i1 to i24) could be observed. The aver-
age mutual information amounted to 0.8166 bits (see
Fig. 7a). For cylindrical objects, the average mutual
information between the same red channels (i1 to i24)
was 0.2676 bits.
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Figure 7: Image sensor mutual information matrix ob-
tained from the pair-wise mutual information between
pairs of image sensors (indexes 1 to 24), in one par-
ticular experimental run. The behavioral state is “cir-
cling” (a) cubes and (b) cylinders. The higher the
mutual information the larger the size of the square.

Geometric Separability Index (GSI)

The GSI identifies the regularities founded by the
Kohonen map in the sensory space, allowing us to pre-
dict the Kohonen map’s learning performance. A GSI
of 0.9989 when the robot has learnt to classify the
cubes and cylinders. Sensory motor interactions indi-
cates the presence of clusters in the data, which the
Kohonen map has extracted. Indeed, the “circling”
behavioral mode by inducing constraints in the input
space, made cubes and cylinders discernible because
data points belonging to one object were close to each
other in the data space (correlation). The data points
belonging to different objects are far apart.
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Figure 8: Dimensionality reduction of the 28-
dimensional sensory input vector. Applied to N=576
vectors with K=7, Isomap learned a two-dimensional
embedding of the data’s informational structure.

Isometric feature mapping

To get a grasp on the high-dimensional space
spanned by the sensory data, we used the Isomap al-
gorithm. By applying Isomap to the 28-dimensional
input space, we were able to compress it to a two-
dimensional space. In Fig. 8, the clusters have been
enclosed in boxes. The X axis shows positive corre-
lation with a linear combination of the following fac-
tors: a) the difference between distance sensors d2-d9

or d3-d10: cubes are clustered by higher values of this
difference and cylinders by the lower values; b) the dif-
ference of right and left motor mR-mL: the cubes are
clustered according to higher values of this difference
compared to the cylinders; and c) the sum of the im-
age sensor values focused on the object being circled:
cubes display a larger number of image sensor activa-
tions than cylinders.The total correlation considering
all these factors was 0.931.

Activation of the sensor d2 orients the robot to-
ward objects (attraction); activation in d9, on the
other hand, makes the robot turn away from objects
(repulsion). For cubes, due to their flat surfaces and
sharp corners, attraction prevails on repulsion. This
results in cubes being associated with larger values
of the differences d2-d9, and d3-d10. In the case of
cylinders, however, attraction prevails on repulsion,
causing the cylinders to be associated with low values
of the difference d2-d9 or d3-d10. Due to the sudden
turns the robot has to make when circling cubes, the
differencemR-mL is higher for cubes than for cylin-
ders. When circling cubes, the robot is closer to it
than for cylinders. The reason behind this is that
in the case of cylinders, the robot starts circling the
object, when one of its distance sensors d4 or d5 de-
tects the object ahead. However, in the case of cubes,
the distance sensors d4 or d5 do not detect the cube.
Rather, it is detected by the center distance sensor d6

which has a much shorter range. This causes the robot
to be much closer to the encircled object in the case
of cubes (larger number of image sensor activations)
than in the case of cylinders (smaller number of image
sensor activations).

6 Further discussion and conclusion

Does sensorimotor coordinated activity induce dis-
cernible regularities or structure in the sensorimotor
space? As shown by the statistical and information-
theoretic analyses of the recorded sensory and motor
data, appropriate coordinated motor activity leads to
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a characteristic “fingerprint” of the sensorimotor inter-
action – that is, spatio-temporal patterns in the sen-
sorimotor space reproducible across multiple experi-
mental runs (for a similar result see also [7]). Such
patterns can be identified, and exploited to simplify
subsequent discrimination tasks.

It is important to note that the categorization for
the robot is based on a 28-dimensional vector of senso-
rimotor values, where each of the sensors take 32 val-
ues (each sensor has a 5 bit resolution). Indeed, this
results in a very large space of potential sensorimo-
tor configurations (2832). The circling behavior of the
robot, allows the agent to generate constraints in its
sensory input that lead to a drastic dimensionality re-
duction of the sensory space. This greatly reduces the
search space of the robot. In other words, the circular
behavior, akin to the object rotation behavior found in
human infants [12], or exploration strategies observed
in adults exploring objects with their hands [13], in-
duces spatio-temporal correlations among the sensory
patterns. These correlations are a further indication
of the fact that the sensorimotor coupling leads to a
reduction of the degrees of freedom in the input space
[2].

The high values of correlation that we have ob-
served in the “circling” behavioral state allow us to
infer that while in this state, the agent generates re-
dundancy in the sensory signals, which can picked up
by the agent itself. In turn, such redundancy is a pre-
requisite for learning, and provides a basis for some
sort of “self-cognition.” That is, the agent can acquire
a notion of its own emergent behavior.

We further note that while it is possible, at least
in simple cases, to characterize exploration strategies
by means of information theoretic and statistical mea-
sures, the proposed measures are by no means equiva-
lent, but complement each other. For instance, in con-
trast to linear correlation, mutual information takes
into account also nonlinear dependencies between var-
ious stochastic variables. The geometric separability
index, on the other side, discerns sensory input based
on how linearly separable it is, that is, based on where
it falls respect to a hyperplane. Isomap, finally, tries to
isolate nonlinear degrees of freedom in the data set. It
would be of interest to understand if the agent could
perform such “analyses” on its own. By character-
izing its interactions with the environment, it would
form the basis on which to build its own individual
experiences, its memory. In future work, we also plan
to study more complex agent-object interactions, and
to experiment with more sophisticated robots.
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Gabriel Gómez would like to thank the EU-Project
ADAPT (IST-2001-37173) for funding. Max Lun-
garella would like to thank the University of Tokyo
for funding and Yasuo Kuniyoshi for support and en-
couragement.

References

[1] R. Pfeifer and C. Scheier. Sensory-motor coordina-
tion: The metaphor and beyond. Robotics and Au-
tonomous Systems, 20:157–178, 1997.

[2] C. Scheier, R. Pfeifer, and Y. Kuniyoshi. Embedded
neural networks: Exploiting constraints. Neural Net-
works, 11:1551–1569., 1998.

[3] R. Pfeifer and C. Scheier. Understanding Intelligence.
MIT Press, 1999.

[4] M. Lungarella, T. Pegors, D. Bulwinkle, and
O. Sporns. Methods for quantifying the informational
structure of sensory and motor data. Neuroinformat-
ics (submitted), 2004.

[5] M. Lungarella and R. Pfeifer. Robots as cognitive
tools: information-theoretic analysis of sensory-motor
data. In Proc. of 2nd Int. IEEE/RSJ Conf. on Hu-
manoid Robotics, pages 245–252, 2001.

[6] O. Sporns. Generating structure in sensory data
through coordinated motor activity. In Proc. of Joint
Conf. on Neural Network, page 2796, 2003.

[7] D. Tarapore, M. Lungarella, and G. Gómez. Quan-
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Abstract

Diversity of HIV (Human Immunodeficiency Virus) in
vivo has been reported. In this study, we propose a CA
(Cellular Automata) model about interaction between the
immune system and HIV, and examine the effect of this di-
versity. Originality of our CA model is that it has not only
four states (HIV, Virgin, Dead, Infect) but diversity of HIV
and T-Cells. Growing maximum value of the diversity, we
performed computer simulation with the CA model. The
results demonstrated that growth of the diversity have an
effect on cell population and simulations steps. Addition-
ally, we observed CA state corresponds to infection, in-
cubation period and development of AIDS. In on our CA
model, it is demonstrate that the diversity of HIV is the
major factor which HIV can escape the immune response.

Keywords: Cellular automata, HIV, Immune system

1 introduction

From the late in the 1980s, many active researches about
infection of HIV (Human Immunodeficiency Virus) and
development of AIDS (Acquired Immunodeficiency Syn-
drome) are current in progress. Medical works have been
reported diversity of HIV which is due to its high muta-
tion rate and variability in HIV-specific T cell epitope se-
quences [1, 2, 3], but its functionality to develop HIV in-
fection against the immune response is not clear in vivo.
Nowak and May have proposed a mathematical model con-
sidered with diversity of HIV strains[4]. According the
model, there existsantigenic diversity thresholdof HIV.

On the other hand, many scientists and engineers have
proposed CA (cellular automata) model to investigate

physical, chemical, life, traffic and economical processes.
Advantage of CA model is that can simplify complicated
interaction into local interaction.

Since it is considered to that the immune system re-
sponses based on local interaction between immune cells
and antigens [5], many CA models about HIV infection
has been proposed [6, 7, 8, 9, 10, 11, 12].

But until now, no work has focused on diversity of HIV
with CA model. In this study, we proposed CA model con-
sidering diversity of HIV and investigated its behavior.

2 Model

We consider two-dimensional CA, the cells of which
being arranged in a square lattice. Each cell has
four states (HIV, Virgin, Dead, Infect) and Type i (i =
0,1,2, · · · ,Tmax¡1) as follows:

² HIV[i]: A state being HIV typei which is from out-
side the body, other lymphocyte or host cell. Although
there exists only one HIV strain (HIV[0] ) at the be-
ginning of infection, it mutates into strainHIV[1],
HIV[2], · · · , or HIV [Tmax¡1] in each proliferate pro-
cess.

² Virgin[i]: Uninfected healthy host cell which can only
response and eliminate againstIn f ect[i].

² Dead: Nothing exists. After movingHIV [i] or
In f ect[i] was eliminated.

² Infect[i]: A state corresponds to host cell (Virgin[¤])
infected byHIV [i].

HIV [¤],Virgin[¤] andIn f ect[¤] imply any type of HIV,
host cell and infected cell respectively.Tmaxstands for anti-
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genic diversity of HIV and the immune system in the CA
model. In fact, this is the originality of our model.

Parameters of the model are maximum value of the
diversity of HIV, Tmax and small initial infection frac-
ture pHIV. The initial CA configuration is composed of
Virgin[¤] with pHIV of HIV [0]. Type i and the placement
chosen randomly.

In one time step the entire lattice is updated in a syn-
chronized parallel way, according to the rules described be-
low. The updated state of a cell is dependent on the states
of its Mooreneighbors in a square lattice.

We determine this process will continue until all the
HIV [¤] andIn f ect[¤] or Virgin[¤] is eliminated.

Rule 1 Moving of HIV:If HIV [¤] has at least oneVirgin[¤]
or Deadneighbor, it becomesDeadwith probability
(the number sum ofVirgin[¤] andDead)/8. This rule
represents that HIV moves to the cite nothing exists or
infects to another virgin host cell.

Rule 2 Being infected of virgin host cell with HIV:If
Virgin[¤] has at least oneHIV [i], it becomesIn f ect[i]
with probability (the number ofHIV [i])/8. This rule
represents that virgin host cell is infected with HIV.

Rule 3 Mutation and emergence of HIV:(a) If Dead has
at least oneIn f ect[¤], it becomesHIV [¤] since HIV
mutates before emergence, with probability (the num-
ber of In f ect[¤])/8 . This rule represents that HIV
emerges from infected host cell.(b) If Dead has at
least oneHIV [i], it becomesHIV [i] with probability
(the number ofHIV [i])/8. This rule represents that
moving of HIV from another cite.

Rule 4 Update of infected cell:(a) If In f ect[¤] has at least
one Virgin[i], it becomesVirgin[i] with probability
(the number ofVirgin[i])/8. This rule represents that
infected cell is eliminated by typei activated virgin
host cell.(b) Otherwise it becomesHIV [i] since HIV
eliminate infected cell.

We performed computer simulations of the model, us-
ing periodic boundary condition, on a100£ 100 lattice,
pHIV = 0.05 with Tmax from 1 to 35. For eachTmax, we
performed 1000 times trial runs.

3 Results and Discussion

Fig. 1 and 2 show the relation between average num-
ber of cells andantigenic diversityof HIV, Tmax. HIV [¤]
,Empty increased withTmax. In addition, decrease of
Virgin[¤] was also observed. Mutation of HIV in vivo has
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Figure 1: Average number ofHIV [¤] cells versusTmax.
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versusTmax.

been reported. From these results, it seem to suggest that
antigenic diversityof HIV has great effect on the model.

Fig. 3 shows the relation between average simulation
steps andTmax. The simulation steps increased withTmax.
Long time incubation period of HIV has been known. This
result corresponds to HIV infect phenomenon in vivo.

Main points are described below:
First, since the decrease ofVirgin[¤] depend on HIV in-

fection in the model, the situation that immune system can-
not response was assumed to be due to increase ofantigenic
diversityof HIV (Fig. 1, 2). In detail, if no responsible im-
mune cells exist on itsMoore neighbors, HIV can escape
the immune response in the CA model.

Second, Fig. 3 points out that long time steps were
needed to stop simulation in the situation highantigenic
diversityof HIV.

Fig. 1-3 indicate only average value of 1000 times runs.
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Since the CA model is not deterministic, the simulation
result of one trial run (namely whether HIV is control or
not) is not depend on parameters. Fig. 4-6 show the time-
evolution of CA state. In early stage (Fig. 4), a volume of
In f ect[¤] was observed. This state seem to correspond to
initial infection. In contrast, only a fewIn f ect[¤] cells was
observed in fig. 5. This state seem to correspond to incu-
bation period in which being controlled ofHIV [¤]. More-
over, since CA is filled withDead in fig. 6, this state seem
to correspond tobreak downof the immune system, that is
AIDS.

4 Conclusion

In this study, we modeled the interaction between HIV
and the immune system with CA approach to examine the
effect of antigenic diversity of HIV. We make a point that
CA approach which is based on local interaction is very
useful to investigate the interaction between HIV and the
immune system.

Our CA model contrasts with deterministic model be-
cause simulation result of each trial runs is different at same
parameters. Since all the HIV carrier don’t have an onset
of AIDS; variety of time in incubation period has reported,
this property of CA model is correspond with phenomenon
in vivo.

Originality of out CA model is that takes into considera-
tion of antigenic diversity of HIV. We have takenantigenic
diversityof HIV as parameter. Simulation results suggest
that increase ofantigenic diversityof HIV has great impact
on the immune system.

By taking account forantigenic diversityin CA model,
we make a point that HIV which has diversity can escape
from local immune response and proliferate.

Figure 4: Snapshot of CA state at step 1. Red:In f ect[¤],
Black: HIV¤, White: Virgin[¤], Gray: Dead. Parameters
are:Tmax= 24, pHIV = 0.05

These results depend on that interaction between HIV
and the immune system is sum of local interactions. We
are currently performing studies to determine CA model
to compute Moore neighbor. Therefore, it is interesting to
change condition of neighbor.

Further studies to analyze development ofantigenic di-
versityof HIV and pattern which is formulated by CA are
required.

In summary, the present work shows that the the CA
model taking account forantigenic diversityof HIV can
examine interaction between HIV and the immune system
successfully.
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ä���å^���ª���A�æ±

¸ ¥æ¹2À�»d÷����ª��¬^�í���A �»�¾ ó Þ$Þ$×XÌ Ñ ÓeÊ Ø�
 Ë�Ý�Ç�ÍPÜ7Ê�Ý½Ó�ÇMÞ$Ý�Ë�ÌgÍ ó ÓeÝ Î¶Ï�Ï7Ð ÑeÒ Ë Ø
Ó Ñ È�Ì^Ý Øeó Ì^Ó�Ç ÐiÐ Ñ Ú�ÇÛÌ^Ó�Ü7Ê�Ý½Ó;ÇÛÞ$Ý���Ê Î É�Ó Ñ ò�ÒMÑ Ë Ð7ó Þ$Þ�×�ÌgÇ$Ü7Ê�Ý½Ó�ÇMÞ$Ý Ø ¾
ãn�������ª�$��«ª���������ª���ª­ª¾�®M©�©�¡ ¯ ���²ä���å^���ª�����Û±

¸ ¤Û¹�º�»g¼v�\«ª ½�ª�a���A �»�¾�à�Ë�ÉAË�Í Ñ Ú�Þ ÈAÕ ß Ë Ð Ò × Ð Ë�Ó Ñ È�Ì0Õ�É=È�Þ Ð Ñ Õ�Ç Ò È�Þ ÏgÐ Ç½á
Ý½Ê�Ý�Ó�ÇÛÞ�¾ª¿²���A��éX� ���$��«��ª�������ª���M¾ª§�¢�¢�¦ ¯ ���²ä���å^���ª���A�æ±
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Abstract

This paper presents a comparative study of state-
change complexity in optimum- and linear-time syn-
chronization algorithms for a large-scale of cellular au-
tomata on one- and two-dimensional arrays. We im-
plement most of the synchronization protocols devel-
oped so far and investigate their state-change com-
plexities on a computer.

1 Introduction

In recent years cellular automata (CA) have been
establishing increasing interests in the study of mod-
eling real phenomena occurring in biology, chemistry,
ecology, economy, geology, mechanical engineering,
medicine, physics, sociology, public traffic, etc. Cel-
lular automata are considered to be a nice model of
complex systems in which an infinite one-dimensional
array of finite state machines (cells) updates itself in
synchronous manner according to a uniform local rule.

The synchronization in cellular automata has been
known as firing squad synchronization problem since
its development, in which it was originally proposed by
J. Myhill to synchronize all parts of self-reproducing
cellular automata [9]. The firing squad synchroniza-
tion problem has been studied extensively for more
than 40 years [1-18].

The complexity of synchronization algorithms has
received much attention, and those synchronization al-
gorithms have been studied from viewpoints of time
complexity, number of internal states of the automata,
and number of transition rules. Vollmar [15, 16] in-
troduced a concept of state-change complexity as a
measure of energy consumption in the cellular spaces
and showed that any optimum-time synchronization
algorithms operating on one-dimensional array need
Ω(n log n) state-changes for synchronizing n-cells.

In this paper, we give a comparative study of state-
change complexity in the synchronization algorithms

developed so far. The synchronization algorithms be-
ing compared in this paper are seven optimum- and
linear-time algorithms developed by Balzer [1], Fis-
cher [2], Gerken [3], Mazoyer [8], Minsky [9], Waksman
[17] and Yunés [18] . The state-change complexity in
several synchronization algorithms on two-dimensional
arrays are also studied in the last section.

C 1 C 2 C 3 C 4 C n

2

1 2 3 4 n

1

m

Figure 1: Cellular automata.

2 Firing squad synchronization prob-
lem on one-dimensional cellular au-
tomaton

In this section we give informal definitions of cel-
lular automata, firing squad synchronization problem
and a measure of state-change complexity for synchro-
nization algorithms on one-dimensional cellular au-
tomata.

2.1 One-dimensional cellular automaton

Figure 1 (above) shows a finite one-dimensional cel-
lular array consisting of n cells, denoted by Ci, where
1 ≤ i ≤ n. Each cell is an identical (except the bor-
der cells) finite-state automaton. The array operates
in lock-step mode in such away that the next state of
each cell (except border cells) is determined by both
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its own present state and the present states of its left
and right neighbors. All cells, except the left end cell,
are initially in a quiescent state at time t = 0. The
quiescent state has a property that the next state of a
quiescent cell with quiescent neighbors is the quiescent
state again.

2.2 Firing Squad Synchronization Prob-
lem

The firing squad synchronization problem is formal-
ized in terms of the model of cellular automata. All
cells (soldiers), except the left end cell, are initially in
the quiescent state at time t = 0. At time t = 0 the left
end cell (general ) is in the fire-when-ready state, which
is an initiation signal to the array. The firing squad
synchronization problem is stated as follows. Given
an array of n identical cellular automata, including
a general on the left end which is activated at time
t = 0, we want to give the description (state set and
next-state function) of the automata so that, at some
future time, all of the cells will simultaneously and, for
the first time, enter a special firing state. The set of
states and the next-state function must be indepen-
dent of n. Without loss of generality, we assume that
n ≥ 2. The tricky part of the problem is that the same
kind of soldier having a fixed number of states must be
synchronized, regardless of the length n of the array.

2.3 State-change complexity in one-
dimensional synchronization algo-
rithms

Vollmar [15, 16] introduced a state-change complex-
ity in order to measure the efficiency of cellular algo-
rithms and showed that Ω(n log n) state changes are
required for the synchronization of n cells in (2n− 2)
steps.

[Theorem 1][16] Ω(n log n) state-change is necessary
for synchronizing n cells in (2n− 2) steps.

3 State-change complexity in one-
dimensional synchronization algo-
rithms

3.1 Optimum-time synchronization algo-
rithms

Waksman [17] presented a 16-state optimum-time
synchronization algorithm. Afterward, Balzer [1] and
Gerken [3] developed an eight-state algorithm and a
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Figure 2: State-changes in optimum-time synchroniza-
tion algorithms.

seven-state synchronization algorithm: Gerken I, re-
spectively, thus decreasing the number of states re-
quired for the synchronization. In 1987, Mazoyer
[8] developed a six-state synchronization algorithm
which, at present, is the algorithm having the fewest
states. The state change complexity for those algo-
rithms is investigated on a computer, and the next
theorem is established.

[Theorem 2] Each optimum-time synchronization al-
gorithm developed by Balzer [1], Gerken [3], Mazoyer
[8] and Waksman [17] has an O(n2) state-change com-
plexity, respectively.

Figure 2 shows a comparison between state-
changes of the optimum-time synchronization algo-
rithms. Gerken [3] has shown that his 155-state al-
gorithm has Θ(n log n) state-change complexity.

3.2 Linear-time synchronization algo-
rithms

The firing squad synchronization problem was first
solved by J. McCarthy and M. Minsky [9] who pre-
sented a 3n-step algorithm. Fischer [2] gave a 15-
state implementation for the 3n-step synchronization
scheme. Both of the algorithms were based on the
divide-and-conquer scheme that were realized with
1/1- and 1/3-speed signals interacting each other.
These signals look like threads in the time-space dia-
gram and the 3n-step synchronization algorithm based
on the scheme is said to be thread-like algorithm.
Yunés [18] presented a seven-state implementation
based on the thread-like algorithm. In his construc-
tion, the width of the threads is larger than the pre-
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vious design. We can get the state change complexity
for the 3n-step thread-like synchronization algorithms
with finite-width threads.

[Theorem 3] Any 3n-step finite-width thread-like
synchronization algorithm has an O(n log n) state-
change complexity.

[Theorem 4] Each linear-time 3n-step synchroniza-
tion algorithm developed by Fischer [2], Minsky and
MacCarthy [9], and Yunés [18] has an Ω(n log n) state-
change complexity, respectively.

Figure 3 shows a comparison between state-changes
of the 3n-step synchronization algorithms with finite-
width threads.
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Figure 3: State-changes in 3n-step synchronization al-
gorithms.

4 State-change complexity in two-
dimensional synchronization algo-
rithms

Figure 1 (below) shows a finite two-dimensional (2-
D) cellular array consisting of m × n cells. Each cell
is an identical (except the border cells) finite-state au-
tomaton. The array operates in lock-step mode in
such a way that the next state of each cell (except
border cells) is determined by both its own present
state and the present states of its north, south, east
and west neighbors. All cells (soldiers), except the
north-west corner cell (general), are initially in the
quiescent state at time t = 0 with the property that
the next state of a quiescent cell with quiescent neigh-
bors is the quiescent state again. At time t = 0,
the north-west corner cell C1,1 is in the fire-when-
ready state, which is the initiation signal for synchro-
nizing the array. The firing squad synchronization

problem is to determine a description (state set and
next-state function) for cells that ensures all cells en-
ter the fire state at exactly the same time and for the
first time. The set of states must be independent of
m and n. Maeda and Umeo [5] developed a simple
and efficient mapping scheme that enables us to em-
bed any one-dimensional firing squad synchronization
algorithm onto two-dimensional arrays without intro-
ducing additional states. We see that any configura-
tion on a 1-D CA consisting of m + n− 1 cells can be
mapped onto 2-D m × n arrays. Therefore, when the
embedded 1-D CA fires m+n−1 cells in T (m+n−1)
steps, the corresponding 2-D CA fires the m×n array
in T (m+n−1) steps. We can design state-efficient syn-
chronization algorithms based on the mapping. Those
algorithms are stated as follows:

[Theorem 5][5,14] There exists a 6-state firing squad
synchronization algorithm that can synchronize any
m× n rectangular array in 2(m + n)− 4 steps.

[Theorem 6][4,5,14] There exists a 13-state firing
squad synchronization algorithm that can synchronize
any m × n rectangular array in optimum m + n +
max(m,n)− 3 steps.

In Fig. 4 (left), we show snapshots of the 13-state
optimum-time generalized firing squad synchroniza-
tion algorithm. Shaded squares in Fig. 4 (right) mean
cells that change their states in the computation. Fig-
ure 5 shows a comparison of the state-change com-
plexity of the algorithm in the case where the initial
general is located on C1,Cn/4 and Cn/2. Figure 6 il-
lustrates the state-change complexities between those
two linear- and optimum-time algorithms for rectan-
gular arrays.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0 Q Q Q Q Q Q Q R Q Q Q Q Q Q Q Q Q Q Q Q

1 Q Q Q Q Q Q Z G Z Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Z Q1 G Q2 Z Q Q Q Q Q Q Q Q Q Q

3 Q Q Q Q Z Q1 Q1 G Q2 Q2 Z Q Q Q Q Q Q Q Q Q

4 Q Q Q Z Q1 Q1 Q1 G Q2 Q2 Q2 Z Q Q Q Q Q Q Q Q

5 Q Q Z Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Z Q Q Q Q Q Q Q

6 Q Z Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q Q Q

7 W Q1 Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q Q

8 W ] Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q

9 W ] ] Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q

10 W ] A ] Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q

11 W ] H Q ] Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q

12 W ] R H A ] Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 W

13 W ] R H H Q ] G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ W

14 W ] R H Q H A N Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ [ W

15 W ] R ] H H H ] H Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ H [ W

16 W ] H ] H H H ] R Z Q2 Q2 Q2 Q2 Q2 [ Q A [ W

17 W ] H ] H H H Q R H Z Q2 Q2 Q2 [ H A R [ W

18 W ] H ] H H Q H R H N Z Q2 [ Q A A R [ W

19 W ] H ] H Q H H R ] H H [ H A Q A R [ W

20 W ] H ] R H H H H ] H [ Q A A A [ R [ W

21 W ] H Q R H H H H ] [ H A Q A A [ A [ W

22 W ] R H R H H H H W W A A A Q A [ A [ W

23 W ] R H R H H H [ W W ] A A A R [ A [ W

24 W ] R H R H H [ [ W W ] ] A A R Q A [ W

25 W ] R H R H [ H [ W W ] A ] A R A R [ W

26 W ] R H R [ Q A [ W W ] H Q ] R A R [ W

27 W ] R H W W A R [ W W ] R H W W A R [ W

28 W ] R [ W W ] R [ W W ] R [ W W ] R [ W

29 W ] W [ W W ] W [ W W ] W [ W W ] W [ W

30 W W W W W W W W W W W W W W W W W W W W

31 F F F F F F F F F F F F F F F F F F F F

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0 Q Q Q Q Q Q Q R Q Q Q Q Q Q Q Q Q Q Q Q

1 Q Q Q Q Q Q Z G Z Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Z Q1 G Q2 Z Q Q Q Q Q Q Q Q Q Q

3 Q Q Q Q Z Q1 Q1 G Q2 Q2 Z Q Q Q Q Q Q Q Q Q

4 Q Q Q Z Q1 Q1 Q1 G Q2 Q2 Q2 Z Q Q Q Q Q Q Q Q

5 Q Q Z Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Z Q Q Q Q Q Q Q

6 Q Z Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q Q Q

7 W Q1 Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q Q

8 W ] Q1 Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q Q

9 W ] ] Q1 Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q Q

10 W ] A ] Q1 Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q Q

11 W ] H Q ] Q1 Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Z Q

12 W ] R H A ] Q1 G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 W

13 W ] R H H Q ] G Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ W

14 W ] R H Q H A N Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ [ W

15 W ] R ] H H H ] H Q2 Q2 Q2 Q2 Q2 Q2 Q2 [ H [ W

16 W ] H ] H H H ] R Z Q2 Q2 Q2 Q2 Q2 [ Q A [ W

17 W ] H ] H H H Q R H Z Q2 Q2 Q2 [ H A R [ W

18 W ] H ] H H Q H R H N Z Q2 [ Q A A R [ W

19 W ] H ] H Q H H R ] H H [ H A Q A R [ W

20 W ] H ] R H H H H ] H [ Q A A A [ R [ W

21 W ] H Q R H H H H ] [ H A Q A A [ A [ W

22 W ] R H R H H H H W W A A A Q A [ A [ W

23 W ] R H R H H H [ W W ] A A A R [ A [ W

24 W ] R H R H H [ [ W W ] ] A A R Q A [ W

25 W ] R H R H [ H [ W W ] A ] A R A R [ W

26 W ] R H R [ Q A [ W W ] H Q ] R A R [ W

27 W ] R H W W A R [ W W ] R H W W A R [ W

28 W ] R [ W W ] R [ W W ] R [ W W ] R [ W

29 W ] W [ W W ] W [ W W ] W [ W W ] W [ W

30 W W W W W W W W W W W W W W W W W W W W

31 F F F F F F F F F F F F F F F F F F F F

Figure 4: Snapshots of the generalized 13-states syn-
chronization algorithm.
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Figure 6: State-changes in the two-dimensional syn-
chronization algorithms.

5 Conclusions

We have implemented most of the synchroniza-
tion algorithms developed so far and investigated their
state-change complexities on a computer. A compara-
tive study of the state-change complexity in optimum-
and linear-time synchronization algorithms on one-
and two-dimensional cellular arrays has been pre-
sented.
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1 Introduction

The synchronization in cellular automata has been
known as firing squad synchronization problem since
its development, in which it was originally proposed by
J. Myhill to synchronize all parts of self-reproducing
cellular automata [5]. The firing squad synchroniza-
tion problem has been studied extensively for more
than 40 years [1-10]. The present authors are involved
in research on firing squad synchronization algorithms
on two-dimensional (2-D) cellular arrays.

In this paper, we first propose a new linear-time
generalized synchronization algorithm that can syn-
chronize any m × n rectangular array in m + n +
max(r + s,m + n− r − s + 2)− 4 steps with the gen-
eral at an arbitrary initial position (r, s) of the array.
The algorithm is based on a state-efficient mapping
scheme for embedding a restricted class of generalized
one-dimensional optimum-time synchronization algo-
rithms onto 2-D rectangular arrays. The embedding
can be implemented with providing two additional
states. We show that the linear-time 14-state solution
developed yields an optimum-time synchronization al-
gorithm in the case where the general is located at the
north-east corner. Due to the space available, we omit
proofs of the theorems.

2 Firing Squad Synchronization Prob-
lem on Two-Dimensional Cellular
Automata

Figure 1 shows a finite two-dimensional (2-D) cel-
lular array consisting of m × n cells. Each cell is an
identical (except the border cells) finite-state automa-
ton. The array operates in lock-step mode in such a
way that the next state of each cell (except border

cells) is determined by both its own present state and
the present states of its north, south, east and west
neighbors. All cells (soldiers), except one general cell,
are initially in the quiescent state at time t = 0 with
the property that the next state of a quiescent cell
with quiescent neighbors is the quiescent state again.
At time t = 0, any one cell on the array is in the
fire-when-ready state, which is the initiation signal for
synchronizing the array. The firing squad synchro-
nization problem is to determine a description (state
set and next-state function) for cells that ensures all
cells enter the fire state at exactly the same time and
for the first time. The set of states must be indepen-
dent of m and n. We call the synchronization problem
normal, when the initial position of the general is re-
stricted to north-west corner of the array. We consider
a generalized firing squad synchronization problem, in
which the general can be initially located at any posi-
tion on the array. As for the normal synchronization
problem, several algorithms have been proposed, in-
cluding Beyer [1], Grasselli [2], Kobayashi [3], Shinahr
[7], Szwerinski [8] and Umeo, Maeda and Fujiwara [9].
Umeo, Maeda and Fujiwara [9] presented a 6-state
two-dimensional synchronization algorithm that fires
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Figure 1: A two-dimensional cellular automaton.
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Figure 2: Correspondence between 1-D and 2-D cellu-
lar arrays.

any m×n arrays in 2(m+n)−4 steps. The algorithm
is slightly slower than the optimum ones, but the num-
ber of internal states is considerably smaller. Beyer [1]
and Shinahr [7] presented an optimum-time synchro-
nization scheme in order to synchronize any m × n
arrays in m + n + max(m,n) − 3 steps. To date, the
smallest number of cell states for which an optimum-
time synchronization algorithm has been developed is
28 for rectangular array, achieved by Shinahr [7]. On
the other hand, Szwerinski [8] proposed an optimum-
time generalized 2-D firing algorithm with 25,600 in-
ternal states.

3 Linear- and Optimum-Time Firing
Squad Synchronization Algorithms

Now we consider a generalized firing squad synchro-
nization problem, in which the general can be initially
located at any position on the array. Before presenting
the algorithm, we propose a simple mapping scheme
for embedding one-dimensional generalized synchro-
nization algorithms onto two-dimensional arrays.

Consider a correspondence between 1-D array of
length m+n−1 and 2-D array of size m×n, shown in
Fig. 2. Each black square corresponds to initial gen-
eral cell on the array. The 2-D array of size m× n is
divided into m + n− 1 groups gk, 1 ≤ k ≤ m + n− 1,
that is defined as follows:

gk = {Ci,j|(i− 1) + (j − 1) = k − 1}, i.e.,

g1 = {C1,1},
g2 = {C1,2,C2,1},
g3 = {C1,3,C2,2,C3,1},
.

1 2 3 4 5 6 7 8 9 10111213
0 Q Q Q R Q Q Q Q Q Q Q Q Q
1 Q Q < G > Q Q Q Q Q Q Q Q
2 Q < Q G Q > Q Q Q Q Q Q Q
3 W Q Q G Q Q > Q Q Q Q Q Q
4 W ] Q G Q Q Q > Q Q Q Q Q
5 W ] ] G Q Q Q Q > Q Q Q Q
6 W ] A N Q Q Q Q Q > Q Q Q
7 W ] H ] H Q Q Q Q Q > Q Q
8 W ] H ] R > Q Q Q Q Q > Q
9 W ] H Q R H > Q Q Q Q Q W

10 W ] R H R H N > Q Q Q [ W
11 W ] R H R ] H H > Q [ [ W
12 W ] R H H ] H H N [ H [ W
13 W ] R H H ] H Q [ Q A [ W
14 W ] R H H ] R [ H A R [ W
15 W ] R H H Q W Q A A R [ W
16 W ] R H Q [ W ] Q A R [ W
17 W ] R ] [ [ W ] ] [ R [ W
18 W ] H W H [ W ] H W A [ W
19 W ] [ W ] [ W ] [ W ] [ W
20 W W W W W W W W W W W W W
21 F F F F F F F F F F F F F

C-(k-1 ) C0 Cn-1

1

1

1

1

Area A

t = 0

(a)

t = 2k-2

t = k-1

t = n+k-2

t = n+k

       +max(k,n)-3

t = n-1

(b)

Figure 3: Time-space diagram for optimum-time gen-
eralized firing squad synchronization algorithm and
snapshots for a 12-state implementation of the gen-
eralized firing squad synchronization algorithm with
the property Q on 13 cells with a general on C4.

.

.
,
gm+n−1 = {Cm,n}.

The objective of our correspondence is to embed
configurations of 1-D generalized synchronization al-
gorithms onto 2-D arrays.

Property Q: We say that a generalized firing algorithm
has a property Q, where any cell, except the general
cell Ck, keeps a quiescent state in the area A of the
time-space diagram shown in Fig. 3(a).

For any 2-D array M of size m × n with the gen-
eral at Cr,s, where 1 ≤ r ≤ m, 1 ≤ s ≤ n, there
exists a corresponding 1-D cellular array N of length
m + n − 1 with the general at Cr+s−1 such that the
configuration of N can be mapped on M , and M fires
if and only if N fires. The transition table for N con-
sists of four parts, one is a transformation rule set
(Type (I)) that is for the inner cells of 2-D array and
the other two sets (Type (II) and Type (III)) are for
the state transition of cells C1,1 and Cm,n. The fourth
part is a new set of transition rules (omitted) for the
transmission of general state in the diagonal direction.
Let δ1(a, b, c) = d be any transition rule of M , where
a, b, c, d ∈ {Q− {w}}. Then, N has seven Type (I)
transition rules, as shown in Fig. 4. The first rule
(1) in Type (I) is used by an inner cell that does not
include border cells amongst its four neighbors. Rules
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Type (III): Lower-right 

                    corner cell

For any state a, b, d 2 {Q-{w}}

such that δ1(a, b, w) = d: 

a

wba

w

d(1)

Type (II): Upper-left 

                  corner cell

For any state b, c, d 2 {Q-{w}}

such that δ1(w, b, c) = d :

w

cbw

c

d(1)

a

cba

c

d(1)

(2)

(3)

(4)

(5)

(6)

(7)

w

cba

c

d

a

cba

w

d

a

cbw

c

d

a

wba

c

d

a

cbw

w

d

w

wba

c

d

Type (I): Inner cell 
For any state a,b,c,d 2 {Q-{w}}

such that δ1(a, b, c) = d :

Figure 4: Construction of transition rules for 2-D
linear-time firing squad synchronization algorithm.

(2)-(5) are used by an inner cell that has a border
cell as its upper, lower, left, right, lower left, or upper
right neighbor, respectively. Here the terms upper,
right etc. on the rectangular array are interpreted in
a usual way, shown in Fig. 2, although the array is ro-
tated by 45◦ in the counterclockwise direction. Rules
(6)-(7) in Type (I) are used by an inner cell that has
border cells in its left-lower and right-upper neighbors,
respectively.

Let St
i , St

i,j and St
gi

denote the state of Ci, Ci,j at
step t and the set of states of the cells in gi at step
t, respectively. Then, we can establish the following
lemma.

[Lemma 1] The following two statements hold:

1. For any integer i and t such that 1 ≤ i ≤ m+n−
r−s+1, r+s+ i−3 ≤ t ≤ T (m+n−1, r+s−1),
‖ St

gi
‖= 1 and St

gi
= St

i . That is, all cells in gi at
step t are in the same state and it is equal to St

i ,
where the state in St

gi
is simply denoted by St

gi
.

2. For any integer i and t such that m+n−r−s+2 ≤
i ≤ m + n − 1, 2m + 2n − r − s − i − 1 ≤ t ≤
T (m + n− 1, r + s− 1), ‖ St

gi
‖= 1 and St

gi
= St

i .

[Theorem 2] Let M be any s-state generalized syn-
chronization algorithm with the property Q operating
in T (k, �) steps on one-dimensional � cells with a gen-
eral on the k-th cell from the left end. Then, based
on M , we can construct a two-dimensional (s + 2)-
state cellular automaton N that can synchronize any
m × n rectangular array in T (m,m + n − 1) steps.
The one-dimensional generalized firing squad synchro-

nization algorithm with the property Q can be easily
embedded onto two-dimensional arrays with a small
overhead. Fig. 3(b) shows snapshots of our 12-state
optimum-time generalized firing squad synchroniza-
tion algorithm with the property Q.

[Theorem 3] There exists a 12-state one-dimensional
cellular automaton with the property Q that can syn-
chronize � cells with a general on the k-th cell from
the left end in optimum �−2+max(k, �−k +1) steps.

Based on the 12-state generalized 1-D algorithm
given above, we obtain the following 2-D generalized
synchronization algorithm that synchronizes any 2-D
array of size m× n in m + n− 3 + max(r + s− 1,m +
n−r−s+1) = m+n+max(r+s,m+n−r−s+2)−4
steps.

[Theorem 4] There exists a 14-state 2-D CA that can
synchronize any m × n rectangular array in optimum
m + n + max(r + s,m + n− r− s + 2)− 4 steps with
the general at an arbitrary initial position (r, s).

Two additional states are required in our construc-
tion (details omitted). Szwerinski [8] also proposed an
optimum-time generalized 2-D firing algorithm with
25,600 internal states that fires any m × n array in
m+n+max(m,n)−min(r,m− r +1)−min(s, n−s+
1) − 1 steps, where (r, s) is the general’s initial posi-
tion. Our 2-D generalized synchronization algorithm is
max(r+s,m+n−r−s+2)−max(m,n)+min(r,m−
r + 1) + min(s, n − s + 1) − 3 steps larger than the
optimum algorithm proposed by Szwerinski [8]. How-
ever, the number of internal states required to yield
the firing condition is the smallest known at present.
Snapshots of our 14-state generalized synchronization
algorithm running on a rectangular array of size 7× 9
with the general at C4,5 are shown in Fig. 5.

Our linear-time synchronization algorithm is inter-
esting in that it includes an optimum-step synchro-
nization algorithm as a special case where the general
is located at the north-east corner. By letting r = 1,
s = n, we get m+n+max(r+s,m+n−r−s+2)−4 =
m+n+max(n+1,m+1)−4 = m+n+max(m,n)−3.
Thus the algorithm is a time-optimum one. We have:
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[Theorem 5] There exists a 14-state 2-D CA that can
synchronize any m × n rectangular array in m + n +
max(m,n)− 3 steps.

4 Conclusions

We have proposed a state-efficient mapping scheme
for embedding a restricted class of generalized one-
dimensional synchronization algorithms onto 2-D
rectangular arrays, then based on the scheme, a
new linear-time generalized synchronization algorithm
with fourteen states has been presented that can syn-
chronize any m × n rectangular array in m + n +
max(r+s,m+n− r−s+2)−4 steps with the general
at an arbitrary initial position (r, s) of the array. It is
shown that the linear-time 14-state solution developed
yields an optimum-time synchronization algorithm in
the case where the general is located at the north-east
corner.
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Step:0 1 2 3 4 5 6 7 8 9

1 Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q

3 Q Q Q Q Q Q Q Q Q

4 Q Q Q Q R Q Q Q Q

5 Q Q Q Q Q Q Q Q Q

6 Q Q Q Q Q Q Q Q Q

7 Q Q Q Q Q Q Q Q Q
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1 Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q

3 Q Q Q Q < Q Q Q Q

4 Q Q Q < G > Q Q Q

5 Q Q Q Q > Q Q Q Q

6 Q Q Q Q Q Q Q Q Q

7 Q Q Q Q Q Q Q Q Q

Step:2 1 2 3 4 5 6 7 8 9

1 Q Q Q Q Q Q Q Q Q

2 Q Q Q Q < Q Q Q Q

3 Q Q Q < Q G Q Q Q

4 Q Q < Q G Q > Q Q

5 Q Q Q G Q > Q Q Q

6 Q Q Q Q > Q Q Q Q

7 Q Q Q Q Q Q Q Q Q

Step:3 1 2 3 4 5 6 7 8 9

1 Q Q Q Q < Q Q Q Q

2 Q Q Q < Q G1 Q Q Q

3 Q Q < Q Q G G2 Q Q

4 Q < Q Q G Q Q > Q

5 Q Q G1 G Q Q > Q Q

6 Q Q Q G2 Q > Q Q Q

7 Q Q Q Q > Q Q Q Q

Step:4 1 2 3 4 5 6 7 8 9

1 Q Q Q < Q Q Q Q Q

2 Q Q < Q Q Q G Q Q

3 Q < Q Q Q G Q Q Q

4 < Q Q Q G Q Q Q >

5 Q Q Q G Q Q Q > Q

6 Q Q G Q Q Q > Q Q

7 Q Q Q Q Q > Q Q Q
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1 Q Q < Q Q Q G1 Q Q
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6 Q G1 G Q Q Q Q > Q

7 Q Q G2 Q Q Q > Q Q
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1 Q < Q Q Q Q Q G Q

2 < Q Q Q Q Q G Q Q
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4 Q Q Q Q G Q Q Q Q

5 Q Q Q G Q Q Q Q Q

6 Q Q G Q Q Q Q Q >

7 Q G Q Q Q Q Q > Q

Step:7 1 2 3 4 5 6 7 8 9

1 W Q Q Q Q Q Q G Q

2 Q Q Q Q Q Q G Q Q

3 Q Q Q Q Q G Q Q Q

4 Q Q Q Q G Q Q Q Q

5 Q Q Q G Q Q Q Q Q

6 Q Q G Q Q Q Q Q Q

7 Q G Q Q Q Q Q Q W

Step:8 1 2 3 4 5 6 7 8 9

1 W ] Q Q Q Q Q G Q

2 ] Q Q Q Q Q G Q Q

3 Q Q Q Q Q G Q Q Q

4 Q Q Q Q G Q Q Q Q

5 Q Q Q G Q Q Q Q Q

6 Q Q G Q Q Q Q Q [

7 Q G Q Q Q Q Q [ W

Step:9 1 2 3 4 5 6 7 8 9

1 W ] ] Q Q Q Q G Q

2 ] ] Q Q Q Q G Q Q

3 ] Q Q Q Q G Q Q Q

4 Q Q Q Q G Q Q Q Q

5 Q Q Q G Q Q Q Q [

6 Q Q G Q Q Q Q [ [

7 Q G Q Q Q Q [ [ W

Step:101 2 3 4 5 6 7 8 9

1 W ] A ] Q Q Q G Q

2 ] A ] Q Q Q G Q Q

3 A ] Q Q Q G Q Q Q

4 ] Q Q Q G Q Q Q [

5 Q Q Q G Q Q Q [ H

6 Q Q G Q Q Q [ H [

7 Q G Q Q Q [ H [ W

Step:111 2 3 4 5 6 7 8 9

1 W ] H Q ] Q Q G Q

2 ] H Q ] Q Q G Q Q

3 H Q ] Q Q G Q Q [

4 Q ] Q Q G Q Q [ Q

5 ] Q Q G Q Q [ Q A

6 Q Q G Q Q [ Q A [

7 Q G Q Q [ Q A [ W

Step:121 2 3 4 5 6 7 8 9

1 W ] R H A ] Q G Q

2 ] R H A ] Q G Q [

3 R H A ] Q G Q [ H

4 H A ] Q G Q [ H A

5 A ] Q G Q [ H A R

6 ] Q G Q [ H A R [

7 Q G Q [ H A R [ W

Step:131 2 3 4 5 6 7 8 9

1 W ] R H H Q ] G [

2 ] R H H Q ] G [ Q

3 R H H Q ] G [ Q A

4 H H Q ] G [ Q A A

5 H Q ] G [ Q A A R

6 Q ] G [ Q A A R [

7 ] G [ Q A A R [ W

Step:141 2 3 4 5 6 7 8 9

1 W ] R H Q H A W H

2 ] R H Q H A W H A

3 R H Q H A W H A Q

4 H Q H A W H A Q A

5 Q H A W H A Q A R

6 H A W H A Q A R [

7 A W H A Q A R [ W

Step:151 2 3 4 5 6 7 8 9

1 W ] R ] H H [ W ]

2 ] R ] H H [ W ] A

3 R ] H H [ W ] A A

4 ] H H [ W ] A A [

5 H H [ W ] A A [ R

6 H [ W ] A A [ R [

7 [ W ] A A [ R [ W

Step:161 2 3 4 5 6 7 8 9

1 W ] H ] H [ [ W ]

2 ] H ] H [ [ W ] ]

3 H ] H [ [ W ] ] A

4 ] H [ [ W ] ] A [

5 H [ [ W ] ] A [ A

6 [ [ W ] ] A [ A [

7 [ W ] ] A [ A [ W

Step:171 2 3 4 5 6 7 8 9

1 W ] H ] [ H [ W ]

2 ] H ] [ H [ W ] A

3 H ] [ H [ W ] A ]

4 ] [ H [ W ] A ] [

5 [ H [ W ] A ] [ A

6 H [ W ] A ] [ A [

7 [ W ] A ] [ A [ W

Step:181 2 3 4 5 6 7 8 9

1 W ] H W W A [ W ]

2 ] H W W A [ W ] H

3 H W W A [ W ] H W

4 W W A [ W ] H W W

5 W A [ W ] H W W A

6 A [ W ] H W W A [

7 [ W ] H W W A [ W

Step:191 2 3 4 5 6 7 8 9

1 W ] [ W W ] [ W ]

2 ] [ W W ] [ W ] [

3 [ W W ] [ W ] [ W

4 W W ] [ W ] [ W W

5 W ] [ W ] [ W W ]

6 ] [ W ] [ W W ] [

7 [ W ] [ W W ] [ W

Step:201 2 3 4 5 6 7 8 9

1 W W W W W W W W W

2 W W W W W W W W W

3 W W W W W W W W W

4 W W W W W W W W W

5 W W W W W W W W W

6 W W W W W W W W W

7 W W W W W W W W W

Step:211 2 3 4 5 6 7 8 9

1 F F F F F F F F F

2 F F F F F F F F F

3 F F F F F F F F F

4 F F F F F F F F F

5 F F F F F F F F F

6 F F F F F F F F F

7 F F F F F F F F F

Figure 5: Snapshots of the 14-state linear-time gener-
alized firing squad synchronization algorithm on rect-
angular arrays.
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                Abstract 
 
    Neither the basic concept of information nor its 
fundamental properties have yet been clarified. A basic 
concept of information and its fundamental properties are 
given from the original viewpoint that information is 
both a kind of method of natural recognition and a kind 
of conceptual structure. The information properties that 
contribute to constructing actual complicated systems are 
also clarified. 
    Key words: basic concept of information, concep-
tual structure, and complex system 
 
1. Introduction 
    
   In our modern society, which is a very complicated 
system, information fulfils an important role, along with 
energy and materials. In the world of living things, from 
humans to bacteria, complicated mechanisms operate 
based on information. Pure information systems, such as 
computer systems and the Internet, are the most compli-
cated systems that human beings have ever produced. 
There are now many complex systems based on informa-
tion. However, Wiener, Shannon, Noguchi, Bateson and 
Yoshida showed their concepts of information, they are 
different from each other. The basic concept of informa-
tion and its fundamental properties have not yet been 
clarified. [1]-[6] 
     
    In this paper, we first clarify the basic concept of 
information and its fundamental properties. We then 
show that the fundamental properties of information 
greatly contribute to constructing actual complicated 
information systems, such as computer systems and net-
work systems. 
    
    We work from the original viewpoint that informa-
tion is a kind of method of natural recognition. From this 
viewpoint, as well as from modeling of a physical phe-
nomenon as a conceptual structure composed of compo-
nents and clearly defined relations, an information-based 
phenomenon can also be modeled as a kind of conceptual 
structure. This structure has the following features, dif-
fering from the model of a physical phenomenon:   
 (1) The components and the relations between compo-
nents in the structure must be expressed in forms that do 
not depend on their physical properties. (2) Each com-
ponent one-sidedly determines the effects of other com-

ponents according to their relationships. (3) Each com-
ponent has inputs, inner states, and outputs. 
 
   The property that information can be copied by using 
a small amount of energy is based on the model being 
expressed as a conceptual structure and having feature 
(1). Feature (2) represents the property of receiving in-
formation with sensitivity or susceptibility. The inputs 
and outputs in feature (3) correspond to transmitting in-
formation between components, while the inner states 
represent the memory or recording functions of informa-
tion. In addition, the information quantity proposed by 
Shannon can be defined as a measure of the variety of 
stimuli from other components at the input interfaces of a 
component. By using this model, the properties of in-
formation can be clearly explained, and the main previ-
ous information concepts proposed by Wiener, Yoshida, 
and Noguchi can be systematically integrated.  
     
    Moreover, because information can be described as 
a structure, and a structure generally has the properties of 
facilitating easy generation of new components by com-
bining multiple components and of enabling resolution of 
one component into multiple components, information 
systems combining computers and networks can be made 
extremely complicated. In addition, these properties are 
drastically accelerated through the digitization of infor-
mation in computers and networks.   
 
2. Previous views of information 
 
2.1 Wiener and Shannon’s concepts of informa-
tion 
    In the middle of the twentieth century, Wiener ad-
vocated using the name “cybernetics” for the entire field 
of control and communication theory, whether in ma-
chines or in animals. Information thus fulfils a very im-
portant role in cybernetics, and Wiener wrote that “In-
formation is a name for the content of what is exchanged 
with the outer world as we adjust to it, and make our 
adjustment felt upon it. The process of receiving and of 
using information is the process of our adjusting to the 
contingencies of the outer environment, and of our living 
effectively within that environment.” [1][2]  Though 
feeding is an important exchange activity with the exter-
nal world of animal, this is clearly not included. Hence, 
information does not include exchanges of energy or 
materials.   
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    At the same period, Shannon established the basis 
of communication theory, in which communication func-
tions by utilizing an information source, a transmitter, a 
channel, a receiver, and a destination. He discussed only 
the “quantity” of information without mentioning its 
“meaning,” and he advocated that that quantity of infor-
mation is measured by a decrease in entropy. [3]  Since 
an information source and a transmitter are assumed with 
regard to information transmission in Shannon’s model, 
his concept of information has a narrower meaning than 
Wiener’s.  
 
2.2 Noguchi’s concept of information 
  
    In 1974, Noguchi, a Japanese economist, gave the 
widest definition of an information concept, which was 
based on the capability of copying. He wrote that “The 
basic concept of information is the capability to copy it 
by using a very small amount of energy while leaving the 
original information in the same condition afterward. 
Although the copying capability is an important property 
of information, more precisely, something that can be 
copied is called information itself.” [4]  
    
   The capability of copying as the definition of infor-
mation can be intuitively understood from the routine 
work of copying paper documents with copy machines. 
However, information is not the only thing with the 
property of having the capability to be copied. For ex-
ample, consider an iron bridge over which cars pass. It is 
possible for a similar purpose to be achieved by building 
an iron bridge of equal composition or structure in an-
other place. In addition, it is possible for cars to pass 
over a wooden bridge, instead of an iron bridge. In gen-
eral, the equivalent purpose can be achieved by any 
similar “structure” of stone, iron, or wood, which can be 
considered a kind of copying. However, a bridge with a 
similar structure cannot be copied by using only a very 
small amount energy, and thus, Noguchi thought that a 
copied bridge was not information. From a different 
viewpoint, consider the world of micromachining. The 
copied machines in this case also are not information, 
even though various structures can be copied with a very 
small amount of energy. Therefore, the capability of 
copying by using a very small amount of energy in No-
guchi’s definition should be reexamined in terms of 
structure. In addition, we must consider the fact that 
where Wiener regarded as system receiving information 
as important, Noguchi regarded the copied content as 
important.    
 
2.3 Bateson and Yoshida’s concepts of informa-
tion 
    Bateson showed a view of information based on 
“difference” in his book, Steps to an Ecology of Mind, as 
follows: “The technical term ‘information’ may be suc-

cinctly defined as any difference which makes a differ-
ence in some later event. This definition is fundamental 
for all analysis of cybernetics systems and organization. 
… What is a difference? A difference is a very peculiar 
and obscure concept. A difference is an abstract matter. 
…What we mean by information– the elementary unit of 
information –is a difference which makes a difference, 
and it is able to make a difference because the neural 
pathway along which it travels and is continually trans-
formed are provided with energy.”  [5] 
 
   Bateson defined information by referring to the in-
formation transfer in a neuron as “the difference which 
makes the difference,” as shown above. On the key con-
cept of “difference,” however, he said only that it is ab-
stract. It has not yet been clearly defined. Consider a 
system receiving multiple external stimuli. In this case, 
there are two viewpoints on determining whether these 
stimuli differ or resemble each other. One viewpoint is to 
mutually compare the multiple stimuli. The other view-
point is to compare the effects that each stimulus has on 
the system. Whether the stimuli mutually differ or re-
semble each other depends on the properties selected for 
the comparison, which are limitless in their diversity. We 
think that the difference necessary for defining informa-
tion must be based on the differences in the effects of the 
stimuli on the system. These differences are not abstract 
and can be treated very concretely. Bateson’s concept of 
information must be reexamined from this viewpoint. In 
addition, Bateson’s indication that neural pathways are 
provided with energy means a kind of physical condition 
for copying or transmitting information by using very 
little energy. 
 
   In addition to Bateson, the Japanese philosopher, 
Yoshida, has advocated the basic concept of information 
based on “difference”. Moreover, he used the word “in-
formational phenomena” in his argument. [6]  Usually 
we express and model natural phenomena related to 
chemistry or physiology by using the terms chemical 
phenomena or physiological phenomena. It is very inter-
esting that natural phenomena related to information can 
be similarly expressed and modeled in terms of "infor-
mational phenomena."        
 
2.4 Watanabe’s view 
   
    The Japanese physicist, Watanabe, who is investi-
gating a mathematical model of information propagation, 
claims that the ”sensitivity” of the receiver is very im-
portant, because the effect of information is greatly dif-
ferent as received by each person, even if it is the same 
information. [7]  As described above, both Wiener and 
Bateson mentioned the importance of the component 
receiving information, but Watanabe clearly and intui-
tively conceptualized the importance by using the word 
“sensitivity.”   
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3. Informational phenomenon and informa-
tional structure 
    In this section, we give our view of information in 
the widest sense. 
 
3.1 Information and informational phenomenon 
as a method of natural recognition 
   
    We clarify information in the widest sense as a 
phenomenon reduced to a physical phenomenon. How-
ever, information cannot be clarified, even if we micro-
scopically observe the mutual relationships between ma-
terials. It cannot be expected that information or func-
tions of information are recognizable from the relation-
ships between material particles under gravity. As shown 
in Figure 1, there are chemical phenomena in which ma-
terials react in chemical relations, and physiological 
phenomena overlaying the chemical phenomena. In ad-
dition to these phenomena, we recognize a phenomenon 
related to information as an “informational phenome-
non,”as shown by the dashed ellipse. We thus recognize 
information as a kind of method of natural recognition, 
so that chemistry and physiology may also be methods of 
natural recognition. As an example of recognizing a 
complicated system, there are macroscopic observation 
or a method of coarse graining. Though it differs from 
these methods, a physical phenomenon of some kind 
plainly be grasped by recognizing its nature as an infor-
mation phenomenon of information. Also, the basic con-
cept of information can be clarified by modeling this 
informational phenomenon. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
3.2 Modeling informational phenomena  
  
  The technical terms used here are defined as follows 
in order to discuss the idea of an informational phe-
nomenon. We define the term “system” as “a sets of 
components or elements standing in interrelation,” ac-
cording to the definition of Bertalanffy in his book, Gen-
eral system theory. [8]  A “system” is classified into two 
categories: a real system, and a conceptual system. The 
real system is entities that really exists, such as a solar 

system, a machine, a dog, a cell, or an atom. On the other 
hand, the conceptual system does not really exist but is a 
symbolic construct, such as mathematics, physical laws, 
or the plan of a bridge. We classify the conceptual sys-
tem expressing a model of nature as shown in Fig. 2.  
 
 
  
 
 
 
 
 
 
 
 
 
 
 

 
(1) Conceptual structure: A subset of a conceptual system, 
in which the relationships among components must be 
defined clearly. (An example is a model using physical 
laws.)  
(2) Conceptual structure not depending on physical 
properties: A subset of a conceptual structure, in which 
the relationships among components must be expressed 
in forms that do not depend on physical properties. (A 
physical property means a property of a physical phe-
nomenon in the widest sense, including chemical and 
physiological property, and so on. An example is a model 
using mathematical expressions.)  
(3) Informational structure: A subset of a conceptual 
structure not depending on physical properties. An in-
formational structure represents or models informational 
phenomenon and has the following properties: 
 a. Each component one-sidedly determines the effects 
of other components according to their relationships. 
(This property represents the sensitivity of a receiver.) 
 b. Each component has inputs, inner states, and outputs. 
Each component determines its outputs and inner states 
as functions of inputs and previous inner states. 
  
    In an informational structure, transmission, memory, 
and processing of information are carried out as follows. 
The relationship between components that send out or 
receive changes corresponds to “transmission.” In some 
cases, these changes occur as physical stimuli originating 
from light, sound, or electric current. In other cases, they 
occur as a result of transferring material, such as DNA or 
document. The setting or retaining of the inner states of a 
component corresponds to “memory,” and the conversion 
from input states to output states in the component cor-
responds to “processing.”  
    The digital computer is an example of an informa-
tional structure modeling an informational phenomenon. 
Each logical circuit in a digital computer certainly works 
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according to a very complex physical phenomenon based 
on the motion of electrons, where these actions are de-
scribed by chains of ON or OFF values, whose effects 
are one-sidedly determined by adjoining circuits and as a 
whole are not dependent on physical properties.  
  
3.3 Reexamination of the previous information con-
cepts based on the informational structure   
  
   Recognizing information as a kind of process ac-
cording to the view of Wiener and Bateson corresponds 
to recognizing the relations in an informational structure 
whose components are an animal, a neuron, and an envi-
ronment. Components receiving various stimuli in a real 
system distinguish whether it is “information” by using 
the “difference” advocated by Bateson and Yoshida. In 
an informational structure, the “difference” is converted 
to a quantity that does not depend on physical properties. 
Under conditions that functions of the component 
receiving information are not changed in the informa-
tional structure, we can replace input stimuli or entities 
to the component by different ones in the corresponding 
real system. This capability of replacement corresponds 
to the capability of copying as the basic concept of in-
formation, as advocated by Noguchi, because a copy is a 
kind of replacement that maintains the same effects on 
the component receiving information.  
 
  The information quantity of Shannon shows 
whether a component receiving information recognizes 
the outside of the component to a certain degree of fine-
ness. The input of information with a quantity of n bits 
enables the component to recognize the outside as a 
space composed of 2n pieces.    
 
4. Contributions of information properties to 
constructing complex systems  
  
    As shown above, an informational structure has the 
following three properties.  
 a. An informational structure is not dependent on 
physical properties. 
 b. The actions of an informational structure function in 
uni-directionally. 
 c. A real system represented by an informational struc-
ture can be simply replaced with different materials, or 
components while still maintaining all functions. Then 
information can be copied easily.  
    In addition, the next important property should also 
be applied.  
 d. Development is easy in an informational structure, 
and the result of the development is easily implemented 
as a real system. 
   
    Here, "development" means the generation of a new 
component from multiple components and the resolution 
of a component into multiple components. Generally, 

development is easy for the conceptual structure, as the 
mathematics is developable. The informational structure 
also has the property that the result of development be-
comes easy to implement as a real system, based on the 
properties of easy replacement and copying, and the lack 
of dependence on physical properties. Since these four 
properties work comprehensively, the construction of a 
complex system becomes very easy by applying them. 
By digitizing the informational structure, this tendency 
can be further accelerated. Representative examples in-
clude today's computer systems and communication 
network systems.   
  
5. Conclusion 
  
   The basic concept of information and its fundamental 
properties have been clarified from the original view-
point that information is both a kind of method of natural 
recognition and a kind of conceptual structure, called an 
“informational structure.” Relations, actions, and states 
in this informational structure model “information” itself 
and its functions. This model can account for previous 
information concepts, such as those of Wiener, Shannon, 
Bateson, and Noguchi. The properties of information 
showed here greatly contribute to constructing complex 
systems.   
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Quantitative analysis of self-organizing multiagent intera
tionwith entropy and mutual informationKoji Nishikawa Hidenori Kawamura Masahito Yamamoto Azuma Ohu
hiGraduate S
hool of Information S
ien
e and Te
hnology, Hokkaido UniversityNishi 9, Kita 14, Kita-ku, Sapporo, Hokkaido, 060-0814, Japanfkoji, kawamura, masahito, ohu
hig�
omplex.eng.hokudai.a
.jpAbstra
tIn the resear
h of a multiagent system, the indi-
ators su
h as a task a
hievement ratio and a payo�have been used for analyzing a system. These indi-
ators are important for the point that agents needto a

omplish a task. However they are inadequateto make 
lear the entity of phenomena that o

ur in
omplex system, be
ause they are spe
ialized in thetarget system and the analysis is also spe
ialized. Inthese respe
ts the approa
hes that analyze a systemquantitatively are begun to investigate in re
ent years.In our resear
h, we propose the approa
h that ana-lyzes a multiagent system quantitatively by fo
usingon the dynami
s of a system and intera
tion amongmultiagents. We use two indi
ators, i.e., entropy andmutual information, for analyzing a system. Entropyestimates the behavior of an agent and mutual infor-mation estimates intera
tions between two agents. Forverifying these propositions, we 
ondu
t veri�
ationexperiment in the simple slime mold model. The re-sult shows a relationship between agents' behavioralpatterns and two indi
ators, therefore our approa
husing entropy and mutual information is available foranalyzing a multiagent system.Keywords. Multiagent system, Quantitative analysis,entropy, mutual information, intera
tion1 Introdu
tionThe resear
hers who 
onstru
t multiagent sys-tems must deal with the 
omplex behavior of self-organization. Self-organization in multiagent systemsemerges from agents' behavior, whi
h is independentlyautonomous but 
orporately stru
tured by intera
-tions among agents and the environment. Resear
herswant to reveal these intera
tions be
ause the 
oheren
eof the agents' lo
al behavior and the system's overall

behavior is required in designing systems.Histori
ally, resear
hers analyze system's overallbehavior with the indi
ators su
h as a task a
hieve-ment ratio and a payo�. These indi
ators are impor-tant for the point that agents need to a

omplish atask. However they are inadequate to make 
lear theentity of 
omplex systems and it is diÆ
ult to say whyand how the task is a
hieved or how we get highers
ore. Sin
e they are spe
ialized in the target systemand the analysis is also spe
ialized. Therefore analy-ses that quantify the entity of systems universally arerequired. In these respe
ts, there are resear
hes that
omprehend the dynami
s of systems and agents withthe 
on
ept of entropy [1℄, [2℄, [3℄, [4℄. In these re-sear
hes they 
onsider about the behavioral diversityand the 
onstraint with varian
e of entropy, and at-tempt to quantify the system.In this paper, we propose the approa
h that ana-lyzes a multiagent system quantitatively by fo
usingon the dynami
s of a system and the intera
tion amongmultiagents as the entity of systems. In parti
ular, wequantify the system's overall behavior and the inten-sity of intera
tions among agents and analyze systems.2 Analysis of multiagent intera
tionThe intera
tions among multiagent in self-organization systems are 
onsidered to be inter
hangeof information about the state of agent. The dis
us-sion of the relationship between these information andentropy is done histori
ally [5℄. In parti
ular, de
reaseof entropy is great issue, and it is said that� gain of information 
auses de
rease of entropy andemerge 
onstraint and� gain of information 
onstantly keeps up these 
on-straint.
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Therefore it is 
onsidered that information and en-tropy are important to 
apture the entity of multia-gent intera
tion.The 
on
ept of entropy is de�ned three 
ontexts,i.e., thermodynami
s, statisti
al me
hani
s and infor-mation theory; parti
ularly information theory de�-nition is 
alled information entropy or Shannon's en-tropy [6℄. Though informational de�nition does notinherit two other de�nitions, there are 
ommon enti-ties be
ause of the sameness of these formulas. Withusing information entropy, analysis of multiagent sys-tems are studied in thermo dynami
s perspe
tive [1℄and nonequilibrium thermodynami
s perspe
tive [2℄.Therefore we use informational theoreti
al approa
hto quantify the entity of multiagent system.Our analysis method uses two indi
ators entropyand mutual information, where mutual information isthe indi
ator of the value of information. In our ap-proa
h we 
an analyze1. agent's behavior, e.g., stability, 
onstraint or 
om-plexity with entropy and2. the intensity of intera
tions between two agentswith mutual information.When one 
omputes these indi
ators, what to ob-serve as states is the great issue. Then 
onsider aboutan agent, it is the autonomous individual that takes in-put from environment through its sensors and outputsthrough these input and de
ision-making pro
ess. Atthis time, agent's de
ision-making is followed its inter-nal state, whi
h 
an be variously designed. For 
aptur-ing the essential states of agent that is not spe
ializedin systems, agent's internal state depends systems andis not just as well. Whereat we use agent's input andoutput as the state of agent.3 Experimental setupWe experiment with these 
on
epts using a simplemodel of self-organization, slime mold model. In thisse
tion we des
ribe the experiment in the slime moldmodel and how one measures entropy and mutual in-formation.3.1 Slime mold modelThe group behavior of slime mold 
ells is the famousfo
us for models of self-organization [7℄. Normallythey move around as individual amoebas throughouttheir substrate, performing a simple random walk.But when the environmental situation worsens, they

Figure 1: The environment of slime mold modelsuddenly 
hange their behavior and aggregate to a sin-gle multi-
ellular body. During this aggregation pro-
ess, they emit a 
hemi
al signal 
alled 
AMP to guidethe 
olle
tive movements. As they move, they followthe 
AMP gradient in the environment.The whole pro
ess is a self-organization. Thoughall amoebas a
t with lo
al information around themand without any other guidan
e su
h as 
oordinatingthe aggregation, they aggregate.In the slime mold model, amoeba agents are pla
edon the grid world as Figure 1. An agent and environ-ment model are des
ribed as follows.Agent modelAn agent a
ts as des
ribed below at ea
h step.1. Put 
AMP on the 
urrent grid.2. Sense the density of 
AMP on the forward 3 gridsin 8 neighbors.3. Move to the grid that has the most 
AMP.Environment modelIn the environment, 
AMP is de�ned on the gridas parameters T (x; y) and P (x; y). T (x; y) denotesthe amount of 
AMP on the grid (x; y), and P (x; y)denotes the density of 
AMP over the grid (x; y). Anagent 
an sense the density of 
AMP over the grid.As time passes, 
AMP evaporates and di�uses. Byevaporation and di�usion, T (x; y) and P (x; y) 
hangesinto T �(x; y) and P �(x; y) at ea
h stepT �(x; y) = (1� 
eva)T (x; y) + �T (1)�T = f Q if an agent exists on grid (x; y)0 otherwise (2)P �(x; y) = P (x; y) + 
diffP (x� 1; y) +P (x+ 1; y) + P (x; y � 1) + P (x; y + 1)�5P (x; y)g+ 
evaT (x; y) (3)

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 359



where Q denotes the amount of 
AMP put by an agentin 1 step, and 
eva and 
dif denotes the evaporationrate and the di�usion rate of 
AMP, whi
h de�nes theproperty of 
AMP.3.2 The parameter of slime mold modelIn the slime mold model, the 
AMP's property thatis de�ned by evaporation and di�usion rate a�e
tsthe pattern of agents' self-organizational pro
ess. We
ompare these various patterns and the distributionof entropy and mutual information in our experiment,and verify our proposition.The environment is 50 � 50 grid world, and 
on-tained 50 agents. We 
hange 
AMP's property to varyinformation's property among agents in respe
t of timelength and a

ura
y, and the value of evaporation anddi�usion rate is set to 4 di�erent values, i.e.,a. 
eva = 0:1, 
dif = 0:1b. 
eva = 0:1, 
dif = 0:3
. 
eva = 0:5, 
dif = 0:1d. 
eva = 0:5, 
dif = 0:3.We experiment with these setups at 1000 steps.3.3 Measuring entropy and mutual infor-mationComputing entropy and mutual information re-quires that we measure1. the set of an agent X 's states x 2 fx1; � � � ; xng(i.e. input and output) and2. the probability p(x) of being those states,where the agent's input is the dis
rete density of 
AMPthat exist on agent's forward 3 grids, and output is theagent's moving dire
tion toward its fa
ing dire
tion.Measuring those states is observation of the agent atea
h step. To measure the probability, we take MonteCarlo approa
h. By 
ounting those states in wholestep of 1 experiment, we estimate the probability.With using these variables, entoropy of an agent Xand mutual information among an agent X and Y isde�ned in following equations,H(X) = �Xx p(x) log p(x) (4)I(X : Y ) =Xx Xy p(x; y) log p(x; y)p(x)p(y) (5)

Table 1: The distribution of agents' entropy and mu-tual information in the slime mold model (in 100 trials)�I V (I) �H V (H) rIda. 0.21 5:2� 10�3 0.53 1:5� 10�2 -0.31b. 0.048 3:1� 10�4 0.34 4:5� 10�3 -0.41
. 0.23 4:9� 10�3 0.54 1:1� 10�2 -0.34d. 0.056 6:8� 10�5 0.39 3:3� 10�4 -0.114 Experimental resultsTable 1 shows entropy and mutual information inea
h setup, a � d, where �I and V (I) denote the aver-age and varian
e of mutual information for randomlysele
ted 100 pairs of agents. �H and V (H) denote theaverage and varian
e of entropy for all agents. rIddenotes 
orrelation 
oeÆ
ient between mutual infor-mation and Eu
lidean distan
e of pairs of agents. Theresults show that the average of mutual informationis larger in the setting a and 
 than b and d, andit is 
onsidered that agents intera
t more intensive inthe setting a and 
. The average of agents' entropy issmaller in the setting b and d, and the states of agentswill be stable.On the other hand, we look the states of agentsin visible by Figure 2 � 5. In the setting a and 
,many agents form 
lusters by self-organization. On the
ontrary many agents a
t independently in the settingb and d. These behavioral patterns are same as we seethe di�eren
e of mutual information in ea
h setup onthe point of the intensity of intera
tions. Moreover,the value of rId shows tenden
y that the 
loser twoagents are, the intensive they intera
t.In addition, we look the pro
ess of forming 
lusterto look the stable of the system. In the setting a and
, be
ause of the intensity of intera
tions, the agentsform various 
luster one after another in 1 experiment.While in the setting b and d, when the agents form a
luster, they seldom go out from this 
luster and keepit up be
ause the 
AMP dropped by the agent out ofthem is weak and not enough to draw them in. Thesebehavioral patterns are also same as the analysis byentropy, i.e., the states of agents are more stable inthe setting b and d than a and 
.5 SummaryIn this paper, we proposed the quantitative analy-sis of multiagent intera
tion with entropy and mutual
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Figure 2: The look of thesystem at 1000 step in thesetting a. The agents formsome 
lusters. Figure 3: The look of thesystem at 1000 step in thesetting b. The agents formsmall 
lusters, and someagents a
t independently.

Figure 4: The look of thesystem at 1000 step in thesetting 
. The agents formbig 
luster. Figure 5: The look of thesystem at 1000 step in thesetting d. Many agents a
tindependently.information. We 
ondu
ted veri�
ation experiment inthe slime mold model to quantify the intera
tions inself-organizational pro
ess. The results show the rela-tionship between agents' behavioral patterns and ouranalysis, and validity of our proposal method.Referen
es[1℄ H.Van Dyke Parunak, Sven Brue
kner, \Entropyand Self-Organization in Multi-Agent Systems",Pro
eedings of the Fifth International Conferen
eon Autonomous Agents, pp.124-130, 2001[2℄ Stephen Guerin, Daniel Kunkle, \Emergen
e ofConstraint in Self-Organizing Systems", Journal ofNonlinear Dynami
s in Psy
hology and Life S
i-en
es, Vol. 8, No. 2, 2004

[3℄ Mikhail Prokopenko, Peter Wang, \EvaluatingTeam Performan
e at the Edge of Chaos", In Pro-
eedings of the 7th RoboCup-2003 Symposium,2003[4℄ Tu
ker Bal
h, \Hierar
hi
 So
ial Entropy: An In-formation Theoreti
 Measure of Robot Team Di-versity", Autonomous Robots, Vol. 8, No. 3, 2000[5℄ Christoph Adami, \Introdu
tion to Arti�
ial Life",Springer-Verlag, New York, 1998[6℄ Claude E. Shannon, Warren Weaver, \The Mathe-mati
al Theory of Communi
ation", University ofIllinois Press, 1949[7℄ Mit
hel Resni
k, \Turtles, Termites, and Traf-�
 Jams: Explorations in Massively Parallel Mi-
roworlds", MIT Press, 1997
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Abstract: Intelligence is regarded as the most precious wealth among all kinds of capabilities. It 
would be of great interest and significance if the formation mechanism of intelligence could be 
understood. It is our discovery that intelligence is activated from knowledge and the latter in turn 
is refined from information and the transformations of information to knowledge and further to 
intelligence and that is the secrets of intelligence formation. These discoveries will be reported in 
the article as what could be followed for building intelligent machine. As an interesting by-product, 
the three existing approaches to AI research have also been unified in the article. 
 
Key Words: Information, Knowledge, Intelligence, Transformation from Information to 
Knowledge and to Intelligence 
 
1, Introduction 
 
As the most attractive, powerful, and unique 
attributes to human beings, intelligence has 
been received more and more attentions from 
scientific circles. It would be a great scientific 
breakthrough in history if human intelligence, 
or even part of it, can steadily be transferred to 
machines. 
 
What is the essence of intelligence we should 
understand in the context? What is the 
technically feasible mechanism for 
intelligence formation? Would it be really 
possible for humans to make machines 
intelligent? How to make machines intelligent, 
if possible? And what if intelligent humans 
can eventually utilize and manage the 
intelligent machines?  
 

 
Based on the observations and results 
accumulated during his research, the author of 
the article would like to give some of the 
answers toward the questions above. Due to 
the space limitation we have for the article, the 
answers will be concise and brief. 
 
2, Model of Human Intelligence Process 
 
To begin with, a model of intelligence process 
performed by humans is necessarily given as a 
basis of the discussions that will be carried on 
in the article.  In Fig.1 below shows a 
model of human intelligence process in the 
boxes of which are human organs (the sensors, 
nerve system, brain and actuators) while 
outside the boxes are the functions the organs 
perform (information acquisition, information 
transferring, information cognition & decision

 
----------------------- 
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making, and strategy execution) and alongside  
 
The model tells how human beings solve the 
problems they face in the real world and how 
the intelligent strategies and accordingly the 
intelligent actions are produced from 
knowledge and information.  

     
3, The Transformations 
 
The mechanisms embedded in the process of 
intelligence formation consist of a number of 
transformations that will be explained in the 
following sub-sections. Due to the limitation 
of the space we have for the paper, only the 
nucleus, the transformations of information to 
knowledge and then to intelligence are dealt 
with in the paper. 
 
3-1 The Transformation: from Information 
to Knowledge 
 
The first step is to deal with the 
transformation from information to knowledge 
and here the information is the so-called 
epistemological information as is shown in 
Fig.1. The related concepts can be given 
below. 

 
Definition 1 Epistemological Information of 
an object is a description, given by the subject 
(observer or user), concerning the object’s 
states and the manner including their forms, 
meanings and utilities and are respectively 
termed as the Syntactical Information, 
Semantic Information and Pragmatic 
Information, see [1]. 
Definition 2 Knowledge: Knowledge 
concerning a category of objects is the 
description, made by subjects, on various 
aspects of the states at which the objects may 
stay and the law with which the states may 
vary. The first aspect is the form of the states 
and law and that is termed the formal 
knowledge, the second aspect is the meaning 
of the states and law that is termed the content 
knowledge and the third aspect is the value of 
the states and law with respect to the subject 
that is termed the value knowledge. All the 
latter three aspects constitute a trinity of 
knowledge [2]. 
 
The definitions 1 and 2 indicate that the 
transformation from epistemological 
information to knowledge can be implemented 
through inductive algorithms: 

}{ EIK ∩⇐                   (1) 

where the symbol ∩ in (1) stands for induction 
operator; {IE} the sample set of the 
epistemological information; and K the 
knowledge produced by {IE}. In some cases, 
there may need some iterations between 
induction and deduction and the deduction 
itself can be expressed as  
                         

},{ CKK oldnew ℜ⇐                (2) 

where C stands for the constraint for 
deduction. Fig.3 shows the general process of 
transformation from epistemological 
information to knowledge. 

 
More specifically, the formal knowledge can 
be refined from syntactic information, content 
knowledge can be refined by semantic 
information, and utility knowledge can be 
refined by pragmatic information through 
induction/deduction as indicated below: 

}{ syF IK ∩⇐                     (3) 

}{ prV IK ∩⇐                     (4) 

)},,({ CIIK pryC ℜ⇐ ∩             (5) 

where the symbols KF ， KV and KC  
respectively stand for formal, content and 
value knowledge while Isy and Ipr for syntactic 
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and pragmatic information. The general 
algorithms related to （3）,（4）and（5）can 
be referred to [2]. 
 
Knowledge, in accordance with its maturity in 
the process of growth, can roughly be further 
classified into three categories: the 
experiential knowledge, the regular 
knowledge and the knowledge in common 
sense. 
 
Definition 4 Empirical Knowledge: The 
knowledge produced by induction yet without 
verification is named the empirical knowledge. 
It may also be called the potential knowledge, 
or pre-knowledge, sometimes. 
 
Definition 5 Regular Knowledge: The 
regular knowledge can be defined as matured 
knowledge. It is the normal stage of 
knowledge growth. 
 
Definition 6 Knowledge in Common Sense: 
There exist two sub-categories: axiom and 
reflection with or without conditions. Learning 
and reasoning process are not needed in the 
category. Knowledge can also be called the 
popular knowledge. 
 
3-2 Transformation: from Knowledge to 
Intelligence 
 
The task for decision-making in Fig.1 is to 
create an intelligent strategy, based on the 
knowledge and information, as the guidelines 
for problem solving intelligently. The strategy 
is the embodiment of the related intelligence. 

 

Definition 7 Strategy: A Strategy for problem 
solving is sort of procedure, produced based 
on the related knowledge and information, 
along which the given problem could be 
satisfactorily solved, meeting the constraints 
and reaching the goal. It is the embodiment of 

intelligence and is therefore also called 
intelligent strategy. 
 
The transformation from knowledge and 
information to strategy can be expressed as 

SKGEPI S 6);,,(:               (6) 

where IS denotes the strategy, P the problem to 
be solved, E the constraints given by 
environment, G the goal of problem solving, K 
the knowledge related to the problem solving 
and S the space of strategies. Theoretically 
speaking, for any reasonably given P, E, G 
and K, there must exist a group of strategies 
such that the problem can be solved 
satisfactorily and among the strategies there 
will be at least an optimal one guaranteeing 
the optimal solution. 
 
The specific form of the transformation will 
be dependent on the properties of the problem 
faced and the knowledge possessed. For 
empirical knowledge, the form of the 
transformation can obviously be implemented 
via learning/training and testing. In fact, this is 
the mechanism of neural network’s learning 
[3]. 
 
As for the regular knowledge, the 
transformation can be implemented via a 
series of logic inferences. More specifically, 
for the given problem, constraints, goal and 
the related knowledge, it is possible to form a 
tentative strategy for the selection of rules for 
applying to the problem and producing a new 
state of the problem. Diagnosing the new state 
by comparing it with the goal and making 
analysis based on the related knowledge, the 
tentative strategy can thus be improved or 
maintained. A new rule can then be selected to 
apply to the new state and new progress may 
be made. This process will be continued until 
the goal is reached, the constraints are met. In 
the meantime, the strategy is also formed. 
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Evidently, this is the mechanism of strategy 
formation in the so-called Expert System [4]. 
 
In the case of common-sense knowledge, the 
mechanism of intelligent strategy formation 
can be implemented by directly linking the 
input pattern and the strategies. As long as the 
input pattern is recognized the strategy for 
control can immediately be determined based 
on the common-sense knowledge direct 
related to the problem without any inferences 
needed. This is the typical feature of strategy 
formation sensor-motor category [5]. 
 
Summary: As it is indicated in Fig.1, there 
are four categories of functional units in the 
entire information process (also intelligence 
process). The units of information acquisition 
and execution are two kinds of interface 
between intelligent system and the external 
world: the former acquires the ontological 
information from the external world while the 
latter exert strategic information to the 
external world. On the other hand, the units of 
information cognition and decision-making 
are the two kinds of inner core of the 
intelligent system: the former create 
knowledge from information and the latter 
produce strategy from the knowledge. Only by 
the synergetic collaboration among all the 
four functions could make intelligence 
practical.  
 
4. Unified Theory of Intelligence: A 

By-Product 
 
It is interesting to note that in a long history of 
Artificial Intelligence development there have 
been three strong approaches to the research in 
literature, the structuralism also called as 
connectionism, the functionalism also termed 
as symbolism, and the behaviorism or 
senor-motor approach, that seem distinctive to 
each other.  

 
As is seen in last section, however, all the 
three approaches have well been unified into 
one same mechanism of intelligence formation, 
that is, the transformations from information 
to knowledge and further to intelligence. In 
views of the mechanism of intelligence 
formation, there is a unified theory of 
intelligence, realizing the unification among 
the three approaches. This is shown in Fig.2. 

 
It is clearly enough to see from Fig.2 that the 
real difference among the three traditional 
approaches lies only on the categories of 
knowledge in use while the core mechanisms 
of cognition and decision-making are always 
necessary. 
 
As stated in section 3-2 and shown in Fig.2, if 
the knowledge to be used must be refined 
from information directly and instantly (this is 
the first category of knowledge, or 
experiential knowledge), the implementation 
of cognition and decision-making will have to 
employ the training and testing procedure by 
using, for example, the artificial neural 
networks approach. This is so-called 
Structuralism because Artificial Neural 
Networks are designed by following the 
Biological Neural Networks in principle.  
 
If the knowledge to be used can be obtained 
from somewhere and not necessary to be 
refined from information (this is the second 
category of knowledge, or regular knowledge), 
the cognition is simply be performed by the 
system designers while the decision-making 
can be implemented via logic inference. This 
is the approach emphasizing on the functions 
of the system without considering the 
structure. 
 
When the knowledge to be used is the third 
category, the common sense knowledge about 
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the relationships between the input patterns 
and output actions, there is of course no need 
for else knowledge. This is behaviorism 
approach. 
 
After all, the three approaches in Artificial 
Intelligence research are by no means in 
contradiction. They, Artificial Neural 
Networks Approach, Expert Systems Approach, 
and Senor-Motor Approach, are well 
complementary to each other and no one can 
take the other’s place.  
 
This, the author believes, is an important 
conclusion resulted from the studies in the 
core transformations in intelligence creation. 
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Fig.1 Model of Human Intelligence 
Process 
 

 
Fig.2 Intelligence Theory Unification 
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Abstract

   In order to make comparative analysis of

word-initial sound (or consonant) frequencies

among different languages or language families, it

is most important for us to find basic knowledge

concerning consonant-correspondence laws

among related languages. However, we have very

few knowledge about such laws useful for

comparing distantly related language families. In

this paper, Finnish-Austronesian sound-corres-

pondence laws were analyzed by using

comparative dictionaries, and Finnish (Uralic)-

Austronesian sound correspondence laws were

established for most of word-initial Finnish (and

proto-Uralic) consonants, as shown in Tables 1

and 2. This establishment provides us with a very

important tool not only for evolutionary Uralic

language studies, but also for comparative

analyses of word-initial sounds (or consonants)

among distantly related Eurasian languages.  

   Word-initial consonant frequencies in Finnish

suggested an interesting phenomenon, which

however needs more evidence based on detailed

comparative and statistical analyses.

1.  Introduction  
 Comparative linguistics has had shown that

sound-correspondence laws are most important

for comparative and evolutionary analyses of

languages. Whether Zipf’s law can be found or

not in the distribution of word-initial consonants

is an interesting problem of theoretical linguistics.

In order to begin comparative analyses of word

–initial sound-(or consonant-)frequencies between

Uralic (URA) and Austronesian (AN) language

families,  we attempted to elucidate sound-

correspondence laws between these two language

families. This approach is based on the findings of

Austronesiian origins of various Eurasiatic and

Pacific-rim languages (Ohnishi, 1999).  
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2.  Establishment of word-initial

sound-correspondence laws  

  between URA and AN
  For finding sound-correspondences in cognate

words (“evolutionarily related words”= “homo-

logous words” ) between URA and AN, cognates

were extensively searched by using “Uralisches

Etymologisches Woeterbuch”, “Austronesian

Comparative Dictionary” and others. which are

listed in the “References” portion of Table 1.

 Extensive comparative search for cognates

between Finnish (Finn.) (and other Uralic

languages such as Hungarian (Hung.), etc.) and

Austronesian languages has revealed that many

basic Urklic words have their own cognates in

Austronesian, especially in Malayo-Polynesian

(MP) subfamily consisting of Western MP

(W.MP), Central MP (C.MP) and Oceanic (OC).

Based on these cognate relations listed in Table 1,

sound-correspondence-laws between Finn.(, URA

and prpto-URA) and AN (mostly MP) for word-

initial consonants were analysed and elucidated,

as summarized in Table 2. Very beautiful sound-

correspondence laws have now been established

for nearly all Finnish word-initial consonants,

which means that Uralic language family have

evolved from a branch of MP subfamily of the

AN language family.

3. Analyses of word-initial

consonant frequencies
  In the next step of our research, sound-

frequencies in word-initial positions were

analyzed in representative URA and AN

languages.  By letting xN denote the number of

pages of the words(in A. Wuolle “Finnish–English

and Emglish-Finnish Dictionary”, Helsinki, 1978)

for the N-th most frequent consonant in word-

initial position, the relationship between N and xN

was found as shown in Fig. 1, suggesting a simple

relation,  ln xN = a - k N,  i.e., xN = A e -kN,

where a, A, k are constants (> 0). Further analyses

are needed for confirming this phenomenon.  

4.  References:  See references in Table 1.    

N = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20}

  = {k, #, s, t, p, v, h, l, m, r, n, j, o, i, y, u, b, d, f, g}

 XN

N

ln XN

N

Fig.1. Relationship between N and xN, where xN,

denotes the No. of pages (proportional to the No. of

words) in Finnish–English Dictionary for the N-th most

frequent word-initial consonants. “#”(in N={})= None.

xN = {61.1, 57.2, 48., 46.3, 45.3, 44.2, 34.8, 27.7, 23.7,

21.3, 12.2, 11., 10.3, 9.9, 9.6, 7., 1.2, 1.1, 1., 0.8}    
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Table 1.  Sound-correspondence laws of Finnish/Uralic word-initial consonants to Austronesian

consonants.  List of Uralic-Austronesian cognate words.
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                                Table 1.  (Continued. )
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                                Table 1.  (Continued. )
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                                Table 1.  (Continued. )

 

Table 2. Word-initial sound-correspondence laws of consonants between Finnish/Uralic and Austronesian
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Abstract 
   In this paper, the effect of action selection in the 
learning of one-way communication between two 
agents using Q-learning is examined. The ratio of 
successful learning becomes larger when the receiver 
agent’s action selection is greedy and the transmitter 
agent’s action selection is not completely greedy but 
with a small random factor. From the analysis of the 
learning process, it is known that inappropriate map-
ping from states to signals in the transmitter agent 
sometimes breaks the mapping from signals to action 
severely in the receiver agents. Accordingly, the 
transmitter agent needs to find an appropriate map-
ping through exploration, while the receiver agent 
decides its action after the mappings is fixed in the 
transmitter. Accordingly, no exploration is necessary 
in the receiver agent.    
 
 
1. Introduction 

Communication plays a very important role in the 
supplement of insufficient observation, collision avoid-
ance and cooperative action in multi-robot and 
multi-agent systems. In order to learn a purposive com-
munication autonomously, evolutionary method[1] or 
reinforcement learning[2][3] has been used. Autonomous 
acquisition of one-way communication to supply the 
receiver’s insufficient observation has been exam-
ined[1][2]. However, it was not examined what kind of 
information should be transmitted, and whether the op-
timal communication can be acquired in any cases. Then, 
we also focused on the learning of one-way communica-
tion that supplies the receiver’s insufficient observation. 
For simple analysis, the number of agents is limited to 
two, those are a transmitter agent and a receiver agent. 
We have examined the reason why state confusion oc-
curred in some simulations[4]. In this paper, the effect of 
action selection in the learning of one way communica-
tion between two agents using Q-learning that the au-
thors discovered through the simulations is examined.  
 
2. Learning of one-way communication 
2-1 Task description 

In this paper, the learning of one-way communication 
that supplies the receiver’s insufficient observation is 
focused on. The simulation environment was decided 
referring to [1][2]. Fig.1 shows the image of one-way 
communication learning. Two agents called “male” and  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

“female” are assumed in a discrete environment. The 
male can move, but does not have sight. On the other 
hand, the female can’t move, but can transmit some sig-
nals to the male. The female’s input is the relative posi-
tion of the male, and its output is a communication signal. 
The male’s input is the communication signal and its 
output is a physical action. If the male touches the female, 
a reward is given to the both agents. The meaning of the 
communication signal is not given to either agent at all 
beforehand. Therefore, a transmitter agent has to learn 
what communication signal should be transmitted and a 
receiver agent have to learn to generate appropriate ac-
tions from the signal. If some common language can be 
built up between the male and the female, the contact can 
be repeated efficiently. 
 
 
2-2 Learning method for the both agents 

For the learning of the both agents, Q-learning is 
used. In Q-learning, state-action pairs are evaluated, and 
the action value is called Q-value. An agent chooses an 
action with the probability calculated from the Q-values. 
It is usually applied on a discrete action space. 
 
The algorithm of Q learning is as follows. 

(1) The agent observes a state. 
(2) The agent selects and executes an action. 
(3) The agent observes the state after the transition. 
(4) A reward  is received from the environment.  1+t
(5) Q-value is modified as 

r
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Fig.1 Learning of one-way communication  

Female
 

Male 

Input： 
Communi-
cation signal
Output： 
Physical 
action 
 

Input： 
Relative posi-
tion of the male
Output： 
Communication 
signal 
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where α is a learning rate ( )10 ≤< α  
γ  is a discount factor ( )10 <≤ γ  

(6)  -> , and the flow returns to the step(2). t 1+t
For the female, the state  is the male’s relative posi-
tion, and the action  is the communication signal. For 
the male, the state  is the communication signal, and 
the action  results in a state transition. 

s
a
s

a α  is 0.1, and 
γ  is 0.9 here.  
 
 
2-3 Action selection 
2-3-1 Boltzman selection 

When the state is x , the probability of the action 
 is calculated as, a

 

  
)/),(exp(

)/),(exp()|(
TixQ

TaxQxap
Ai∈∑

=      (2) 

 
where A  is a set of actions, and T  is a temperature 
coefficient. An action is selected almost randomly when 
T  is large. As opposite to it, when T  is close to 0, a 
little difference of Q-value has a great influence on the 
action selection, in other words, the action selection is 
almost greedy. In the following simulations, the initial 
value of T is 1.0, and it is gradually decreased exponen-
tially to 0.005. In the rest of trials, it was fixed at 0.005. 
The reason is that when it becomes smaller than 0.005, 
the computation on our computer becomes impossible. 
 
2-3-2 Greedy selection 
In greedy selection, there is no probabilistic factor and 
the action with the maximum Q-value is always selected. 
 
 
2-4 Flow of the learning 

The agents act in accordance with the following cycle. 
(1) The female detects the male’s state. 
(2) The female’s Q-value at -1 is modified. t
(3) The female transmits a signal to the male. 
(4) The male receives the female’s signal. 
(5) The male’s Q-value at -1 is modified. t
(6) The male makes an action. 
(7) If the both agents touch each other, the trial finishes, 

and they get a reward. In that case, they learn their 
Q-values at  according to Eq.(1) with  

 and the flow returns to (1). If 
the trial finished, =0, otherwise ->t +1. 

t
0),(max 1 =+ asQ t

t t
When =0, the step(2)or(5) is not executed. t
 
 
3. Simulation 

A simulation environment is shown in Fig.1. In this 
environment, the number of states, signals and actions 
are decided to be the same to match the condition of the 
both agents. All the initial Q-values are 1.0 here. When 
all the initial Q-values are set to be high, which is called 
Optimistic initial value, the effect of exploration can be 

realized even in greedy selection[5]. 
In this simulation, the number of the trials until the 

temperature coefficient reaches the minimum is varied 
for each agent in the case of Boltzmann selection, and 
successful learning ratio was observed. 
When the temperature coefficient T  reaches the mini-
mum value at the -th trial, the temperature at the 

-th trial is calculated as   
N

k
 

otherwise
NkifkT N

k

005.0
)(005.0)(

=
<=      (3) 

 
N  is varied from 200 to 1000 with the interval of 200 
in each agent. The total number of trials is 1000. Fur-
thermore, the greedy selection is also employed. The 
average successful ratio over 1000 simulation runs for 
each combination of exploration ways of two agents is 
shown in Table 1. 

From this figure, it is known that the successful ratio 
is high when the male’s action selection is greedy, and 
the female’s one is Boltzmann selection with the tem-
perature decreased fast. On the other hands, the success-
ful ratio is low when the female’s action selection is 
greedy. 

Next, in order to examine the effect of the small ex-
ploration factor remaining due to the lower bound of the 
temperature, greedy selection was employed when the 
temperature reaches the minimum value 0.005. In the 
previous simulation, the action which does not have the 
maximum Q-value sometimes selected because of the 
probabilistic selection after the temperature coefficient 
reaches the minimum. On the other hand, in this simula-
tion, the action that has the maximum Q-value is always 
selected after the temperature coefficient reaches the 
minimum. 

The results are shown in Table 2. The successful ratio 
is higher than in Table 1 when the male’s action selection 
is greedy, and the female’s selection is Boltzmann selec-
tion. However, when the female’s action selection is 
greedy, and the male’s action selection is Boltzmann se-
lection, the successful ratio is lower than in Table 1. The 
reason why the successful ratio is high when the male 
temperature coefficient is decreased faster than the fe-
male can be thought that the male’s action selection be-
comes greedy in the early stage of the total trials.   
    
 

The others The others 
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Female  state:8  action:8 
  Male  state:8  action:8 
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Then, in order to investigate the reason of the difference 
of successful ratio depends on the action selection of the 
both agents, the change of Q-values in the learning proc-
ess is observed. The change of Q-values when the fe-
male’s action selection is greedy from the beginning is 
shown in Fig.3. The change when Boltzmann selection 
was employed and the temperature coefficient was fixed 
at 0.005 from the beginning is shown in Fig.4. Fig.(a) 
shows the change of female’s Q-values when the male is 
in the state 8 that is located 1 step before the goal, and 
Fig.(b) shows the change of male’s Q-values for the ac-
tion 8 that takes the agent from the state 8 to the goal, but 
is not rational for the other states. 
   From Fig.3,4, it is known that only one Q-value is 
higher after learning progressed in some degree, and the 
signal with the highest Q-value in the female corre-
sponds to the signals with the highest Q-value in the 
male. It is also known that the signal with the maximum 
Q-value was switched several times. Finally the female 
decides to select a signal in the state 8, and the male de-
cides to select the proper action from the signal. The both 

corresponding Q-values converged to 1.0. In Fig.3, the 
male’s maximum Q-value became large in the early stage 
of learning, but it decreased drastically. On the other 
hand, in Fig.4, the male’s Q-learning is slightly oscillat-
ing around a comparatively small value. It can be said 
that, in greedy selection, reconstruction of the sig-
nal-action pair occurs often and drastically, but in the 
Boltzmann selection, the learning is more stable.  

Table 1: Success ratio according to the number of 
trials when the temperature reached 0.005  

  The male’s number of trials until T=0.005
  greedy 200 400 600 800 1000

Greedy 87.1 44.7 38.7 30.2 19.8 9.8

200 100.0 82.0 77.0 61.1 32.2 7.6

400 99.9 80.1 78.8 61.0 36.0 9.9

600 99.1 64.8 62.4 57.4 34.9 9.0

800 81.9 41.0 36.4 32.1 21.8 7.6

Th
e 

fe
m

al
e’

s n
um

be
r o

f 
tri

al
s u

nt
il 

T=
10

00
 

1000 62.8 6.1 6.9 5.6 2.7 0.4

Then, the reason why the difference of successful ra-
tio and the change of Q-value due to the female’s explo-
ration factor in action selection is examined. An example 
to show the influence of one agent’s learning to the other 
agent’s learning is shown in Fig.5. The failure of the fe-
male’s learning means that the female selects the same 
signal in two or more states. For example, when the fe-
male transmitted the signal 1 in the both state 1 and 8, 
the male continues to select the action 8 as long as the 
signal 1 is received and the action for the signal 1 is not 
switched by the greedy selection of the both agents. Ac-
cordingly, signal-action mapping is broken not only in 
the state 1 but in the state 8, and learning has to be done 
again from scratch.  

Table 2: Success ratio according to the number of 
trials when the action was changed to greedy se-
lection after the temperature reached 0.005. 

On the other hand, in the case of the failure of the 
male’s learning, the male selects the same action for the 
different signals even though the female assigned signals 
appropriately. For example, although the female trans-
mits the signal 1 at the state 1 and transmits the signal 2 
at the state 8, the male selects the action 8 in either case 
of the signal 1 or the signal 2. Then, for the male, 
Q-value of the action 8 on the signal 1 decreases, and for 
the female, Q-value of the signal 1 on the state 1 also 
decreases. However, in this case, it gives no influence on 
the Q-values at the state 8. So, insufficient learning of 
the female breaks the generation of the right action also 
in other states in the male, while insufficient learning of 
the male breaks the signal only at the state in the female. 
That is supposed to be the reason why the successful 
ratio becomes larger when the male’s action selection is 
greedy, and the female’s action selection is not com-
pletely greedy, but with a small random factor.  

  The male’s number of trials until T=0.005
  greedy 200 400 600 800 1000 

greedy 87.1  84.0 67.2  40.5  20.3 9.8 

200 90.5  86.9 75.9  47.9  22.4 10.4 

400 90.5  90.9 83.4  65.2  28.7 11.9 

600 90.4  87.9 85.9  77.8  53.0 14.4 

800 83.8  84.4 85.8  79.3  54.5 18.6 

Th
e 

fe
m

al
e’

s n
um

be
r o

f 
tri

al
s u

nt
il 

T=
10

00
 

1000  62.8  61.5 56.8  36.7  6.8 0.4 

  Finally, in order to investigate how the learning pro-
gressed in the both agents, the number of steps since 
which the action with the maximum Q-value was not 
switched was observed. The result shows that the action 
with the maximum Q-value began to be fixed from the 
state that is close to the goal, and then, the range where 
the action was fixed spreads to the far states from the 
goal gradually. Furthermore, the time when the female 
fixed its signal is slightly earlier than the number of steps 
when the male fixed its action. That must be also because 
the female’s insufficient learning sometimes breaks the 
male’s proper mapping from the signal space to the ac-
tion space. 
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4. Conclusion 
   In this paper, the effect of action selection in the 
learning of one-way communication between two agents 
using Q-learning was examined. The successful ratio 
became higher when the receiver agent’s action selection 
is greedy, and the transmitter agent’s is not completely 
greedy but has a small random factor. 
   By observing the change of Q-values and the number 
of the steps when the both agents determine their actions, 
it is found that insufficient learning in the female may 
break learning fatally.  
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Fig.3 Change of the Q-values when the female’s 
action selection in greedy selection   

Fig.4 Change of the Q-values when the female’s 
action selection is Boltzmann selection  
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Fig.5 The influence of one agent’s learning to 
the other’s learning 
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Abstract 
 

     This paper presents a systematic analysis and a 
simple design of a robust adaptive control law for a class 
of nonlinear systems with modeling errors and a 
time-delay input. The theory for designing a robust 
adaptive control law based on input-output feedback 
linearization of nonlinear systems with uncertainties and 
a time-delay in the manipulated input by the approach of 
parameterized state feedback control is presented. The 
main advantage of this method is that the parameterized 
state feedback control law can effectively suppress the 
effect of the most parts of nonlinearities, including 
system uncertainties and time-delay input in the 
pp-coupling perturbation form and the relative order of 
nonlinear systems is not limited.  
Keywords: nonlinear, robust control, adaptive control, 
time-delay 
 
1 Introduction 
 

Recent developments in the theory of differential 
geometry provide useful methods for a class of nonlinear 
systems. The central concept of this approach is to 
algebraically transform the nonlinear system dynamics 
into an equivalent linear system, such that the 
conventional linear control techniques can also be 
applied [1, 2]. Generally, the feedback linearization 
techniques require the accurate mathematical model for 
the plant to achieve exact linearization of the close loop 
system. However, for many real processes, there exist 
inevitable uncertainties in their constructed structure 
models. Therefore, design of a robust controller for a 
nonlinear system is important subject.  

In this paper, we present a systematic analysis and a 
simple design of an adaptive control law for a class of 
nonlinear systems with modeling errors and a time-delay 
input. The so-called matching conditions [3] for 
controlled nonlinear systems and the Smith predictor are 
not necessary. System uncertainty is considered as the 
non-vanishing case in the desired operating condition. 
Using the parameterized coordinate transformation, the 
original nonlinear system can be transformed to a class 
singular perturbation problem having distinct fast and 
slow dynamics. An adjustable parameter can be detuned 
to satisfy the desired control specification. When the 
lumped nonlinearity, including uncertainty and 
time-delay input, is constrained to a closed bounded set 
and satisfy the local Lepschitz condition [4], its effect on 
the output trajectory can be effectively suppressed using 
the proposed technique. More precisely, to treat the 

tracking problem, an ultimate bound of tracking error is 
investigated under the specific reference model. 
 
2 Preliminaries and problem formulation 

 
Consider the uncertain single input single output 

(SISO) nonlinear system with time-delay input: 
 x,(t)=f(x(t))+Df(x(t))+[g(x(t))+Dg(x(t))]u(t-d)      (1) 
 y(t)=h(x(t))                                                                 

, where x ∈  Rn is the state variable, u ∈ R is the 
manipulated input, d>0 is the time delay in the 
manipulated input, y∈R is the output .f(•), g(•), Df(•) 
and Dg(•) are smooth vector fields on Rn, and h(•) is a 
smooth function. The nominal system is then defined as 
follows: 

x,(t)=f(x(t))+g(x(t))u(t)                                            (2) 
y(t)=h(x(t)) 

, i.e. assume that Df(•) = 0, Dg(•) = 0, and d=0 in (1). 
There has been a great deal of research in recent years 

over the development of a complete theory for explicitly 
linearizing the input-output map of the nominal system 
(2) using state feedback. Here we introduce some 
notations from differential geometry, namely the Lie 
derivative, which is frequently used in this paper. For 
more general treatment in this area, readers are advised 
to look in [1], [5]. Given a scalar function h(x(t)) and a 
vector field f(x(t)) on Rn, one can define a new scalar 
function Lfh(x(t)), called the Lie derivative of h(x(t)) 
with respect to f(x,t): 

Lfh(x(t))=
)(
))((

tx
txh

∂
∂ f(x(t))                                       (3) 

Thus, the Lie derivative Lfh(x(t)) is the directional 
derivative of h(x(t)) along the direction of the vector 
f(x(t)). Higher order Lie derivative can be defined 
recursively as: 

Lf
0h(x(t))=h(x(t))                                                    (4) 

Lk
f(x(t))= ∑

=

n

j tx1 )(∂
∂ [Lk-1

fh(x(t))]fj(x(t)), k = 1, 2, 3, …  

                                                                                (5)  
if g(x)is another smooth vector field on Rn, then one 

can define the Lie derivative of h(x(t)) with respect to 
two different vector fields: 

LgLf
k h(x(t))= ∑

=

n

j tx1 )(∂
∂ [Lk

fh(x(t))]gj(x(t)),  

k=1, 2, 3, …                  (6) 
Furthermore, the minimum eigenvalue of a hermitian 

is denoted as λ min(•) and λ max(•), where as the 
transpose of the vector or of a matrix is written as (•)T 
and || • || denotes the Euclidean norm.  
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An important property of a nonlinear system is its 
relative degree. For a linear system defined in transfer 
function form, the relative degree is usually defined as 
the order of the denominator minus the order of a 
numerator. Amore general definition is used for 
nonlinear systems: 

Definition 1: The system (eqn.2) is said to have a 
constant relative degree r [6], if there exists a positive 
integer 1<=r<= ∞ ,such that  

LgLf
kh(x(t))=0,k< r-1                                              (7)  (7) 

LgLfr-1h(x(t))!=0   for all x∈  Rn and t∈  [0, ∞ )   (8) 
Throughout this paper, we assume that the nominal 

system (2) possesses a relative degree r. Based on the 
assumption, it has been shown that [1] there exits a 
neighborhood U of the operating point xs such that the 
mapping: 

p: U-> Rn                                                                                                  (9) 
defined as 
pi(x(t))=Ei(t)=Lf

i-1h(x(t)), i=1,2,3,. . .,r                 (10) 
pk(x(t))=Nk(t),   k=r+1,r+2,. . .,n                           (11) 

, and satisfying: 
Lgpk(x(t))=0,k=r+1,r+2,. . .,n                                (12) 

, is a diffeomorphism onto image. To obtain a linear 
input-output relation of (2), start with the external 
dynamics: 

E,
1(t)= ==

dt
dx

x
h

dt
dx

x
p

∂
∂

∂
∂ 1 Lfh(x(t))=p2(x(t))=E2(t)(13) 

…  

E,
r+1(t)= ==

−

−

dt
dx

x
L

dt
dx

x
p r

fr

∂

∂

∂
∂

1

1 Lf
r-1h(x(t)) 

          =p2(x(t))=Er(t)                                             (14) 

E,(t)=  
dt
dx

x
L

dt
dx

x
p r

fr

∂

∂

∂
∂

2−

=   

      =Lf
rh(x(t)) + LgLf

r-1h(x(t))u(t)            (15) 
Set 
a(E(t)), N(t)=LgLf

r-1h(x(t))u(t) ))(),((| 1 tNtEpx
−

=     (16)  (16) 

b(E(t), N(t))=LgLf
r h(x(t))u(t) ))(),((| 1 tNtEpx

−
=        (17) 

(15) can be written as: 
E,

r(t) = b(E(t),N(t))+a(E(t),N(t))u                         (18) 
Next, under eqn.12 the integral dynamics is 

considered as: 

N,
k(t) = )())(())((( tutxgtxf

x
p k +
∂

∂
 = Lfpk(x(t))+ 

Lgpk(x(t))u(t) = Lfpk(x(t)), k=r+1,r+2,r+3, …       (19) 
Thus, in short, the state space description of the 

system in the new co-ordinates as follows: 
E,

i(t)=Ei+1(t), i=1,2,3, …                                       (20) 
E,

r =b(E(t),E(t))+a(E(t),N(t))u(t)                          (21) 
N,(t)=q(E(t),N(t))                                                  (22) 
y(t)=E1(t)                                                              (23) 

, where qi(E(t),N(t)) = Lfpk(x(t)) ))(),((| 1 tNtEpx
−

= , k = 
r+1,r+2, … , n 

Generally, (20), (21) are called the external dynamics 
of the system, and (22) is called the internal dynamics of 
the system. The proper choice of a linearizing control 
law is now apparent from (21). As b(E(t),N(t)) is 
bounded away from zero, its inverse is well defined. 

Thus the following linearising feedback law can be 
derived from (16), (17) and (21): 

u(t)= =))(),( tvtφ (LgLf
r-1h(x(t))-1(-Lf

rh(x(t))+v(t))  
=a-1(E(t),N(t))[-b(E(t),N(t))+v(t)]            (24) 

, where v(t) is a new external control to be designed for 
the purpose of tracking signals. Note that the control law 
of (24) makes the state vector N(t) completely 
unobservable at the output. Since we are interested in 
achieving stable state tracking, it is required that N(t) 
remain bounded for the bounded E(t). However, we 
observe that E(t) can be thought as an external input 
vector with respect to the dynamics of N(t). Since E(t) is 
expected to track arbitrary time functions, it is clear that 
the boundedness of N(t) is entirely depend on the vector 
field q(E(t),N(t)). It can be easily verified that the 
equation: 

E,(t)=q(0,N(t))                                                       (25) 
, is referred to as the zero dynamics [1]. The system in 
which the zero dynamics is asymptotically stable 
referred to as the minimum phase system. Stable tracking 
requires a stronger stability criterion for the dynamics 

E,(t)=q(E(t),N(t))                                                          (26) 
be bounded input bounded state (BIBS) stable. In 
addition to the relative degree assumption, a further 
property of the zero dynamics required. This is 
illustrated in the following assumptions: 

Assumption 1: The zero dynamics of eqn.25 is 
exponentially stable. Moreover, the function q(E(t),N(t)) 
is Lepchitz uniformally in N(t). 

Remarks: 
(i)Since the zero dynamics is exponentially stable by 

assumption therefore by a converse theorem of 
Lyapunov [7], there exists a Lyapunov Vo(N(t))which 
satisfies the following properties: 

K1ºN(t)º2<= Vo(N(t))<=K2ºN(t) º2                                 (27) 

)(
))((

tN
tNVo

∂
∂ q(0,N(t)) <=-K3ºN(t)º2                                  (28) 

)(
))((

tN
tNvo

∂
∂ <=K4ºN(t)º                                       (29) 

,, where K1, K2, K3 and K4 are some appropriate 
positive constants. 

(ii) Due to the fact that q(E(t),N(t)) is Lepschitz in 
E(t) there exists a positive constant L such that 

ºq(E(t),N(t))- q(0,N(t))º<=LºE(t)º, N(t)∈Rn-r          (30) 
, and Lis called a Lepschitz constant of q(E(t),N(t))  [1]. 

Now, we are ready to design the tracking controller 
for the system (1) to minimize the trajectory error and to 
stabilize the close loop control system in the presence of 
system uncertainties and time-delay input. 

 
3 Results of research 
 

In this part, the robust control objective is to design a 
parameterized feedback linearizing control law such that 
the desired output trajectory of the close loop system is 
achieved and the effects of system uncertainty attenuated 
while maintaining the boundedness of all signals inside 
the control loops. For simplicity, all uncertain 
components can be lumped and the uncertain nonlinear 
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system can be reduced to  
x,(t)=f(x(t))+g(x(t))u(t-d)+∑(x(t),u(t-d)) 
y(t)=h(x(t))                                                       (31) 

, where ∑(x(t),u(t-d))=Df(x(t))+Dg(x(t))u(t-d).  
Applying the nominal change of co-ordinates of 

equations (10)-(12) and the nonlinear state feedback of 
(24) to the system (1) yields 

E,
1(t)=E2 +  )))(),(((

)(
))(( dtutx

tx
txh

−∑
∂

∂
           (32) 

…  

E,
r-1(t)=Er(t) + ∑ −

∂

∂ −

))(),((
)(

))((2

dtutx
tx

txhLr
f     (33) 

E,
r(t)=v(t)+ 

∑ −−+−
∂

∂ −

))()()((())(),((
)(

1

tudtutxgdtutx
tx

Lr
f   (34) 

N1
,(t)=q1(E(t),N(t)) + ∑ −

∂
∂

))(),((
)(

dtutx
tx

pn       (35)   

N,
n-r(t)=qn-r (E(t),N(t)) + ∑ −

∂
∂ + ))(),((

)(
1 dtutx

tx
p r   (36) 

Taking advantage of the identities in the nominal 
transformations and by some derivations, it can be easily 
verified the equations (32)-(36) can be transformed into: 

E,(t)=AE(t)+Bv(t)+DA(x(t),u(t), u(t-d))              (37) 
N,(t)=q(E(t),N(t))+DΦ(x(t),u(t-d))                      (38) 
y(t)=CE(t)                                                            (39) 

, where E=[E1,E2,. . ., En]T, N=[N1,N2,. . ., Nn-r]T, 
DA = [DA1, DA2, … , DAr]T = 




















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





−−+−∑

−∑

−∑

−

−

)()())(()(),((
)(

))((

))(),((
)(

))((
...

))(),((
)(
))((

1

2

tudtutxgdtutx
tx

txhL

dtutx
tx

txhL

dtutx
tk
txh

r
f

r
f

∂

∂

∂

∂

∂
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, DA∈Rrx1 , DΦ= 1)(

1
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...
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∈


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


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








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



00000
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,  

B=[0   0  ...  0]T  ∈ Rr×1, C=[0   0  ...  0]T  ∈R1×r 
Consider that the output y(t) will track the output yd(t) 

of the reference model. The desired model reference is 
z,(t)=A0z(t)+B0ysp(t)                                             (40) 
where z(t) is the state variable, A0,B0,C0 are matrices 

and vectors with appropriate dimensions. Ysp(t)is the 
external input, and yy(t)is the desired output trajectory. 

The following assumptions are needed to achieve the 
desired output trajectory: 

Assumption 2:  
The desired trajectory output and its first r derivatives 

are all uniformly bounded, and satisfy: 
º(yd(t) yd

(1)(t) ....  yd
(t))º <=Bd                                             (41) 

, where Bd is the some positive constant. 
Remark: 
(iii) The fact that the model reference must be of 

relative order of r, to avoid the use of differentiators in 
the controller. Furthermore, if the desired trajectory and 
its derivatives are uniformly bounded, one can make the 
output tracking error, y(t)-yd(t), as minimum as possible 
and the whole system states locally stable. This is further 
verified in the subsequent theorem: 

Define: ei(t)=Ei(t) -yd
(i-1)(t), i=1,2,. . .,r                 (42) 

Then equations (24) and (37)-(39) become: 
e,(t) = Ae(t)+B(v(t)-yd

r(t)) + DA(x(t),u(t),u(t-d)) (43) 
N,(t) = q(E(t),N(t)) + DΦ(x(t),u(t-d))                   (44) 
e1(t)=Ce(t)                                                             (45) 
Define the tracking error with parameterization  
ei

*(t)=ppi-1ei(t), i=1,2,. . .,r                                    (46) 
, for a positive constant pp<=1. Then we obtain the 
following equations: 

ppe,*(t)=Ae*(t) + pprB(v-yd
+ppDA*(x(t),u(t),u(t-d) 

                                                                              (47) 
N,(t)=q(E(t),N(t)) + DΦ(x(t),u(t-d))                     (48) 
e1(t)=Ce*(t)                                                           (49) 

, where DA*=[DA1      ppDA2 . . .  ppr-1Ar]T 
Now, we propose the control law v(t) of the following 

form: 

∑−=Φ=
=

−
r

t
ii

rr
d

r
d teapptytytetv

1

)()(
0 )(*)())(),(*()(  

            = )(),()()( teppaty r
d Γ+                    (50) 

, where Γ (a,pp) = [-pp-ra1,. . ., -pp-1ar] 
Note that a1,a2,. . .,ar are chosen such that 
sr + arsr-1 + . . . +a1                           (51) 
is a Hurwitz polynomial and s is the Laplace operator. 

By some derivations we obtain a standard singularly 
perturbed system of the form: 

ppe,*(t)=Ace*(t)+ppDA*(x(t),u(t),u(t-d))            (52) 
N,(t)=q(E(t),N(t))+DΨ(x(t),u(t-d))            (53) 

, where Ac = 























−−− raaa ..
10000

.....
00100
00010

21

 is companion matrix. 

Moreover, we define P as a symmetric positive define 
matrix satisfying the Lyapunov equation: 

Ac
TP + Pac = -I                           (55) 

, where I is an identity matrix. 
Intuitively, to reduce the effects of the nonlinearity 

including state and input perturbations to the tracking 
error e(t) while maintaining the boundedness of N(t), we 
can choose a large gain in the control law v(t) eqn.50. 
However, the input error between the delay in put u(t-d) 
and the desired control law u(t) will be large due to 
inappropriate high gain feedback control. Therefore how 
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to choose a suitable tuning parameter pp in the present 
control law, which guarantees the overall system 
stability and good performance, is the main key issue of 
in this paper. 

Owing to state feedback control the resulting closed 
loop system of (52) and (53) may include state delay and 
input delay. Hence, the bound information of the delayed 
state x(t-d) and current state x(t) is a priori. This is 
addressed in the following assumption. 

Assumption 3: 
Consider that W(e*(t))=ppe*(t)Tpe*(t) is a positive  

define function, where e*(t) is the parameterized variable 
as shown in eqn.46, and P satisfies eqn.55. If there exists 

W(e*(t-d))<=ε2 c*ºe*(t)º                                (56) 
where c* is the ratio between maximum and minimum 

eigenvalues of matrix P. 
Remarks: 
(iv) This assumption is based on the stability theorem 

of Razumikhin [7]. Under the continuous inversion of 
parameterized co-ordinate transformation (equations 
(10), (11), (42), (46)), i.e.: 

xl(t) = pk
-l(Ei(t),Nj(t)) = pk

-l (ei(t)+yd
i-1(t),Nj(t)) 

        = pk
-l(pp1-iei

*(t)+ yd
(i-1)(t)Nj(t)),  i=1, 2, …  

The result of (56) represents that if the current state 
x(t) is bounded, the delayed state x(t-d)is uniformly 
bonded. This assumption had been used in the literature 
for state-delayed systems [8]. 

From the assumptions above, the error can be 
expressed further as follows: 

³u(t-d)-u(t)³= ³Φ(x(t-d),v(t-d) - Φ(x(t),u(t)))  
³=³-a-1(E(t-d),N(t-d)) 
b(E(t-d),N(t-d))+yd

(t-d)a-1(E(t-d), N(t-d)) –   
yd

(t)a-1(E(t),N(t))+Γ(a,pp) 
a-1(E(t-d),N(t-d))e(t-d)-a-1(E(t),N(t))e(t))³               (57) 
After taking derivation of Lepschitz Jacobian near the 

origin, one can show that: 
³u(t-d)-u(t) ³<=pp-r(c1ºE(t-d)-E(t) º+ c2ºN(t-d)-N(t) º+ 
c3<=k*/ppr                                                             (58) 

, where c1,c2,c3 and k*are positive constants. 
Based on the ongoing analysis, a simple design 

procedure for better output tracking in the presence of 
plant uncertainties and time delay is proposed. The basic 
principle is to design the parameterized state feedback 
control law for getting a good system response and to 
tune the parameter pp for achieving robust stability and 
performance specification.  

The control structure is shown in Figure 1, and the 
design procedure consists of five steps: 

 
 
 
 
 
 
 
 
 
 
 
 

Step 1: Select the controlled output and calculate the 
co-ordinate transformation based on the nominal system 
as shown in equations (10)-(12). 

Step 2: Transform the nonlinear system into an 
equivalent linear system as shown in equations 
(20)-(23). 

Step 4: Calculate the desired reference model based 
on the specific specification as shown in equation (40). 

Step 5: Adjust the tuning parameter pp to satisfy the 
performance specification. 

 
4 Conclusions  
 

The theory for designing a robust adaptive control 
law based on input-output feedback linearization of 
nonlinear systems with uncertainties and a time-delay in 
the manipulated input by the approach of parameterized 
state feedback control has been presented. The main 
advantage of this method is that the parameterized state 
feedback control law can effectively suppress the effect 
of the most part of nonlinearities, including system 
uncertainties and time-delay input in the pp-coupling 
perturbation form and the relative order of nonlinear 
systems is not limited. 
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Figure 1: Structure of the controller 
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Abstract
CG images consisting of all indoor sceneries are usu-

ally used in movies, virtual reality applications, etc.
This paper addresses a GA-base method to find the op-
timal camara positions to synthesize a complete indoor
image from multiple photographs. For this objective,
we use a efficiency crossover operation. Our method is
evaluted by computer simluations that find the cam-
era positions which can take all walls in the building.
The experimental results show that our method can
take all walls in the building by the small number of
cameras.

Keyword: Genetic Algorithm, CG, Composition of a
seamless image

1 Introduction

Recently, Computer Graphics (CG) are used in
many fields such as movies, games and so on. Many
CG engineers have developed sophisticated techniques
to produce photo-realistic CG images. In particu-
lar, movies use many CG images to synthesize scenes
which are hard to film. This field reruires an easy
way to get a complete in image a building. Some CG
engineers synthesize the complete indoor image from
multiple photographs.

If has two problems to synthesize a complete indoor
image from multiple photographs; how to determine
the minimum number of cameras to take all indoor
scenery, and how to determine the optimal camera
positions and view angles. In addition a photograph

Figure 1: Overlap to compose a seamless image

needs to have appropriate overlap areas between the
neighboring photographs to make a seamles image as
shown in Figure.1.

2 Definition of the problem

The final goal is to compose a seamless image from
the minimum number of photographs with suitable
overlaps, and the seamless image takes all indoor scene
in the building. For this objective we derive the op-
timal camera positions by GA under the following as-
sumptions and constraints.

2.1 Assumptions

To simplify the problem, we suppose the following
four assumptions.
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• There is no furniture in the room.

• Building is described as two dimensional floor
map.

• Cameras are allowed to put on the descrete posi-
tion. The interval of positions is given by user.

• The view angle of camera is 48 degree, that is
as the same as that of standard lens of 35mm
camera. And the focus range is given by user.

2.2 Constrains

To compose a seamless image from multiple pho-
tographs, the image has to satisfy the following two
constraints.

• The seamless image has to take a complete view
in the view building. In other words, the seamless
image has to take all walls in the rooms.

• Each photographs has to have suitable overlap ar-
eas between neighboring photographs as shown in
Figure.1. Since the wall taken by more than two
cameras is redundant, it is not used as the over-
lap.

2.3 Optimal camera position

We define the optimal camera position that satis-
fies the constraints under the assumptions by the mini-
mum number of cameras. However the minimum num-
ber of cameras is not generally decided by the prob-
abilistic search such as GA. Therefore we decide the
smallest number of cameras through computer simula-
tions. Concretely, if N cameras put on the appropriate
positions can satisfy the constraints, and if N−1 cam-
eras can not satisfy them, N is the minimum number
of cameras. This N is decided through all computer
simulations.

3 Genetic Algorithms

3.1 Genetic Coding

A camera has three parameters; the horizontal po-
sition, the vertical position and the angle from the
horizontal axis. These three parameters are arranged
as an individual. Xi and Yi denotes the horizontal
and vertical coordinates of the camera i, respectively.
Xi and Yi have descrete values as described in the as-
sumption. θi denotes the angle of from the horizontal
axis. The range of θi is ±180 degree by one degree
step.

3.2 Genetic operations

3.2.1 Parents Selection and Crossover

The numbers of cameras in an individual are affected
by the crossover operation. To reduce the number of
cameras effectively, it is desired that a camera take
more area of the walls. For this reason, the selection
of parents is operated as follows;

1. “Parent-A” is chosen in order of the fitness value
defined by Equation (1) in Section 3.2.2.

2. A temporary individual A’ is made from the
“Parent-A” . The individual A’ is almost the same
as the “Parent-A”, but some cameras taking a
wall that has the smallest area are removed. The
wall taking by the removed cameras is called as
the “WorstWall-A”.

3. “Parent-B” that takes the largest area of the
“WorstWall-A”　 is chosen from the population.
Camera is called as the “BestCamera-B”.

4. A temporary individual B’ is made from the
“Parent-B”. The individual B’ only includes the
“BestCamera-B”.

The “BestCamera-B”are inserted into Individual A’
in one by one as shown in Figure.2 . Finally, new
offspring is created.

3.2.2 Fitness Function

The fitness function is defined by Equation（1）where
j is ID of walls. N is the number of walls in floor map.

fg = Σj(Pj + Qj), (1)

Pj =
lja + ljb − λ

Lj
× 100(%), (2)

Qj =





100 Pj=100(%)　 and
λ > (1− α)M

0 other
, (3)

In Equation (2), la and lb denote the length on the
wall j taken by the camera A and the camera B, re-
spectively. λ denotes the length of the wall j taken
by both of the camera A and the camera B (overlap).
Lj is the length of the wall j. These parameters are
also illustrated in the Figure 3 . When the wall j is
completely taken by the camera A and the camera B,
Pj becomes 100.

Qj becomes 100 if the wall j is completely taken,
and the photographs include desirable overlap to com-
pose a complete image. The parameter α (0 ≤ α ≤ 1)
and M are given by user.
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Figure 2: Crossover

Thus the maximum of fitness value for each wall is
200 when all the walls are taken, and it has appropriate
overlaps between photographs.

3.2.3 Mutation

In GA, the contents of an individual are randomly
changed by the mutation. It means that the direction
and the position of the camera are changed by the
mutation in this application. However, this mutation
causes low fitness value at the last stage of evolutional
process. Therefore we use the following two operations
as the mutation.

If a camera takes only one wall, this camera is
deleted from the individual to reduce the number of
cameras. If a photograph taken by camera A is com-
pletely included the other photograph, the camera A
is deleted from the individual.

3.2.4 Local search

Since GA is a kind of the probabilistic search, it dose
not guarantee to find the optimum solution. To im-
prove the quality of solution, local search operation is
employed. The local search is operated as follows;

1. Change of the camera direction

Figure 3: Parameters to calculate fitness

(a) The angle of all cameras are changed from 0
to 360 degree at random. The angle with the
highest fitness value is set to the new angle
for each camera.

(b) After above operation, the individual that
have more than 90% of the elite’s fitness val-
ues are selected. The angle of these cameras
is changed within ±10 degree by one degree
step, then the angle with the highest fitness
value is selected.

2. Change of the camera position

At first, the camera is provisionally moved to the
eight neighbors of the current position. Then the
camera is moved to the position with the highest
fitness value.

4 Experiments and Discussions

4.1 Experimental conditions

For the experiments, we prepare a floor map based
on the actual building in University of Miyazaki.

4.2 The parameter of GA

Parameters of GA for the experiments are described
in below. These parameters are derived from the pre-
liminary computer simulations.

• Maximum number of generations: 100

• Number of individuals: 100
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Figure 4: An example of camera layout at 100-th gen-
eration
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Figure 5: Change of fitness

• Number of offspring generated by Crossover: 100

• Initial number of cameras: 12

• Camera position interval: 0.5 (ｍ)

• Walls in the floor map: 20

• Number of simulations: 30

• Desirable overlap length M: 0.03 (ｍ)

• α:0.3

4.3 Experiments Results

In the 0-th generation, some walls are taken by more
than two cameras, and some walls are not taken by
any cameras. Figure.4 shows the camera position of

an elite individual after 100 generations. As shown in
Figure.4, all cameras take more than two walls with
suitable overlap. In addition the number of cameras
was decreased into 8. In this case, the fitness of the in-
dividual was arrived at the maximum value 4000. As a
result, it is showed that our method could take multi-
ple photographs including desirable overlap to synthe-
size a seamless indoor image of the building. Figure.5
shows changes of fitness value. As shown in Figure.5,
the fitness reached the maximum value after 200 (sec)
execution.

5 Conclusion

Recent progress of image processing technology
leads many applications in real world. In particular
composition of a seamless image from the multiple
photographs taken from many viewpoints attracts at-
tention in the movie fields. We propose a method to
composition a seamless image by the minimum num-
ber of photographs. For this objective, we employed
the genetic algorithm to find an appropriate layout of
the cameras. To reduce the computation time we al-
lowed the cameras to place on the discrete positions,
and employ a powerful local search method to find the
better camera layout. Simulations results showed that
our method could derive the suitable camera layout
that makes be possible to compose of a seamless im-
age.

Future works remain as the experiments in the floor
map containing some funiture, and we try to apply our
method to 3-D buildings.
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Abstract

A camera is often the main sensor of autonomous
robots. As those embedded platforms offer minor com-
puting power only, it is a challenge to provide a fast
and robust image processing. This paper describes
a new real-time structure preserving noise reduction
operator based on the so-called SUSAN filtering ap-
proach. We use a correlation function to determine
which part of a pixel’s neighborhood has to be included
in the smoothing process. Thus, the smoothing pro-
cess takes place only inside homogeneous regions of
the image, without blurring edges and bi-dimensional
features which are needed for object recognition.

1 Introduction

With the recent development of autonomous mo-
bile applications, embedded platforms have become
a viable and convenient option for robotics (e.g.
Sony ERS-7).However, embedded robotic platforms
are severely limited in terms of processing resources,
due to the space and power constraints which are a
consequence of autonomous operation. Furthermore,
low power consumption cameras can exhibit signifi-
cant amounts of noise in the images they capture [1].
Linear noise reduction convolution operators, such as
Gaussian smoothing filters, are relatively inexpensive
in terms of computing power. Yet, they significantly
alter crucial features for computer vision such as edges
and corners. Non-linear operators which selectively
determine what part of the convolution kernel to in-
clude in the smoothing process, exhibit satisfactory
performance in terms of image structure preservation
while effectively reducing noise [2]. On the other hand,

∗This work was supported by the Deutsche Forschungsge-
meinschaft DFG under program of emphasis SPP 1125

as we will show, the computational cost of such filters
makes them not suitable for real-time applications on
embedded platforms.

2 Noise Reduction Filtering

Conventionally, noise reduction is done by cutting
the high frequency components of an image. Thus, all
relevant information of the high frequency part of the
spectrum of the image is lost. This is why non-linear
operators try to preserve image structures by selec-
tively determine which part of a pixel’s neighborhood
has to be included in the smoothing process.

2.1 SUSAN Noise Filtering

The SUSAN noise reduction filter achieves this by
applying a correlation function to calculate the simi-
larity of the brightness of a pixel to be filtered with a
neighborhood defined by a fixed convolution mask [2]:

c(p, p0) = e
−

(

I(p)−I(p0)

t

)

2

(1)

In Equation 1 c(p, p0) represents the Gaussian cor-
relation function, where the so-called nucleus p0 =
(x0, y0) is the pixel which is going to be filtered,
p = (x, y) is a pixel which belongs to the convolu-
tion mask around the nucleus, and t is the brightness
threshold which controls the width of the Gaussian.
In the spatial domain, the SUSAN filter also makes
use of a Gaussian weighing. Accordingly, the overall
equation of the filter is given by Equation 2:

I ′(p0) =

∑

p6=p0

I(p) · e−
r
2

2σ2
−

(

I(p)−I(p0)

t

)

2

∑

p6=p0

e
−

r2

2σ2
−

(

I(p)−I(p0)

t

)

2
(2)
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Here, I(x, y) is the brightness of a pixel before fil-
tering, I ′(x, y) is the filtered brightness , and σ deter-
mines the spatial Gaussian weighing.In case the de-
nominator of such a function for a given pixel is zero,
it means that its whole neighborhood is uncorrelated
with it, and hence it’s treated as pulse noise. This is
dealt with by using as an estimate for the pixel bright-
ness the median of its 8 closest neighbors [3].

2.2 Going Real-Time

An efficient implementation of such a filter is to
precalculate the non-linear correlation function for a
chosen t in a look-up-table L. Using the Sony ERS-7
as a reference implementation, the total size of such
a table is 2044 byte. In the following, this will be
referred to as

Lcorr.[∆I] := exp

Ã

−
(

∆I(x, y)

t

)2
)

(3)

Further, it has to be specified the spatial scale of
the smoothing σ, which can be also precalculated and
stored in the convolution mask of neighbors:

Lmask[∆x][∆y] := exp

(

− (∆x)2 + (∆y)2

2σ2

)

(4)

Now for each pixel in the mask of neighbors, ap-
plying Equation 2 can be done at the cost of 2 look-
ups, a division and several multiplications and addi-
tions(depending on the mask size).

If the denominator of Equation 2 equals zero, the
eight closest neighbor’s brightnesses have to be put in
an array which has to be sorted, and the 2 median
values averaged. Due to efficiency reasons, we recom-
mend the use of the insertion sort algorithm [4].

In all other cases, the division is the most complex
and expensive operation in terms of execution time,
followed by the multiplication [5, 6].

In order to avoid one source of multiplications in-
volved in the original algorithm, we chose to replace
the correlation function with a rect2τ (p, p0): having
a sharper cutoff, the optimal threshold τ is somehow
more dependent from the amount of noise present in
the images ([2]), however having a binary co-domain
for the function means that we can represent it with in-
teger values, and use the smallest data type offered by
the processors for that purpose, which is the byte, re-
ducing the size of the look up table to 1

4
of the original,

for a total of 511 byte. This can be further reduced, in
case of processors with very limited cache amounts, by
introducing a quantization n : 1 (with n = 2i, works

well for i = 1, 2) in the domain of the function, which
has the only negative effects of an increase of granular-
ity of the threshold value (which can then assume only
values modn(t) = 0) and require an additional shift op-
eration of ∆I by i positions. The multiplication can be
avoided, by using c(p, p0) = −rect2τ (p, p0) ∈ {0,−1}
whose domain is represented in signed byte format re-
spectively as 00000000 and 11111111, hence the corre-
lation weighing can be performed with a simple bitwise
logical operation AND 〈I(p), c(p, p0)〉. The remaining
multiplications can be avoided by approximating the
original Gaussian spatial weighing with a special mask
that is illustrated by Figure 2. Then, no spatial weigh-
ing multiplications are required, because the neighbors
whose weight is 0 in the mask are simply not included
in the numerator and denominator sums n and d. As a
result, let M = {(1, 1); (1,−1); (−1, 1); (−1,−1)} rep-
resent the neighbors considered by the algorithm, the
equation of the new filter is:

I ′(p0) =

∑

p∈M

I(p) · rect2τ (I(p)− I(p0))

∑

p∈M

rect2τ (I(p)− I(p0))
(5)

In order to speed-up the division operation, we first
have to note that the denominator d of such a function
can assume only 5 possible values: d ∈ {0, 1, 2, 3, 4},
which represents how many neighbors are ”similar” to
the nucleus for a given pixels. The statistical incidence
of each case is dependent on the threshold τ of the cor-

relation function: obviously, for τ = 0
∀(x,y)⇒ d(x, y) =

0, while for τ = 255
∀(x,y)⇒ d(x, y) = 4. Using a sample

of 100 images captured from the on-board camera of
our robot (Aibo ERS7) from real-world situations, we
have measured that for values of τ ≥ 6 case d(x, y) = 4
totally dominates with more than 80% of occurrences
(which become > 91% for d(x, y) = 10): following the
criterium of making the common case fast, we have re-
placed the division with a series of nested conditional
branches, such that in the most common case only
one conditional branch is performed, followed by the
second most common with 2, and so on.

The following case differentiation shows, what oper-
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ations should performed according to the denominator
value d in order to achieve optimized processing speed:

d=4: replace division by a shift-right instruction by
two positions: I ′(x, y) = n(x, y) >> 2

d=3: approximation: add nucleus to nu-
merator and divide by four I ′(x, y) =
(n(x, y) + I(x, y)) >> 2

d=2: replace devision by a shift-right instruction by
one bit I ′(x, y) = n(x, y) >> 1

d=1: nothing to divide
d=0: perform median filtering: just discard the

maximum and minimum, then average the re-
maining.

Figure 1: Calculating the median. {a, b, c, d} is the
set of neighbours, m(x, y) stands for the minimum and
M(x, y) for the maximum of elements x and y, the 2
final values have to be averaged.

3 Performance Analysis

To better evaluate the performance of our new ap-
proach, we have separated our tests into two cate-
gories: structure preservation in noisy images, and
run-time measurements. The latter is particularly im-
portant for our application domain, since the filter is
meant to be used on a robot with limited computa-
tional resources in a dynamic and competitive envi-
ronment, where it has to quickly react to the changing
situations. As a reference, we have compared our filter,
that here will be referred to as ”SUSAN RealTime”,
with the following operators:

- the original SUSAN, presented with the smallest
mask suggested by its authors (3× 3), in order to
minimize its running time;

- the Gaussian, with mask size also 3 × 3, in the
most popular and computationally efficient vari-
ant, as shown in Figure 2.

0 1 0
1 0 1
0 1 0

1 2 1
2 4 2
1 2 1

Figure 2: Masks of neighbors, integer approximation
of the original gaussians. Left: SUSAN RealTime
mask. Right: Gaussian with σ2 ≈ 0.64.

3.1 Running Time

We measured the running time of each filter over
100 images captured by the camera of the robots: on
the robot Sony Aibo ERS7 the camera has a resolution
of 208 × 160 pixel, 24 bit per pixel. In all cases, the
filters were running in normal conditions of operations,
thus in parallel with other system threads. While the
SUSAN RealTime execution time is dependent on the
brightness threshold used, we have empirically derived
the optimal for the noise present in the images (τ =
14), and we have verified that its speed is only ≈ 1%
slower than the best case which is (τ = 255).

ERS7 576MHz, 208× 160 pixel image
Filter Average(ms) Min Max

SUSAN RT τ = 14 9.904 9.8 10
SUSAN τ = 12 50.796 50.65 50.95
Gaussian σ2 ≈ 0.64 5.864 5.75 6

As can be seen, the SUSAN RT is ≈ 5 times faster
than the original algorithm, and in tests where the
latter used the same mask, our approach was still ≈ 3
times faster. Compared to the gaussian, it’s ≈ 1.7
times slower, which is a very good result for a non-
linear filter. A more detailed comparison can be found
in [7].

3.2 Noise Reduction

To evaluate the noise reduction and structure
preservation capabilities, we have followed a similar
approach as in the original SUSAN article ([2]), but
with a notable exception: the results will be measured
after a single application of each filter, this because in
our domain the total execution time is critical, mak-
ing unfeasible a repeated iteration until the error vari-
ance reaches 0. For each filter which requires to deter-
mine a threshold, we have used in all tests the value
which provided the overall best score: using different
thresholds in different tests would yield higher scores,
but this doesn’t reflect the real usage, since several
kinds of noise are present simultaneuosly inside real
images, and the amount of edges and bi-dimensional
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structures is varying continuously depending on the
objects present in the scene.

Edge Preservation, 10% of Noise, final gradient
Filter Gaussian Pulse Uniform

SUSAN RT τ = 24 55.51 53.45 54.44
SUSAN τ = 19 55.09 51.56 54.35
Gaussian σ2 ≈ 0.64 34.72 33.54 34.03

Table 1: The reference image is a perfect step edge of
300 pixel length, with gradient of (∆ = 55). Higher
numbers mean a better score.

Corner Preservation, 10% of Noise, final σ

Filter Gaussian Pulse Uniform

SUSAN RT τ = 24 4.39 6.07 4.68
SUSAN τ = 19 3.77 10.93 4.33
Gaussian σ2 ≈ 0.64 4.60 10.77 4.78

Table 2: The reference image is 102 × 102, with a
uniform brightness of 112, which contains 100 squares
of size 5×5 and brightness 135, so the feature strength
is (∆ = 25). Lower numbers mean a better score.

For all the experiments we have made, it must be
noted that the SUSAN RealTime is performing bet-
ter than the original in presence of pulse noise: this
is a consequence of having a smaller mask, so that
the chances of finding two similar noise spikes inside it
are lower, and because of the sharper correlation func-
tion. The gaussian filter performed badly, reducing
the strength of edges and corners; the original SU-
SAN overall provided the best filtering, however the
new SUSAN RealTime scored very close to it, and
proved to be very well balanced in all test conditions.

4 Results

We have used the SUSAN RealTime filter in
the image processor of our RoboCup team Mi-

crosoft Hellhounds (which is part of the German-
Team that won RoboCup 2004 in Lisbon) to take
part at several RoboCup competitions: GermanOpen
2004, AustralianOpen 2004, AmericanOpen 2004, and
JapanOpen 2004. The average running time of the
whole image processor, on the Sony ERS7 robot, was
17ms for a frame processing rate of 28.5 fps, which
was more than adequate to track fast moving objects.
The performance of the suggested approach is ana-
lyzed both in terms of noise filtering and structure
preservation as well as in terms of running time on

different CPU architectures. We proved that this fil-
ter combines the benefits of non linear structure pre-
serving operators with processing times comparable to
linear ones. We presented a practical application for
the RoboCup Four-Legged Soccer League. Further-
more, we showed that the limits of this approach (the
lack of scalability in terms of noise filtering due to the
spatial constraints and the rippling behavior in the
high frequency range) cannot be overcome with tradi-
tional approaches as well within the typical process-
ing constraints of real-time applications on embedded
platforms. Compared to existing algorithms, the sug-
gested approach provides an excellent ratio between
image quality and runtime behavior. As a final con-
clusion, this efficient algorithm for image processing
helps to save processing power which can be used for
less time-critical applications like AI or task schedul-
ing.
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Abstract
In this paper, we present a robot positioning task

with respect to a static target by visual servoing. The
vision system is uncalibrated and the kinematic model
of the robot may be totally unknown. The displace-
ments of the robot in joint level are generated in
real time in order to minimize an objective function.
The objective function includes the quadratic error
between the current and the desired target images.
A simplex method is used to minimize the objective
function, and a Newton-like method is also used near
the convergence. We successfully validate this method
with simulations under the graphic library OpenGL.

1 introduction

Most of the previous works on visual servoing as-
sume that the kinematic model of the robot and the
camera intrinsic parameters are known. Most of these
methods could work with weak calibration, but they
would fail if the robot and the vision system were fully
unknown.

Uncalibrated and model-less visual servoing has
been addressed by Hosoda et al. [1], and Jägersand
[2]. They use an on-line estimation of the Jacobian be-
tween the joint velocities of the robot and the feature
velocities in the image plane. Their approach assumes
the on-line identification of a large number of param-
eters. In the presence of noise, this type of approach
may lead to a badly estimated Jacobian matrix if the
motions of the robot do not guarantee identifiability
of the parameters.

In previous research, we proposed a novel approach
for uncalibrated and model-less visual servoing using a
modified simplex iterative search method is proposed.
We successfully demonstrated the algorithm with a in-
dustrial manipulator[4]. However, it usually requires
a lot of iteration to complete the positioning task ac-
curately.

In this paper, a Newton-like optimization algorithm
is adopted for quicker convergence. The simulations
are carried out in the case where the kinematic model
of the robot is unknown, assuming that the joint limits
are known. The intrinsic parameters of the camera are
also unknown. The improvement of the convergence
speed is discussed with the simulation results.

2 Simplex method and its modification
for visual servoing

2.1 Conventional simplex method by
Nelder and Mead

Simplex method is an unconstrained optimization
technique. Note that it is different from the linear
programming technique method also called ”simplex”.
This method was originally proposed by Spendley,
Hext, and Himsworth [7] and was developed later by
Nelder and Mead [5].

This section deals with the methods for solving the
minimization problem:

Find X = {x1, x2, . . . , xn} which minimize F (X) (1)

The geometric figure whose vertices are defined by a
set of n+1 points in an n-dimensional space is called a
simplex. For example, in two dimensions, the simplex
is a triangle, and in three dimensions, it is a tetrahe-
dron.

The basic idea in the simplex method is to compare
the value of the objective function at the n+1 vertices
of a simplex and move the simplex gradually toward
the optimum point during the iterative process, known
as reflection, contraction, and expansion.

If Xh is the vertex corresponding to the highest
value of the objective function among the vertices of
a simplex, we can expect the point Xr obtained by
reflecting the point Xh in the opposite face to have a
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smaller value. Mathematically, the reflected point Xr

is given by;

Xr = α(Xo −Xh) + Xo (2)

where Xo is the centroid of all the points Xi except
i = h, and α is the reflection coefficient (α > 0).

In the case f(Xr) gives the smallest cost between
all the vertices, one can generally expect to see the
function value decrease further by expanding Xr to
Xe;

Xe = γ(Xr −Xo) + Xo (3)

where γ is called the expansion coefficient (γ > 1).
If the reflection process gives a worst value, Xr is

contracted to Xc;

Xc = β(Xh −Xo) + Xo (4)

where β is called the contraction coefficient (0 ≤ β ≤
1).

If the contracted point still has worst value, the
contraction process will be a failure, and in this case
we apply a reduction process, i.e. all Xi are replaced
by;

newXi =
1
2
(Xi + X l) i = 1, 2, . . . , n + 1 (5)

with X l, the vertex where the objective function is
minimum. Then, we restart the reflection process.

The method is assumed to reach convergence when-
ever some stopping criteria have been met, e.g.:
√

√

√

√

n+1
∑

i=1

{F (Xi)− F̄}2
n + 1

≤ ε1, with F̄ =
n+1
∑

i=1

F (Xi)
n + 1

(6)

or F (X l) ≤ ε2 (7)

2.2 Modified simplex method for real-
time visual servoing

We slightly modify the Nelder and Mead simplex
method for the particular case of visual servoing with
a robot. The main idea is to use a simplex like opti-
mization algorithm to move the robot from an initial
position to a goal position, so that the robot is per-
forming the optimization. Since the vision system ac-
quires images continuously and assuming that joint
angles are also measured, the cost function can be
computed along the trajectory of the robot while it
is moving from a vertex to its reflection point. There-
fore, the optimum could be selected along that vertex.

In real-time, in other words, this is equivalent to modi-
fying the Nelder and Mead simplex method by adding
a line search procedure during the reflection, expan-
sion, or reduction process. With this technique, the
contraction process is omitted and faster convergence
is expected.

3 Newton-like optimization method

Assuming that m features are detected in the im-
age, let define f(X) as the m-dimensional vector of the
feature errors, where X is the vector of size n defin-
ing the position of the robot (e.g., X are the joint
angles). Hence, the feature error vector f(X) = 0 if
X = X∗, the desired position of the robot. Therefore,
the positioning task using visual servoing is achieved
by minimizing the following objective function:

F (X) =
1
2
f(X)�f(X) (8)

with f(X) =

⎛

⎜

⎝

f1(X)
...

fm(X)

⎞

⎟

⎠
(9)

Indeed, the feature error value f(X∗) = 0 minimizes
F (X).

A Newton-like algorithm is given by:

Xk+1 = Xk − αk(JkJ�
k )−1Jkf(Xk) (10)

where, 0 < αk is the step size in the descent direction,
and J(X) is the n×m Jacobian matrix of the feature
errors:

Jij(X) =
∂fj(X)

∂xi
(11)

and Jk = J(Xk).
If the Jacobian matrix is unknown, it must be esti-

mated on-line. Piepmeier et al. [6] presented a mov-
ing target tracking task based on the quasi-Newton
optimization method. The Jacobian of the objective
function is estimated on-line with a Broyden’s update
formula (equivalent to a LMS algorithm). This ap-
proach is adaptive, but cannot guarantee the stability
of the visual servoing scheme in presence of large er-
rors in the image or if the motions of the robot do not
guarantee identifiability of the parameters.

It should be pointed out that the Newton optimiza-
tion algorithm has local properties of convergence, i.e.,
it will converge toward the nearest local minimum of
F (X)
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4 Simulation

4.1 Experimental procedure

The model of robot manipulator is a 6DOF indus-
trial manipulator, and the target object is a cylindrical
white cup in Fig. 1. The task consists in bringing the
end-effector fitted with a camera (eye-in-hand config-
uration) at the vertical of the object. To compare
several optimization runs, we use the same starting
positions.

Three procedures are compared with respect to the
number of iterations and the accuracy of the conver-
gence:

Scheme1: A positioning task is carried out only with
the simplex optimization.

Scheme2: During simplex iterative search, on-line Ja-
cobian estimation using a Broyden’s update for-
mula is carried out using the information at the
simplex vertices. Once the simplex optimization
arrives near the minimum, the process switches
to the Newton-like optimization with Eq. 10.

Scheme3: The process switches to the Newton-like op-
timization without on-line Jacobian estimation
during the simplex optimization phase. The Ja-
cobian matrix is estimated with small movement
around the current position.

Furthermore, to accelerate the convergence, a hy-
brid scheme combining an optimization algorithm with
an image-based partial visual servoing loop is pro-
posed. The idea is to bring the target object to the
center of the image, during the optimization process.
Thus the target will not be lost during the iterative
search, which is a well known problem in visual servo-
ing (cf. E. Malis [3]). The manipulator has six joints,
and the image-based centering scheme is assigned to
two joints near the end-effector. Three joints are con-
trolled by the simplex and Newton-like optimization,
and a joint is fixed.

4.2 Objective function

The objective functions are usually selected as sum
of square of feature errors. A possible objective func-
tion could have the following features:

• The distance between the end-effector and the ob-
ject is given by its size in the image.

• The angle between the object axis (cylinder axis)
and the optical axis of the camera is given by the

(a)start position (b)final position

Figure 1: Start and goal position of the robot and
their images taken at the end-effector

form factor of its image (form factor = 1 when
this angle is zero). This angle can be decomposed
in two elementary angles (e.g. roll and pitch).

We also use the sum-of-square-difference (SSD) of
each pixel intensity between the current and the ref-
erence image of the object as an error. Note that SSD
does not need feature extraction.

For this task, we propose the following objec-
tive/cost function:

F (X) =
1
2
f(X)�f(X) (12)

where,

f1(X) = W1

( s

S
− 1
)

f2(X) = W2

(

llong

lshort
− 1
)

f3(X) = W3

∑

i,j

(Pcur(i, j)− Pref (i, j))2

where s and S are the actual and the desirable size of
the object in the image, llong is the longest distance
from the center of the object to its contour, and lshort

is the shortest one. Therefore llong

lshort
is the form factor

of the object image. Pcur and Pref are pixel intensities
of the current and the reference image, respectively.
Finally, W1, W2, and W3 are the respective weights of
feature errors in the cost function.
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5 Results and Discussion

Simulations were carried out comparing several
schemes. All schemes were executed with modified
simplex optimization until rough convergence. Termi-
nation tolerance in Eq.6 and Eq.7 were decided exper-
imentally.

Scheme1 converged, but it took more iteration near
the minimum. The modified simplex roughly con-
verged with 16 iterations, and the process took 27 iter-
ations near the minimum. The vertices of the simplex
often fell into a small local minimum, and the simplex
restarted the process again.

Scheme 2 did not converged. The estimated Ja-
cobian was not close enough to the true Jacobian.
Though this type of estimation method guarantees the
accuracy in a small area, the estimation used the im-
age data at the vertices of the simplex in a large area.
A solution is to have a large forgetting factor λ, how-
ever, it may lead to a badly estimated Jacobian matrix
in the presence of noise.

Scheme 3 converges quicker than simplex near the
minimum with 36 total iterations. The trajectory
was also very simple, as shown in Fig. 2. However,
this scheme was not always robust when the objective
function had large noise at the initial position of the
Newton-like optimization process.

All these experiments make it clear that the opti-
mization with only the simplex method takes many it-
erations near the minimum. Newton-like method with
on-line Jacobian estimation converged faster, since the
Newton optimization algorithm has better local prop-
erties of convergence. However, it has a risk of a badly
estimated Jacobian matrix in the presence of noise.

0 10 20 30 40

10
0

10
2

10
4

10
6

Number of iteration

C
os
t Switch from Simplex to Newton

Figure 2: Trajectory of the optimization process

6 Conclusion

In this paper, we used the modified simplex opti-
mization techniques for a positioning task by visual
servoing. This method does not need a model of the
robot and does not require the estimation of Jacobian
matrices. Thus, a robot never goes in the wrong di-
rection due to the bad estimation. Moreover, the ob-
jective function does not need to be differentiable.

Since the simplex method took more iterations near
the minimum, the Newton-like method with on-line
Jacobian matrix estimation was also executed in order
to have quicker convergence. We successfully demon-
strated the proposed scheme with simulations.

Improvements are needed for stable convergence.
Jacobian matrix estimation was not always correct be-
cause of the large motions of the robot between the
vertices of the simplex that do not guarantee sufficient
excitation for the identification of the parameters.

For the future works, it is important to find the
objective function without noise, which may cause a
badly estimated Jacobian matrix.

References

[1] K. Hosoda, and M. Asada, Versatile Visual Servoing
without Knowledge of True Jacobian, Proc. of the
IEEE/RSJ Int. Conf. on Intelligent Robots and Sys-
tems, Munchen, September 1994.
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Abstract
The authors propose here a new method for reduc-

ing both impulsive noise and white noise by use of
M-transform and wavelet shrinkage. M-transform is
a new signal transformation proposed by the authors,
and any periodic time signal can be considered as the
output of a filter whose input is an M-sequence. By
using the properties of M-tarnsform, it is shown that
both impulsive noise and white noise can be eliminated
by use of first M-transform and then wavelet shrink-
age. This method is applied to the signal obtained
in Atomic Force Microscope(AFM) signal which usu-
ally contains many impulsive noise and withe noise.
The result of experiments show that this method can
be widely applied to practical situations for reducing
both impulsive and white noise.

1 Introduction

In this paper, the authors propose a new method
for impulsive noise reduction by using M-transform
and wavelet shrinkage. Various filters such as Wavelet
shrinkage have been proposed for the removal of white
noise included in a signal[1]. However, these methods
are based on assumption that the removed noise is a
Gaussian white noise. Therefore, when a white noise
and an impulsive noise are included in the observed
signal, the impulsive noise can not be removed.

The authors have recently proposed a new signal
processing technique called M-transform[2]. By using
M-transform, both impulsive noise and a white Gaus-
sian noise are converted into a small-amplitude ran-
dom signal. By combining M-transform and Wavelet
shrinkage, a new method is proposed here to remove
both impulsive noise and white noise simultaneously
in Atomic Force Microscope(AFM) signal. From the
results of computer simulation, the proposed method
is shown to be very efficient to remove both impulsive
noise and white noise in AFM signal.

2 M-transform

M-transform is a new signal processing technique
proposed by the authors[2]. This transform is based on
the pseudo-orthogonal property of a pseudo-random
M-sequence. Just like in case of Fourier transform
where any time signal can be expressed as a sum of
sinusoidal signals by use of Fourier transform, any pe-
riodic time function can be considered to be a weighted
sum of M-sequences.

Let {ai} (ai = 1 or 0) be an n-th order M-sequence.
Then, we provide a new sequence {mi} as is defined
in Eq.(1).

mi = 1 − 2ai (0 ≤ i ≤ N − 1) (1)

Here, N = 2n − 1 is a period of the M-sequence.
A matrix Mi of N ×N degree is defined by the next

equation.

Mi =




mi, mi−1, · · · , mi−N+1

mi+1, mi, · · · , mi−N+2

.

.
mi+N−1 · · · · · · , mi




(2)

Let Xi be an arbitrary periodic discrete time signal
represented as

Xi = (x(i), x(i + 1), · · · , x(i + N − 1))T (3)

x(i) 4= x(i∆t)

where ∆t is a sampling period. Then, M-transform
A of the signal Xi is uniquely determined as

Xi = MiA (4)
A = (MT

i Mi)−1MT
i Xi (5)

The definition of M-transform is shown in Fig.1.
Any periodic time signal Xi can be considered as

the output of a filter whose input is an M-sequence.
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Figure 1: M-transform

Impulsive noise is converted into small-amplitude ran-
dom signals through M-transform. Let P be a periodic
time signal, in which a single impulse is included.

P (i) = (0, 0, · · · , pl, 0, · · · , 0)T (6)

Here, l means a position of the impulse and pl is
the amplitude of the impulse. Substituting Eq.(6) into
Eq.(5), M-transform Ap of the signal P is given as

Ap = (αp(0), αp(1), · · · , αp(N − 1)) (7)

αp(i) =
1

N + 1
(mi+l − 1)pl (8)

Since the amplitude pl is a constant, it is clear that
the impulsive noise is converted into a small ampli-
tude M-sequence. M-transform of a time signal is
equivalent to calculating the cross-correlation between
the time signal and M-sequence. Since white noise
does not correlate with an M-sequence, M-transform
of a white signal also becomes a random signal hav-
ing small amplitude. Thus, these two different kinds
of noise become the small-amplitude random signal
through M-transform.

3 Wavelet Shrinkage

In the method called wavelet shrinkage, the noise
included in the signal is removed according to the fol-
lowing procedures[1]. Let u(i) be a discrete time orig-
inal signal and e(i) be a Gaussian white noise. Then,
the observed signal x(i) is given by the next equation.

x(i) = u(i) + e(i) (i = 0, 1, · · ·, L − 1) (9)

Here, L is a length of the signal. Computing a
level JL orthogonal wavelet transform of the observed
signal x(i), the wavelet coefficient W

(j)
x (k) is given by

the next expression.

W
(j)
x (k) = W

(j)
u (k) + W

(j)
e (k)

(j = 1, · · · , JL; k = 0, 1, · · · , Lj − 1)
(10)

Here, Lj is a length of the wavelet coefficient at level
j. Since wavelet transform is a linear transformation,
the wavelet coefficients W

(j)
e (k) of the white noise be-

come also white noise. On the other hand, when the
original signal u(i) does not contain high-frequency
component, the coefficients W

(j)
u (k) become 0. Thus,

the white noise can be removed by removing the co-
efficient W

(j)
x (k) below a threshold level λ. For the

thresholding, Donoho[1] used the following equation.

W
′(j)
x (k) =





sgn(w(j)
x (k)(|w(j)

x (k)| − λ) · · ·
· · · (if |w(j)

x (k)| > λ)
0 · · · · · · · · · (if |w(j)

x (k)| ≤ λ)
(11)

Here, sgn(x) is a function satisfying,

sgn(x) =
{

1 (x > 0)
−1 (x < 0) (12)

This method is called soft-thresholding. If the stan-
dard deviation σ of the Gaussian noise is already
known, the threshold level λ can be determined by

λ = σ
√

2 log L (13)

Noise reduction is completed by reconstructing the
signal by using the coefficient W

′(j)
x (k) processed by

Eq.(11).

4 Impulsive noise reduction method

The noise reduction method for both impulsive
noise and white noise in AFM signal by using M-
transform and wavelet shrinkage is as follows[4].

Let x(i) be a time signal which includes both im-
pulsive noise p(i) and white noise e(i).

x(i) = u(i) + e(i) + p(i) (14)
Xn = (x(0), x(1), · · · , x(N − 1))T (15)

Then, M-transform A of the noisy signal Xn is cal-
culated by Eq.(5).

A = Au + Ae + Ap (16)

Here, Au, Ae and Ap are the M-transform of the
original signal, white noise and impulsive noise, re-
spectively. As mentioned above, both impulsive noise
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p(i) and white noise e(i) are converted into small-
amplitude random signals through M-transform. So,
if we apply the wavelet shrinkage method to the M-
transform α(i) intead of the time signal x(i), it is pos-
sible to remove both impulsive noise and white noise.

The method for noise reduction proposed in this
paper is as follows. First, M-transform A of the AFM
signal x(i) is calculated. Then, the wavelet shrinkage
method is applied to the M-transform A. After the
wavelet shrinkage, the filtered signal is transformed
into time domain through the inverse M-transform and
the noise reduction procedure is completed.

Fig.2 shows the procedure of the proposed noise
reduction method.

Figure 2: Procedure of the proposed noise reduction
method

5 Application of the proposed method
to atomic force microscope signal

Atomic force microscope(AFM) can measure the
surface profile very precisely by using the atomic force
operating between a probe and the sample surface. A
schematic configuration of AFM is shown in Fig. 3.
AFM mainly consists of three parts, a cantilever, a
displacement sensor and scanning element. The can-
tilever converts the atomic force that is received by
a probe into displacement. The displacement sensor
detects the deflection of the cantilever. The scanning
element is used to move the sample in high accuracy
in three-dimensional space. AFM has the following
features.

1. AFM possesses the spatial resolution at an
atomic level.

Figure 3: Structure of AFM

2. AFM does not need a special operating environ-
ment, and be able to measure the surface profile in
atmosphere, in liquid, and in the vacuum.

3. Unlike the scanning electron microscope, AFM
can measure surfaces of the conductive material, ce-
ramics, the polymeric material, and the biological ma-
terial.

4. AFM can measure various kinds of force such
as van der Waals force, repulsive force and adhesive
force.

In order to shorten the measuring time, it is nec-
essary to increase the scanning speed of a probe that
traces the surface of the test piece. However, when
the scanning speed becomes faster, impulsive noise is
likely to occur, and it becomes impossible to measure
the precise surface profile. Those impulsive noises can-
not be removed by using ordinary low-pass filter or a
nonlinear median filter.

The AFM used in this paper is SPI3700 manufac-
tured by SEIKO Instruments Inc., Japan, and the
measuring range of the AFM is from 1µm × 1µm to
150µm×150µm. The maximum resolution of displace-
ment is 0.2nm in th x-y place and 0.01nm in z axis
direction.

An example AFM signal which includes impulsive
noise is shown in Fig. 4. Here, the sample used for
the measurement was a silicon plate which was pol-
ished like a mirror finished surface. In this sample,
the scanning speed is 1Hz and the measure range is
25.57µm × 25.57µm. In Fig. 4, 127 × 127 pixels of
a measured image of 256 × 256 pixels are displayed.
From this figure it is clear that a lot of impulse noises
are included in the AFM signal, and it is not possible
to measure accurate surface profile of the sample.

The proposed noise reduction method is applied to
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the AFM signal. Since the size of the image shown in
Fig. 4 is 127×127, the degree of M-sequence is chosen
to be 7 and the characteristic polynomial f(x) is

f(x) = x7 + x4 + x3 + x2 + 1 (17)

The level j of the Wavelet transform is j=3.
The result of the noise reduction is shown in Fig. 5.

Although, there remain some impulsive noises, most
the impulsive noises were removed from the original
AFM signal.

Figure 4: AFM signal which includes both impulsive
noise and white Gaussian noise

Figure 5: AFM signal after impulsive noise and white
noise reduction by using M-transform and wavelet
shrinkage

Figure 6: Original signal and noise reduced signal

An example of a column of AFM signal containing
original signal and noise reduced signal is shown in
Fig. 6. The dotted line is the original signal, and the
solid line is noise reduced signal by using M-transform
and wavelet shrinkage. From this figure, we see the
proposed method is very effective for impulsive noise
reduction.

6 Conclusion

In this paper, the authors propose a new method
for impulsive noise reduction by using M-transform
and wavelet shrinkage. From the results of computer
simulation, it is shown that the proposed method is
very efficient to remove both impulsive noise and white
noise in AFM signals.
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Abstract 

In this paper, we describe how to encode SMC and 
propose a new reasoning algorithm as experimental 
protocol of DNA computing techniques, which are 
enhanced by a concept derived from ADCA. When the 
SMC is encoded into DNA sequences, the enzyme 
recognition site involves in each encoded ssDNA 
representing nodes and edges. The reasoning algorithm 
shows an object is reasoned out. The ssDNAs are mixed 
and anneal to complementary sequences under defined 
conditions in a test tube. In order to retrieve a correct 
dsDNA which means an object reasoned, a following 
cycle is repeated. First, the restriction enzyme such as  
EcoRⅠcuts a specific part of dsDNAs, reading enzyme 
recognition sites of the sequence. Second, the cut 
products are annealed. Finally, the generated products are 
analyzed by gel electrophoresis. Even if once annealing 
process runs, the cutting process enables to evolutionarily 
reuse the same DNA molecules for computation. This 
repetition stops, when correct strands remain at the 
analysis process. If the strands do not remain in spite of 
several repetitions of the cycle, we can say “No”. As an 
output, DNA chips will display the name of the object 
reasoned. 

 
Keywords: DNA computing, Semantic Network, 
Algorithm, AI application 
 
1 Introduction 
 
In 1994, L. Adleman’s [1] ground-braking work 
demonstrated the way to use DNA molecules for 
computational purposes. This experience also contributed 
into a better understanding where to go with DNA 
machines, namely, to try to develop memory machines 
that are machines with very large memory that 
implements rather simple search operations. 

In 2004, a semantic model was proposed and 
described theoretically for DNA-based memories by 
Tsuboi, et al [2]. This model, referred to as ‘semantic 
model based on molecular computing’ (SMC) has the 
structure of a graph formed by the set of all attribute- 

attribute-value pairs contained in the set of represented 
objects, plus a tag node for each object. The objects 
representing double-stranded DNAs (dsDNAs) will be 
formed via parallel self-assembly, from encoded 
single-stranded DNAs (ssDNAs) representing the 
attribute attribute-value pairs (nodes), as directed by 
splinting ssDNAs representing relations (edges) in the 
network. The computational complexity of the 
implementation is estimated via simple simulation, which 
indicates the advantage of the approach over a simple 
sequential model. According to this report, if such 
reasonable computation is realized in vitro, a huge 
number of DNA molecules will be needed in advance as 
the size of the graph increases. Thus, we have to 
generates massive initial pools in the first implementation 
step and then filter the candidate solutions which satisfy 
the given conditions. To successfully decrease the initial 
pools, there are a few different initial pool generation 
methods, parallel overlap assembly (POA) introduced by 
Stemmer [3], the mix and sprit method introduced by 
Faulhammer et al. [4], with their own advantages and 
disadvantages. In addition to these methods, the adaptive 
DNA computing algorithm (ADCA) with a feedback 
structure was introduced by Yamamoto, et al. [5] in 2004. 
We strongly support the ADCA because this algorithm 
requires only simple and reliable operations: annealing, 
cutting by a restriction enzyme, polymerase chain 
reaction (PCR) and gel electrophoresis. The ADCA is 
applied to a shortest path problem for a mobile robot. The 
simulation results indicated to extremely reduce the 
number of DNA molecules needed as compared with a 
simple Adleman’s model. 
   In this paper, we propose an evolutional reasoning 
algorithm which uses the SMC and the ADCA. We will 
review the ADCA in section 2 and the SMC in section3. 
Section 4 explains the evolutional reasoning algorithm by 
using a restriction enzyme, as experimental protocols. 
Section 5 presents the discussion and conclusion.  

 
2 Encoding Scheme 
 
   Many works on DNA computing have employed the 
encoding scheme presented by Adleman. In Adelman’s 
experiment, each of edges and nodes within the small 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 397



Hamiltonian path graph presented by him is represented 
by ssDNAs of 20 nucleotides respectively. These codes 
were constructed at random; the length 20 is enough in 
order to ensure that the codes are “sufficiently different”. 
The edge u→v from node u to node v is described to be 
Watson-Crick complementary to the node sequences 
derived from the 3’ 10- mer of the node u and from the 5’ 
10-mer of the node v. For instance, the codes of the node 
1, 2 and the edge 1→2 specified below 
 
node1:     5’TATCGGATCGGTATATCCGA3’ 
node2:     5’GCTATTCGAGCTTAAAGCTA3’ 
edge1→2:  3’CATATAGGCTCGATAAGCTC5’ 
 
   As for an encoding scheme of ADAC, let us suppose 
that we have code α, β and complementary code α , β  
which are parts of recognition site of a restriction enzyme 
EcoR I. α and β are respectively assigned ‘AATTC’ and 
‘G’. That is to say, α and β  are respectively assigned 
‘TTAAG’ and ‘C’. A dsDNA involving codes α, β, α , β  
is cut at the set part by EcoRⅠas shown in Figure 1.  
   α and β code are embedded between the sequences 
derived from the 3’ 10- mer of the node u and from the 5’ 
10-mer of the node v. α and β  are  attached to the 
5’end of the edge u→v. In this way, the codes of the node 
1, 2 and the edge 1→2 are modified below, 
 
node1:     5’TATCGGATCG | α β | GTATATCCGA3’ 
node2:     5’GCTATTCGAG | α β | CTTAAAGCTA3’ 
edge1→2:  3’CATATAGGCTCGATAAGCTC|α β |5’ 
 
 
 

 
 
3 Semantic Model Based on Molecular 

Computing (SMC) 
 
   Figure 2 describes an SMC formed by the union of a 
set of some objects. It is made of three relations: object, 
O; attribute, A; and attribute-value, V. This list 
representation is denoted as follows:                           

{<O, Ai, Vji> | i=1, 2,…, m; j=1, 2,…, n} 

A tag as a name of an object is set to an initial node in 
the graph. Both the attribute and attribute-value are also 
set to another node following by the tag node. The nodes 
denote either a name of the object or both the attribute 
and the attribute-values. In short, one path from an initial 
node to a terminal node means one object named on the 
tag. The model represents an object, as reasoned out by 
the combinations between the nodes connected by the 
edges. An SMC contains all attributes common to every 
object as well as each attribute-value. Attribute layers 
consist of attribute-values, lined up. If an object has no 
value of a certain attribute, the attribute value is assigned 
‘no value’.  

 
  

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

α β

α β

α β

α β

EcoRⅠrecognition site 

Cut by EcoRⅠ 

Figure 1 A dsDNA is cut by enzyme EcoRⅠ
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Figure 2 A semantic model based on molecular computing (SMC), which 
collectively models a set of objects, given a total number of attribute layers, m. 
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4 Methodology 
 
   In this section, we propose a reasoning algorithm by 
using a restriction enzyme, which are enhanced by a 
concept derived from the ADCA.  
 
4.1 DNA Representation of SMC 
 
   Each of the nodes and edges within an SMC may be 
represented by a DNA library. In the DNA library, a row 
shows attributes and a column shows attribute-values. 
DNA sequence is designed by these relations so that it 
might not be overlapping with the other sequences at 
random. Firstly, with Adleman’s encoding scheme, except 
for initial and terminal edge, each nodes and edges is 
assigned ssDNA oligonucleotide of length 20. As for tag 
nodes, the sequences are also assigned by random 20 
bases. The initial and terminal edges are respectively 
represented by the size which suits the end of the DNA 
pieces exactly. Here, an important thing is that every 
sequence is designed according to these relations to 
prevent mishybiridization via other unmatching 
sequences. Next, we innovate the concept of ADAC 
encoding scheme in the Adleman’s encoding scheme. The 
code α, β α and β of the enzyme recognition site of EcoR
Ⅰinvolves in each encoded ssDNA representing nodes 
and edges, except for the initial node, the terminal node 
and the terminal edge. Figure 3 shows DNA 
representation of one of the object within the SMC. 
 
4.2 Algorithm 
 
   The reasoning algorithm shows an object is reasoned 
out by DNA computing techniques. Semantic information 
of some reference objects is stored in a semantic memory 
as knowledge bases. The algorithm reveals that which 
reference object several input objects are classified into 
with DNA molecules all at once. Figure 4 explains overall 
procedures of DNA operations required for solutions. 

A set of DNA representing reference objects and an 
input object fragments, formed by the combinations of 
oligonucleotides, are synthesized as follows:  

 Reference object 
The ssDNA of each edge and tag node in the network is 
synthesized as a set of knowledge based molecules. 

 Input object 
Attribute-values are extracted from an input object 
according to determined attribute Ai. Using the attributes 
and the attribute-values, an ssDNA is synthesized as a set 
of input molecules with the sequence defined by the DNA 
library.    

  The ssDNAs are mixed and anneal to complementary 
sequences under defined conditions in a test tube. In order 

to retrieve a correct dsDNA which means an object 
reasoned, the generated products are analyzed from DNA 
length by gel electrophoresis. If they remain, say “Yes”: 
the object is reasoned out, otherwise, we should consider 
about two cases. The one is “No”: the object is not 
reasoned out. The other is that the number of DNA 
molecules prepared in advance is too few to form the 
correct dsDNAs. To distinguish the two cases, a following 
cycle is repeated. First, the EcoRⅠcuts the all the 
analyzed products, reading the enzyme recognition site of 
the sequences. Second, the cut products are annealed 
again. Figure 5 illustrates ligation & hybridization 
process after the cutting. Finally, the generated products 
are analyzed as well. Even if once annealing process runs, 
the cutting process enables to evolutionarily reuse the 
same DNA molecules for computation. This repetition 
stops, when correct strands remain at the analysis process. 
If the strands do not remain in spite of several repetitions 
of the cycle, we can say “No”. 

4.3 Output  
 
   DNA Chips, output in readable format is 
accomplished by attaching the cloned, coding sequences 
to an array. Thus, each spot would represent an object. 
Readout occurs directly form sensing fluorescent tags 
attached to a tag sequence of the correct strands, as 
probes. 
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Figure 4 Overall procedures of DNA Operations 
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5 Discussion & Conclusion 
 
   We have been discussed an evolutional reasoning 
algorithm by using DNA computing techniques. This 
paper provides a necessary DNA computing-chemical 
process including experimental operations. An adopted 
protocol is very simple. Standard genetic engineering 
techniques such as annealing, ligation, cutting and gel 
electrophoresis are required. Several experiments have 
been conducted to assess the performance of DNA-based 
databases realized by biochemical reactions. Within the 
SMC, attributes and attribute-values are represented by 
random (0-20) oligonucleotides {A, T, C, G}. There are 
two issues to consider length and sequences design of 
DNA. The one is that if a set of knowledge increases, 
oligonucleotides, length 20 are not fully assigned to each 
of nodes and edges in the network. Such length limits to 
represent a lot of objects. This issue would be resolved 
simply by assigning longer oligonucleotides length. The 
other is that in practical sequences design, we have to 
consider an effective way to select proper sequence to 
avoid mismatched, error hybridization will have to be 
devised. Word design strategies for DNA-based 
computation have been investigated so far. Substantial 
progress has been reported on this issue [6]-[10]. We 
expect that this issue will be satisfactorily resolved in the 
near future. Thus, these issues are very crucial to obtain a 
correct answer. In the light of these issues, we will have 
to design best sequences with adequate length, when a 
laboratory experiment is done. 

 The SMC is one of the models for applying DNA 
computing techniques to the research field of artificial 
intelligence. Its application has many incredible 
advantages, whereas the reasonable performance 
demands a huge number of molecules. The proposed 
algorithm will enable to minimize useless molecules 
synthesized. In addition, it repeats cutting, annealing and 
analysis processes to reach the solution only, which 
interests us in terms of an intelligent mechanism based on 

DNA computing.  It is expected that the proposed 
algorithm would extend many AI applications, knowledge 
bases, pattern matching, etc. As a future work, to achieve 
reliable performance, some parameters of 
reactions-temperatures, concentrations of oligonucletides, 
times of reactions, etc. will be experimentally tested. 
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Figure 5 Hybridization & ligation process after cutting 
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Abstract
In the natural world, many kinds of animals and

plants have been evolving mutually influenced. This
study aims to investigate how the differentiation of
species occurs through coevolution. We have con-
structed a model by computer simulation, which is
compared to coevolution of bees and flowers. By the
use of the model, the process of breading have been
examined. The influence on correspondence between
genotypic genes and phenotypic genes has been exam-
ined as well.

1 Introduction

For the evolution of creatures, mutual interaction is
important. This is called coevolution. Competitive re-
lation between gnus and lions, and cooperative relation
between bees and flowers are good examples of coevo-
lution. The aim of this research is to construct a model
for coevolution and to investigate the mechanisms of
differentiation of species through coevolution[1].

We start with introducing an example of coevolu-
tion, that is, the relation between hammer orchids and
wasps. A hammer orchid has a sort of lure, which re-
sembles a female wasp in its shape and pheromone
(Fig. 1-a). A male wasp catches the dummy by mis-
take (Fig. 1-b). It tries to fly with the dummy and
touches the pollen, because the flower is connected to
the stem with a hinge (Fig. 1-c). It transfers pollen
from flower to flower (Fig. 1-d). This is the example
we focus on to construct a model for coevolution.

Every creature has genes (genotype) as biological
information. Different genes do not necessarily de-
scribe different observable characteristics (phenotype).
We introduce genotype and phenotype to our model.
For simplicity of the argument, it is assumed that there
are only two kinds of creatures in the world, one is
“FLOWER” and the other is “BEE”. First, our model

a b c d

a wasp

a hammer orchid a dummy wasp

a hinge

pollen

Figure 1: A hammer orchid and a wasp.

of bees and flowers is introduced. The characteristics
of creatures are decided by the phenotype that is de-
scribed by the genotype. In this model, a bee flies to
a flower whose color is its favorite. If the shape of the
bee fits to that of the flower, the bee can get pollen.
It can also get nectar (that is, energy), if the nectar
of the flower is its favorite one. After bees’ gathering
the nectar and transferring the pollen, the bees and
the flowers bear their children. Probability of mating
of a flower increases according to the number of times
it received pollen. The number of mating of a bee is
decided by the amount of the energy that it gathered.
This is how we model the cooperative relation between
bees and flowers. Secondly, we discuss the differentia-
tion of species through coevolution and show that such
differentiation occurs in our model. In addition, it is
confirmed that differentiation of species is influenced
by the relation between genotype and phenotype and
by the condition of mating.

2 Model of Bees and Flowers

In this section, the detail of our model is described.
The model consists of bees and flowers. Hereafter we
denote BEE’s and FLOWER’s for those in the model.
Since an accurate model is not necessary for our pur-
pose, there is neither a queen bee nor the difference
between a male and a female. BEE’s and FLOWER’s
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have genes. The genes have genotypic and phenotypic
expression. The detail is described in section 2.1.

In section 2.2, the behavior of BEE’s and
FLOWER’s are explained. There are two phases. One
is pollinating phase, where BEE’s fly to FLOWER’s to
get nectar and transfer pollen. The other is breeding
phase, where BEE’s and FLOWER’s bear children. A
sequence of a pollinating phase and a breeding phase
is called a cycle.

2.1 Phenotype and Genotype

BEE’s and FLOWER’s have genotypic genes. The
same observable characteristic does not necessarily
correspond to the same genotypic gene. Sometimes,
a few genotypic genes express the same characteristic.
This characteristic expression is called phenotype. A
BEE has three genotypic genes each of which is com-
posed of 4 bits. Totally they are represented by 12
bits x1x2x3x4|x5x6x7x8|x9x10x11x12, and correspond-
ing phenotypic genes are X1X2X3. In the same man-
ner, genotypic genes of a FLOWER are represented by
y1y2y3y4|y5y6y7y8|y9y10y11y12, and phenotypic genes
are Y1Y2Y3. Y1, Y2, and Y3 describe a color, shape, and
nectar, respectively, where each of them takes a value
out of A, B, and C. X1, X2, and X3 are the BEE’s
favorite color, fitting shape, and favorite nectar, re-
spectively. Each of them also takes a value out of A,
B, and C. DNA and a characteristic in a real creature
correspond to genotype and phenotype, respectively.
In our model, we define the correspondence between
genotype and phenotype, and investigate how coevo-
lution happens through interactions. One example of
such correspondence is shown in Fig. 2 as relation rule
1, and another in Fig. 3 as relation rule 2. Though in
the model, both coding of genes and the relation rule
are quite different between bees and flowers, the same
coding and the same rule are applied to BEE’s and
FLOWER’s. The essence of coevolution still exists in
the model. In Fig. 2, each of the genotypic genes is
assigned to a phenotypic gene at random. In Fig. 3,
similar genotypic genes are assigned to the same phe-
notypic gene, that is, genes with zero and single 1’s are
assigned to phenotype A, with two 1 to B, and with
three and four 1’s to C. The lines indicate the relation
between two genotypic genes where 1 bit is inverted.

Table 1 shows an example of relation between geno-
typic and phenotypic genes adopting relation rule 1 in
Fig. 2. There are a BEE with ABA and a FLOWER
with ABB. The BEE likes the color of the FLOWER
and fits to it in the shape, and can take the pollen and
the nectar, but the nectar is not nutrient for the BEE.

0000

0001 0010 0100 1000

0011 0101 0110 1001 1010 1100

1111

0111 1011 1101 1110

xxxx

White Gray Black

: genotype

: phenotype A : phenotype B : phenotype C

yyyyor

Figure 2: Relation between genotype and phenotype
(relation rule 1).
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xxxx

White Gray Black

: genotype

: phenotype A : phenotype B : phenotype C

yyyyor

B

A

C

Figure 3: Another relation rule (relation rule 2).

It is assumed that creatures with the same pheno-
typic genes constitute one species.

2.2 Pollinating and Breeding Phase

The details of the behavior of BEE’s and
FLOWER’s in pollinating phase and breeding phase
are described as follows.

Pollinating phase The pollinating phase consists
of 3 steps. Every BEE acts as step 1 ∼ 3.

Step 1 A BEE flies to a few FLOWER’s (five
FLOWER’s for example) that have its favorite
color and spends some energy. If the energy be-
comes zero, the BEE dies. The BEE finishes fly-
ing to any FLOWER, if there is no FLOWER
with its favorite color.

Step 2 If the shape of the FLOWER fits to that of
the BEE, it gives the FLOWER pollen which it
has taken from another FLOWER and takes new
pollen from the FLOWER. The BEE does nei-
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genotypic genes phenotypic genes
BEE 0000 0001 0110 ABA
FLOWER 1000 1001 0001 ABB

Table 1: An example of genes of a BEE and a
FLOWER in the case of relation rule 1.

ther give nor take pollen if it dose not fit to the
FLOWER in the shape.

Step 3 Presume that BEE’s can recognize whether
the nectar is nutrient for it or not. If the nec-
tar is nutrient, the BEE gathers the nectar (some
energy), and the FLOWER looses a part of the
nectar. Therefore, a BEE can not gather the nec-
tar from the FLOWER which lost all the nectar.
The nectar is recovered at the end of the cycle.

BEEFLOWER

Figure 4: BEE’s fly to FLOWER’s.

Does the BEE fit to the FLOWER in the shape?

Does BEE like the nectar?

Does the FLOWER have some nectar?

Does BEE fly to FLOWER’s at given times?

Is there a favorite colored FLOWER?

The BEE give the FLOWER the carried pollen.

And the BEE gets new pollen.

BEE gets nectar.

Pollination phase start

End

yes

yes

yes

yes

yes

no

no

no

no

no

Step 1

Step 2

Step 3

The BEE flies to it.

Figure 5: Flowchart of pollinating phase.

Figure 4 illustrates that BEE’s fly to five
FLOWER’s with their favorite color one by one. And
a flowchart of this phase is shown in Fig. 5.

The BEE in the breeding phase : A BEE can
bear children in proportion to its energy. Whether
two BEE’s are able to mate or not, is not decided
by phenotype but by genotype. First, two BEE’s are
chosen at random. Secondly, a similarity of their geno-
typic genes is examined. Finally, the BEE’s bear a
child through mating, if their genotypic genes are sim-
ilar. Mutation can happen at this point. The simi-
larity is evaluated by the Hamming distance between
their genotypic genes. The maximum of the difference,
where mating is possible, is defined as MPD (Maxi-
mum Permitted Difference). In other word, two BEE’s
can bear a new BEE, when different bits between their
genotypic genes are less than MPD. This parameter is
important in the following simulations. Mating is per-
formed in every gene but not in every bit. In addition,
the BEE’s give certain energy to the child.

The FLOWER in the breeding phase : A
FLOWER and the transferred pollen bear a new
FLOWER as the BEE’s. Maximum number of
FLOWER’s is limited. That is, randomly chosen
FLOWER’s bear new FLOWER’s until the maximum
number is reached.

In addition, BEE’s and FLOWER’s are given a life-
time. They die of the lifetime, after breeding phase.

3 Differentiation of Species though Co-
evolution

After the process described in the previous section,
BEE’s and FLOWER’s with new genes appear. The
creatures with the same phenotypic genes constitute a
sub-species. Most of the sub-species can not survive
because the population is small, but a few of them
survive where the population increases to make new
species. Fig. 6 shows an example of the differentia-
tion of species through the coevolution. In initial con-
dition, there are only two species, BEE’s with AAA
and FLOWER’s with AAA. It is assumed that a new
sub-species of FLOWER’s with BAA appeared after
some cycles. The sub-species survives by chance. If
BEE’s with BAA appear and increase after some cy-
cles from the appearance of FLOWER’s with BAA,
BEE’s with BAA and FLOWER’s with BAA mutu-
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ally cooperate with and survive. Also, the BEE’s with
BAB and the FLOWER’s with BAB survive.

BEE

FLOWER

AAA

AAA

BAA
BAB

BAA

BAB

AAB

CAA

cooperation cooperation

cooperation

mating

Figure 6: Differentiation of species though coevolu-
tion.

4 Simulation

The basic parameters are chosen as in Tab. 2.
At the initial point, there are 10 BEE’s and 10
FLOWER’s. Their genotypic genes are 0000 0000
0000. Every BEE flies to 5 FLOWER’s. First, a basic
simulation is shown in section 4.1. As the result, it has
been confirmed that differentiation of species occurs.
Secondly, the influence of MPD on differentiation of
species is analyzed in section 4.2. Finally, in section
4.3, another relation table is adopted.

item value
Initial energy of a BEE 5 [point]
Initial energy of a FLOWER 10 [point]
Energy that is necessary to fly to a FLOWER 1 [point]
Energy that a BEE gets from a FLOWER 2 [point]
Energy that a FLOWER gives to a BEE 2 [point]
Energy that two BEE’s give to a new BEE 5 [point]
Lifetime 5 [cycle]

Table 2: Definition of basic parameters.

4.1 Basic Simulation

This simulation is performed with a relation rule in
Fig. 2 and MPD = 4 [bit]. The results are shown in
Fig. 7-a, b. These figures show time evolution of the
population BEE’s and FLOWER’s of every species at
every cycle. There are many species at the same time.
It means that differentiation of species has occurred.

In addition, two interesting phenomena are ob-
served. One is that two new species of BEE’s with
BAA and CAA, that have different favorite color from
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Figure 7: Time evolution of the population of every
species at every cycle with relation rule 1 and MPD =
4.

the original one (AAA), have appeared. The BEE’s
with AAA can not gather enough nectar to mate, be-
cause the maximum number of FLOWER’s and the
amount of the nectar that a FLOWER generates are
limited. If FLOWER’s that has different color appear,
the BEE’s that like the color can gather more nectar
than the BEE’s of other species. Then, the new BEE’s
and the new FLOWER’s increase. For this reason, in-
crease and decrease of species are repeated. On the
other hand, FLOWER’s that have the same color and
shape as the original one but have different nectar ap-
pear. The FLOWER’s can survive, because they at-
tract the BEE’s and receive pollen. However, even if
the FLOWER’s increase, many BEE’s that fly to them
can not gather the nectar, because it is not their fa-
vorite one. The BEE’s decrease, because the energy
is not enough to bear children. It is considered that
the model is stable at the condition that the number
of the FLOWER is small.

4.2 Influence on the MPD

First, the simulation has been performed in the case
of MPD = 0. The results are illustrated in Fig. 8. It
is confirmed that differentiation of species does not
occur.

Next, the simulations under the condition of MPD
= 2 and MPD = 3 have been tried to investigate how
MPD influences the differentiation Fig. 9 and Fig. 10
show that different species is easier to occur, as MPD
increases.

4.3 Influence of Relation between Geno-
type and Phenotype

Figure 11 shows the result when relation rule 2 in
Fig. 3 is adopted. In this case, differentiation of
species does not occur. The reason is considered as

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 404



0

100

200

300

400

500

600

0 100 200 300 400

cycle

n
u

m
b

er
 o

f 
B

E
E

's

AAAAAAAAAAAA

0

200

400

600

800

1000

0 100 200 300 400

cycle

n
u

m
b

er
 o

f 
F

L
O

W
E

R
's

AAA

BAA

CCA

a. BEE b. FLOWER

Figure 8: Time evolution of the population of every
species at every cycle with relation rule 1 and MPD =
0, that is, their genotypic genes must be exactly the
same in order to mate.
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Figure 9: Time evolution of the population of every
species at every cycle with relation rule 1 and MPD =
2.

follows: when the genotypic genes have a close relation
with phenotypic genes, two creatures belonging to dif-
ferent species can not mate with each other. Therefore
the sub-species that appears from original one can not
survive for a long time.

5 Conclusion

We constructed a model for coevolution of bees and
flowers. Using the model, we confirmed that the differ-
entiation of species occurs through coevolution. Influ-
ence of various parameters to the process of evolution
is investigated. The differentiation of species is influ-
enced by the relation between genotype and pheno-
type. It easily occurs when relation rule 1 (randomly
constructed) is adopted. Next, it is easier to occur,
as MPD (Maximum Permitted Difference) is larger.
It has been found that lifetime of creatures, number
of FLOWER’s which a BEE flies to, getting and con-
suming energy, and maximum number of FLOWER’s
do not make much influence on the differentiation of
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Figure 10: Time evolution of the population of every
species at every cycle with relation table 1 and MPD
= 3
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Figure 11: Time evolution of the population of every
species at every cycle with relation rule 2 and MPD =
4.

species.
To investigate the behavior of more complicated

bio-systems composed of many kinds of animals and
plants is one of our future works.
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Abstract
Recently, particle filters have attracted attentions

for nonlinear state estimation. In this approaches, a
posterior probability distribution of the state variable
is evaluated based on observations in simulation using
so-called importance sampling. We proposed a new fil-
ter, Evolution Strategies based particle (ESP) filter to
circumvent degeneracy phenomena in the importance
weights, which deteriorates the filter performance, and
apply it to simultaneous state and parameter estima-
tion of nonlinear state space models. Results of nu-
merical simulation studies illustrate the applicability
of this approach.
Keywords. Nonlinear filtering, particle filters,
Bayesian approach, evolution strategies, importance
sampling, selection.

1 Introduction

The problem of state estimation of dynamic systems
using a sequence of their noisy observations has been
an active research area in control system sciences for
many years. We focus here on Bayesian estimation ap-
proaches, that is, inference on the unknown state can
be performed according to the posteriori probability
density function (pdf), which is obtained by combin-
ing a prior pdf for the unknown state with a likelihood
function relating to the observations. When observa-
tions come sequentially in time, recursive state estima-
tion is often interested, where the evolving posterior
pdf is evaluated recursively in time. However, in many
realistic problems, state space models include nonlin-
ear and non-Gaussian elements that preclude a closed
form of expression for the posteriori pdf, and hence
many approximations have been proposed such as the
extended Kalman filter (EKF) and Gaussian sum fil-
ter [6]. Recent progress of computing ability allowed
to the rebirth of Monte Carlo integration and its ap-
plication of Bayesian filtering, or Monte Carlo filters.
A class of Monte Carlo filters, known as “particle fil-
ters” [4, 2] is discussed here. In this approach, the inte-

∗This work is partially supported by the Grant-in-Aid for
Scientific Research from the Japan Society for the Promotion of
Science (C)(2)14550447.

grals in Bayes’ rule is approximated by a weighted sum
based on the discrete grids with associated weights
sequentially chosen by the importance sampling. A
common problem in the particle filter is the degener-
acy phenomenon, where almost all importance weights
tend to zero after some iteration and a large compu-
tational effort is wasted to updating the particles with
negligible weights. In order to resolve this difficulty,
several modifications have been proposed such as re-
sampling particle filter (SIR) [5] that introduces a re-
sampling steps. Applying the concept of Evolution
Strategies [7], we also developed the Evolution Strate-
gies based prticle (ESP) flter [8]. In this paper, the
ESP filter is applied to simultaneous state and pa-
rameter estimation of nonlinear state space models.
Numerical simulation studies have been conducted to
exemplify the applicability of this approach.

2 Particle Filters

Consider the following nonlinear state space model.

xk+1 = f(xk, vk) (1)
yk = g(xk, wk) (2)

where xk and yk are the state variable and observa-
tion, respectively, f and g are known possibly non-
linear functions, vk and wk are independently identi-
cally distributed (i.i.d.) system noise and observation
noise sequences, respectively. We assume vk and wk

are mutually independent. The main objective here
is to find the best estimate of the state variable xk in
some sense based on the all available data of observa-
tions y1:k = {y1, y2, . . . , yk}. We can solve the problem
by calculating the posteriori pdf of the state variable
xk of time instant k based on all the available data of
observation sequence y1:k.

The posteriori pdf p(xk|y1:k) of xk based on the
observation sequence y1:k satisfies the following recur-
sion:

p(xk|y1:k−1) =
∫

p(xk|xk−1)p(xk−1|y1:k−1)dxk−1 (3)

p(xk|y1:k) =
p(yk|xk)p(xk|y1:k−1)

p(yk|y1:k−1)
(4)
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with a prior pdf p(x0|y0) ≡ p(x0) of the initial state
variable x0. Here normalizing constant

p(yk|y1:k−1) =
∫

p(yk|xk)p(xk|y1:k−1)dxk

depends on the likelihood p(yk|xk), which is deter-
mined by the observation equation (2).

Since a closed form solution of recursions (3) and
(4) is not admitted except in very restrictive cases in-
cluding linear Gaussian state space models, where the
Kalman filter [1] can be applied, some approximations
should be introduced such as the extended Kalman fil-
ter (EKF)[6] and particle filters [4, 2]. Since EKF uses
a linearization technique based on a first order Tay-
lor expansions of the nonlinear system and observa-
tion equations about the current estimate and approx-
imates the posteriori pdf to be Gaussian, it can never
describe the true non-Gaussian density well. Particle
filters approximate the true posteriori pdf p(xk|y1:k)
by a large set of n � 1 particles {x(i)

k , (i = 1, . . . , n)},
where each particle has an assigned relative weight,
{w(i)

k ,(i = 1, . . . , n)}, w
(i)
k > 0,

∑n
i=1 w

(i)
k = 1 as fol-

lows:

p(xk|y1:k) ≈
n∑

i=1

w
(i)
k δ(xk − x

(i)
k ) (5)

where δ(·) is Dirac’s delta function (δ(x) = 1 for x = 0
and δ(x) = 0 otherwise).

Here, the particles are generated and associated
weights are chosen using the principle of “importance
sampling”. If the samples x

(i)
k in (5) were drawn from

an importance density q(x(i)
k |y1:k), then the associated

normalized weights are defined by

w
(i)
k ∝

p(x(i)
k |y1:k)

q(x(i)
k |y1:k)

. (6)

When the importance density q(xk|y1:k−1) is chosen
to factorize such that

q(xk|y1:k) = q(xk|xk−1, y1:k)q(xk−1|y1:k−1), (7)

we can obtain samples x
(i)
k by augmenting each of

the existing samples x
(i)
k−1 sampled from the impor-

tance density q(xk−1|y1:k−1) with the new state sam-
pled from q(xk|x(i)

k−1, y1:k).
Noting that the posteriori pdf can be rewritten us-

ing Bayes’ rule as

p(xk|y1:k) =
p(yk|xk, y1:k−1)p(xk|y1:k−1)

p(yk|y1:k−1)
∝ p(yk|xk)p(xk|xk−1)p(xk−1|y1:k−1) (8)

and inserting (7) and (8) into (6), the weights are re-
cursively updated as

w
(i)
k ∝ w

(i)
k−1

p(yk|x(i)
k )p(x(i)

k |x(i)
k−1)

q(x(i)
k |x(i)

k−1, y1:k)
. (9)

The particle filter with these steps is called “Sequential
Importance Sampling Particle Filter” (SIS).

It is known that the SIS filter suffers from the de-
generacy phenomenon, where all but one of the nor-
malized importance weights are very close to zero
after a few iterations. By this degeneracy, a large
computational effort is wasted to updating trajecto-
ries whose contribution to the final estimate is almost
zero. In order to prevent this phenomenon, several
modifications have been introduced. Among them, re-
sampling process, which eliminates trajectories whose
normalized importance weights are small, is a com-
mon approach. It involves generating new grid points
x∗k

(i) (i = 1, . . . , n) by resampling from the grid ap-
proximation (5) randomly with probability

Pr(x∗k
(i) = x

(j)
k ) = w

(j)
k (10)

and the weights are reset to w∗
k
(i) = 1/n, when

N̂eff =
1∑n

i=1(w
(i)
k )2

(11)

with the associated normalized weight w
(i)
k is less than

a predefined threshold Nthres < 1. Particle filter with
this resampling process is called “Sampling Impor-
tance Resampling Particle Filter” (SIR).

3 Evolution Strategies Based Particle
Filter

Evolution Strategies (ES) is one of the Evolutionary
Computation approaches, computational models sim-
ulating natural evolutionary processes to design and
implement computer-based problem solving systems
(see the extensive surveys, for examples[3]. It has
been applied to continuous function optimization in
real-valued n-dimensional space via selection and per-
turbation processes called mutation. Mutation process
is realized by the additive process.

σ′j = σj exp(τ ′N(0, 1) + τNj(0, 1))

x′j = xj + σ′jNj(0, 1) (12)

where N(0, 1) and Nj(0, 1) denote a realization of nor-
mal random variable and normal random variables
sampled anew for counter j with zero mean and unit
variance, respectively, and σj denotes the mean step
size. The factors τ and τ ′ are chosen dependent on the
population size. The µ individuals of higher fitness are
chosen deterministically out of the union of µ parents
and λ offspring ((µ + λ)-selection) or λ offspring only
((µ, λ)-selection) to form the parents of the next gen-
eration in order to evolve towards better search region.
It can be seen that SIR and ES have similarities; both
the importance sampling process in SIR filter and mu-
tation process in ES give perturbation to the parent
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individuals x
(i)
k−1 with extrapolation by f(x(i)

k−1), and
both resampling process in SIR filter and selection pro-
cess in ES select offspring among the perturbed indi-
viduals. However, there is a difference between them,
i.e., resampling in SIR is carried out randomly and the
weights are reset as 1/n, while the selection in ES is
deterministic and the fitness function is never reset.
Hence, by replacing the resampling process in SIR by
the selection process in ES, we can derive a new par-
ticle filter as follows.

Based on the particles {x(i)
k−1, (i = 1, . . . , n)} sam-

pled from the importance density q(xk−1| y1:k−1), we
generates ` samples {x(i,j)

k , (j = 1, . . . , `)} according
to the importance density function q(xk|x(i)

k−1, y1:k).

Corresponding weights w
(i,j)
k are evaluated by

w
(i,j)
k ∝ w

(i)
k−1

p(yk|x(i,j)
k )p(x(i,j)

k−1 |x
(i)
k−1)

q(x(i,j)
k |x(i)

k−1, y1:k)
(13)

From the set of n` particles and weights {x(i,j)
k , w

(i,j)
k ,

(i = 1, . . . , n, j = 1, . . . , `)}, we choose n sets with
the larger weights, and set as x

(i)
k , w

(i)
k (i = 1, . . . , n).

This process corresponds to (n, n`)-selection in ES.
Hence, we call this particle filter using (n, n`)-selection
in ES as Evolution Strategies based particle filter
Comma (ESP(,)). When we add the particles x

(i,0)
k =

f(x(i)
k−1), (i = 1, . . . , n) in addition to n` x

(i,j)
k , (i =

1, . . . , n, j = 1, . . . , `) sampled from the importance
density function q(xk|x(i)

k−1, y1:k) as above and evalu-

ate the weights {w(i,j)
k , (i = 1, . . . , n, j = 0, . . . , `)}

by (13), and then choose n sets of (x(i)
k , w

(i,j)
k ) with

larger weights from the ordered set of n(` + 1) par-
ticles {x(i,j)

k , w
(i,j)
k , (i = 1, . . . , n, j = 0, . . . , `)}, we

can obtain another ESP filter. Since this ESP filter
uses the selection corresponding to (n + n`)-selection
in ES, we can call this filter as Evolution Strategies
based particle filter Plus (ESP(+)).

4 Simultaneous State and Parameter
Estimation by Evolution Strategies
Based Particle Filter

The proposed ESP filter is applied here to simul-
taneous state and parameter estimation of nonlinear
systems. Consider the nonlinear state space model (1)
with unknown parameter θ and (2), where a poste-
riori pdf p(xk, θ|y1:k) should be approximated to esti-
mate state and parameter simultaneously, Application
of Bayes’ rule (4) provides

p(xk+1, θ|y1:k+1) ∝ p(yk+1|xk+1, θ)p(xk+1|θ, y1:k+1)
×p(θ|y1:k+1)

Since the form of the theoretical pdf p(θ|y1:k) is not
known for unknown parameter case, we replace θ by
θk at time k, and simply include θk in an augmented
state vector xk = (xk, θk)T , where θk evolves as

θk+1 = θk + ηk (14)

and ηk is a normal random disturbance with zero-mean
and very small variance. Then approximation of the
true posteriori pdf is given by

p(xk|y1:k) ≈
n∑

i=1

w
(i)
k δ(xk − x

(i)
k ) (15)

If particles x
(i)
k in (15) were drawn from an importance

density

q(x(i)
k |x(i)

k−1, y1:k) = qx(x(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k)

×qθ(θ
(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k) (16)

with importance densities for xk and θk, qx(x(i)
k |x(i)

k−1,

θ
(i)
k−1, y1:k) and qθ(θ

(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k), and the asso-

ciated normalized weights are evaluated by

w
(i)
k ∝ w

(i)
k−1

p(yk|x(i)
k , θ

(i)
k )

qx(x(i)
k , θ

(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k)

×
p(x(i)

k , θ
(i)
k |x(i)

k−1, θ
(i)
k−1)

qθ(θ
(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k)

. (17)

Then, the SIS, SIR and ESP filters are defined as
above.

4.1 Numerical Examples

Numerical simulation are carried out to exemplify
the applicability of the proposed ESP filter. First, we
consider the following nonlinear state space model

xk =
xk−1

2
+

θxk−1

1 + x2
k−1

+ 8 cos (1.2k) + vk

= f(xk−1, θ) + vk (18)

yk =
x2

k

20
+ wk (19)

where vk and wk are i.i.d. zero-mean normal ran-
dom variables with variance 10 and 1, respectively, and
value of the parameter θ is known to be 25. The nor-
mal distribution with mean f(x(i)

k−1) and variance 10

is chosen as the importance density q(xk|x(i)
k−1, y1:k).

Sample paths of the estimates by the proposed ESP(,)
(n = 100, ` = 4) and EKF as well for comparison
are given in Fig.1. Proposed ESP filter works well in
nonlinear state estimation, while the estimate by EKF
cannot follow the true state.
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(a) Estimate by ESP(,)

(b) Estimate by EKF

Figure 1: Sample paths of state estimates (dashed line:
estimate, solid line: true state)

Next, we consider the unknown parameter case
where the true value of θ = 25 in (18) is not known.
Here, only the results by ESP(,) with the impor-
tance densities qx(x(i)

k |x(i)
k−1, θ

(i)
k−1, y1:k) ∼ N (f(x(i)

k−1,

θ
(i)
k−1, 10) and qθ(θ

(i)
k |x(i)

k−1, θ
(i)
k−1, y1:k) ∼ N (θ(i)

k−1, 0.01)
are shown in Fig.2 since the EKF does not work as
before. Though the estimate approach to the true
ones, the convergence speed is slow and the filter leaves
much for improvement. For examples, better choice of
design parameters n, Neff and ` and choice of evolu-
tion operations should be pursued since the estimation
performance, of course, depends on the choice of them.

5 Conclusions

The novel particle filter, which is developed by rec-
ognizing the similarity and the difference between the
importance sampling and resampling processes in the
SIR filter and mutation and selection processes in ES
and substituting (µ, λ)-selection in ES into resampling
process in SIR, is applied to simultaneous state and
parameter estimation of nonlinear state space models.
It works stably and provides small mean square errors
compared to EKF filter. Application of other evolu-
tion operations such as crossover and modification of
mutation will have the potential to create much higher
performance particle filters.

(a) A sample path of the state estimate

(b) A sample path of the parameter estimate

Figure 2: Simulation results in simultaneous state and
parameter estimation by ESP(,)
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Abstract

Researches on a planning, which includes the uncer-
tainty that a result to a single solution cannot be de-
termined uniquely, have been done. In such problems,
a solution needs to be evaluated based on the uncer-
tainty. In this paper, as the evaluation function based
on such uncertainty, expected value estimated using
the Monte Carlo Method is suggested. Moreover, the
partially exhaustive exploration Monte Carlo Method
is proposed to improve the accuracy of the estima-
tion. As an example of the problem, the Tour Plan-
ning Problem is suggested and the proposed method
is applied to this problem. From experimental results,
it has been confirmed that the accuracy is improved
by the proposed method. The proposed method can
estimate the expected value as accurately as the stan-
dard Monte Carlo Method using the fewer samples.
There is a probability of improving the effectiveness
of searching because more solutions can be evaluated.

Keywords: Monte Carlo Method, uncertainty, Tour
Planning Problem

1 Introduction

Researches on a planning, such as the automatic
decision-making by the software or the combinatorial
optimization problem containing probabilistic param-
eter, have been done [1][3][4]. These problems include
the uncertainty that a result cannot be determined
uniquely. In short, in such problems, a single solution
may produce different results. Therefore, a solution
needs to be evaluated based on the uncertainty. In the
case where all possible results and each probability are
known, the simplest evaluation function includes the
expected value. However, if the number of possible
results is large, it is difficult to calculate the expected
value actually because of the time constraints.

In this paper, we suggest the expected value esti-
mated using the Monte Carlo Method (MCM) [2] as
the evaluation function based on the uncertainty and
propose the partially exhaustive exploration Monte
Carlo Method to improve the accuracy of the estima-

tion using a few samples. Furthermore, we suggest the
Tour Planning Problem as an example including such
uncertainty. We apply the proposed method to this
problem.

The remainder of the paper is organized as follows:
In section 2, the Tour Planning Problem is formu-
lated. In section 3, the partially exhaustive explo-
ration Monte Carlo Method is proposed. In section
4, we apply the proposed method to the Tour Plan-
ning Problem and discuss the effectiveness. Finally,
concluding remarks are given in Section 5.

2 Tour Planning Problem

2.1 Overview

The purpose is to plan a tour, which maximizes
the total score within the time limit, when there are
multiple tourist facilities. In traditional model, it is
assumed that the each time cost involved with trans-
ferring between the facilities or staying at each facility
is constant. We introduce the probability distributions
as each time cost. It cannot be defined that whether
a tour exceeds the time limit or not because each time
cost is not defined uniquely.

We compared two evaluation functions about a tour
in the preliminary experiment. One is the expected
score. The other is the score, which is got when it is
assumed that each cost is the average of given prob-
ability distribution. From experimental results, it is
confirmed that using the expected value can search
for a tour, which rarely exceeds the time limit and
gets high score averagely. Therefore, we formulate the
Tour Planning Problem as the combinatorial optimiza-
tion problem aiming at maximizing the expected score.

2.2 Formulation

A set of node, which corresponds to a tourist facil-
ity, is denoted by V , and a set of time is denoted by
T .

V = {v1, · · · , vn}, (1)

T = {tr|tr = t1 + (r − 1) · δt, r = 1, 2, · · ·}, (2)
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where δt is unit time. The vi has the opening time
oi and closing time ei (oi, ei ∈ T ). A set of time cost
involved with moving from vi to vj and staying at vi

is denoted by Wij and Wi (vi, vj ∈ V ), respectively.

Wi = {wik|wi,k+1 = wik + δt, k = 1, · · · , mi}. (3)

Wij = {wijk|wi,j,k+1 = wijk + δt, k = 1, · · · , mij}. (4)

The vi has the probability distribution denoted
by pi(wik)(

∑

k
pi(wik)=1, pi(wik)≥0), which indi-

cates the probability of staying at vi for wik.
Moreover, the probability distribution denoted by
pij(wijk)(

∑

k
pij(wijk)=1, pij(wijk)≥0), which indi-

cates the probability of taking wijk to move from vi to
vj , is defined. Given starting point vs, goal vg, depar-
ture time Ds and time limit Dg, the objective of Tour
Planning Problem is to maximize

∑

b∈B

(S(A, b) · p(b)) = E [S(A, b)] . (5)

A = (aui)u=1,···,n,i=1,···,n (aui ∈ {0, 1}). (6)

S(A, b) =

{

∑

L−1

u=2
s

a(u)(tu) : tL ≤ Dg

0 : tL > Dg .
(7)

si(t) =

{

si : oi ≤ t ≤ ei

0 : otherwise .
(8)

B = W
a(1) × · · · ×W

a(L)

×W
a(1),a(2) × · · · ×W

a(L−1),a(L). (9)

b = (c
a(1), · · · , ca(L), ca(1),a(2), · · · , ca(L−1),a(L)). (10)

p(b) =

L
∏

u=1

p
a(u)(ca(u))

×
L−1
∏

u=1

p
a(u),a(u+1)(ca(u),a(u+1)). (11)

tξ = Ds +

ξ−1
∑

u=2

c
a(u) +

ξ−1
∑

u=1

c
a(u),a(u+1). (12)

L =

n
∑

u=1

n
∑

i=1

aui . (13)

a(u) =

n
∑

i=1

(aui · i). (14)

subject to

a1,s = aL,g = 1. (15)
n

∑

u=1

aui ≤ 1. (16)

n
∑

i=1

au+1,i ≤
n

∑

i=1

aui . (17)

Equation (5) represents the expected score. The ma-
trix (6) represents a tour. If aui = 1, the u-th node
that a client visits is vi. Equation (7) represents the
total score. In this model, the score for the case of ex-
ceeding the time limit is set to zero because we assume
the time limit as the departure time of the airplane or
the train that a client will take. Therefore, if to exceed
the time limit is allowed somewhat, it is possible that
not zero but the function of a certain penalty is used as
such score. Equation (8) is a score of vi in the time t.
Equation (9) represents a direct product consisted of
combination of time cost. As (10) shown, b (∈ B) rep-
resents the combination of arbitrary costs. Where ci

and cij are arbitrary time costs determined according
to pi(wik) and pij(wijk). The value of (11) is occur-
rence probability of b. In short, p(b) is a probability
that arbitrary ci and cij are selected at the same in-
stant. Equation (12) represents the time that a client
arrives at ξ-th node. The value of (13) is the total
number of node that a client visits. The value of (14)
represents the number of u-th node that a client visit.
Equations (15)-(17) are the constrained conditions.

3 Proposed method

3.1 Estimation of expected score

Because it is difficult to search for the optimum
solution, we search the approximate solution by the
heuristic search. However, if the expected score is cal-
culated actually, it takes time granted that heuristic
search is used. Therefore, we propose the expected
score estimated by the MCM as the evaluation func-
tion. Some combinations of ci and cij , which is b, is
selected randomly according to pi(wik) and pij(wijk)
as samples. Then, the MCM estimates the expected
score. The number of samples is denoted by M . The
M has to be set a low value because of the time con-
straints. Therefore, we propose the partially exhaus-
tive exploration Monte Carlo Method to improve the
accuracy of the estimation using a few samples.

3.2 Partially exhaustive exploration
Monte Carlo Method

This method uses the feature that the b with the
high occurrence probability can be enumerated with-
out exploring all combinations of time costs. As above,
the p(b) is calculated as a product of pi(ci) and pij(cij).
Therefore, a certain threshold is set when the p(b) is
calculated. If a product is below the threshold in the
course of calculation of p(b), the rest of all the calcu-
lation about the combination is omitted. By this tree
pruning, the cost for enumeration can be reduced.

The procedure to estimate the expected score about
an A is as follows. First, a certain threshold is deter-
mined and the set B is divided into two sets. One
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is the set of b, which has the higher p(b) than the
threshold. The other is the set of other b. The former
is denoted by B(1) and the latter is denoted by B(2).
The number of samples used for estimation about B(1)

is M1 and about B(2) is M2. M is the sum of M1 and
M2. Secondly, all b contained in B(1) are explored
exhaustively. Therefore, M1 equals |B(1)|. The E1,
which is answer of exhaustive exploration about B(1),
is calculated.

E1 =
∑

b∈B
(1)

(S(A, b)× p(b)) . (18)

Thirdly, the MCM estimates the expected score about
B(2). The M2 samples are generated randomly ac-
cording to pi(ci) and pij(cij). They are denoted by ξq.
However, the p(ξq) may be higher than the threshold.
Such sample cannot be used. Therefore, the number
of the samples, which can actually be used, may be
less than M2. The number of samples, which can be
used, is denoted by M true

2 . The E2, which is expected
score estimated about B(2), is calculated.

E2 =
1

M true

2

M
true

2
∑

q=1

S(A, ξq). (M true

2 ≤M2) (19)

Finally, the expected score E is calculated.

E = E1 +
∑

b∈B
(2)

p(b) · E2 . (20)

In the preliminary experiment, it is confirmed that
the larger there is deviation between the occurrence
probabilities, the more this method is effective. When
there is not deviation so much, the effect cannot be
expected. However, because it is difficult to define that
the Tour Planning Problem is contained in which, it
is necessary to investigate.

4 Experiment

4.1 Experimental setup

We design the model based on fourteen tourist fa-
cilities in Sapporo city, Japan. The pij(wijk) is deter-
mined as follows. First, standard time cost involved
with moving from vi to vj , which is denoted by µij , is
calculated using the store-bought map software. Sec-
ondly, �ij is calculated as µij divided by K. This K

is parameter to set the variation of the time cost. Fi-
nally, pij(wijk) is determined by dividing a normal dis-
tribution N(µij , �ij) according to δt as Figure 1. The
pi(wik) is determined in the same way as pij(wijk).
The standard time cost µi is determined referring to
some guidebooks. Each oi and ei is the actual value.
In this experiments, δt = 5, and K = 15 are used.

Figure 1: The calculation of the occurrence probability

Table 1: The three kinds of setups about client
vs vg Ds Dg

Client 1 13 0 840 1380
Client 2 0 0 480 1080
Client 3 0 13 540 1260

4.2 Comparison with the standard MCM

To compare the accuracy of estimation, the ex-
pected score is estimated about one thousand solu-
tions each ten thousand times by each MCM. Then, to
evaluate the accuracy, a error rate to a true expected
score is calculated. Three kinds of client are prepared
as shown in Table 1. In the setting of client 1, some
nodes will be closed depend on the time. In the setting
of client 2, some nodes do not stay open at first. In the
setting of client 3, more time can be used than other
settings. Furthermore, two kinds of settings about M ,
M=200 and M=500 are used. In this paper, we used
the M as an indicator of the calculation cost. Because
it is thought that the computation time depends on
the feature of the problem or efficiency of programs,
we fixed not the computation time but M.

4.3 Results of the first experiment

Figure 2 - 7 show the average error rate. The “1.0”
in figures represents the standard MCM. About clients
1 and 2, the proposed method could estimate the ex-
pected score more accurately than the standard MCM.
In the case of M=500 of client 1, accuracy was im-
proved about one to two percent. In view of the fact
that the Standard MCM can estimate the expected
score comparatively accurately, it is thought that the
accuracy was improved considerably. In other words,
the proposed method can estimate the expected score
as accurately as the standard MCM using the fewer
samples. Furthermore, the accuracy differs depending
on the balance between the threshold and the num-
ber of samples M . Therefore, the threshold is very
important. About client 3, there is not so much of a
difference between the proposed method and the Stan-
dard MCM. Because client 3 can visit more nodes, the
combination of time cost increases. Each p(b) becomes
low and almost all p(b) becomes lower than a thresh-
old. As a result, the proposed method is not so differ-
ent from the standard MCM. Next, client 1 that the
accuracy is most improved is considered selectively.
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Figure 2: The average
error rate about client
1 (M=200)

Figure 3: The average
error rate about client
1 (M=500)

Figure 4: The average
error rate about client
2 (M=200)

Figure 5: The average
error rate about client
2 (M=500)

Figure 6: The average
error rate about client
3 (M=200)

Figure 7: The average
error rate about client
3 (M=500)

4.4 Comparison of effectiveness of search-
ing

To discuss the effectiveness of searching by each
method, we search for a tour 500 times actually about
the setting of client 1 and compare the tours, which are
selected finally. We use the simulated annealing (SA)
because of the ease of implementation. The param-
eters are determined in the preliminary experiments.
A tour is expressed as permutation of the visited node
number.

4.5 Results of the second experiments

Figure 8 shows the average of true expected scores
of 500 tours selected by 500 trials of SA. There is not
so much of a difference between the two methods. It is
thought that a tour, which finally is selected, is much
the same because the expected score is estimated com-
paratively accurately whichever method. However, as
stated in section 4.3, the proposed method can esti-
mate the expected score as accurately as the standard
MCM using the fewer samples. As a result, more so-
lutions can be evaluated. Therefore, there is a prob-
ability of improving the effectiveness of searching by
the proposed method. Figure 9 shows the average of
probability that a selected tour exceed the time limit.

Figure 8: The average
of true expected scores
of 500 tours

Figure 9: The aver-
age of probabilities of
breach to time limit

The selected tours rarely exceed the time limit. The
computation time of the proposed method is similar
to that of the standard MCM within four seconds.

5 Conclusion

In this paper, we suggest the expected value es-
timated using the MCM as the evaluation function
based on the uncertainty. Moreover, the partially
exhaustive exploration Monte Carlo Method is pro-
posed to improve the accuracy of the estimation. Fur-
thermore, the Tour Planning Problem is suggested
as an example of the problem including the uncer-
tainty. From results of experiments, it has been con-
firmed that the accuracy is improved by the proposed
method. In other words, the proposed method can
estimate the expected value as accurately as the stan-
dard MCM using the fewer samples. There is a prob-
ability of improving the effectiveness of searching be-
cause more solutions can be evaluated. Moreover, a
reasonable tour, which rarely exceeds the time limit
and gets high score averagely, can be searched by using
the expected score as the evaluation function. As the
future works, we have to design the means to adjust a
threshold automatically. Moreover, we have to discuss
a case that it is difficult to estimate an expected value.
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Abstract

This paper focuses on the techniques of evolution-
ary computation for generating players performing
tasks cooperatively. However, in using evolutionary
computation for generating players performing tasks
cooperatively, one faces fundamental and difficult deci-
sions including the one regarding the so-called “credit
assignment problem”. We believe that there are some
correlations among design decisions and therefore a
comprehensive evaluation for them is essential. We
first list three fundamental decisions and possible op-
tions in each decision in designing methods for evolv-
ing a cooperative team. We find that there are 18
typical combinations available to execute. Then we
describe the ultimately simplified soccer game played
on one-dimensional field as a testbed for comprehen-
sive evaluation for these 18 candidate methods. The
results are analyzed in this paper.

1 Introduction

Some problems can be efficiently solved only by
teams consisting of cooperative autonomous players.
Many researchers have developed methods that don’t
require human designers to define specific behaviors
of players for each problem. The work reported here
focuses on the techniques of evolutionary computa-
tion, which has been regarded as one of the most
promising approaches to solve such complex problems.
However, in using evolutionary computation for gen-
erating players performing tasks cooperatively, one
faces fundamental and difficult decisions including the
one regarding the so-called “credit assignment prob-
lem” [1]. For example, if we can only evaluate the
global performance of each team, how do we divide
up the team’s performance among the participating
players? We believe that there are some correlations
among design decisions and therefore a comprehen-
sive evaluation for them is essential, although not a
few researchers have proposed evolutionary methods
for evolving teams performing specific tasks.

The rest of the paper is organized as follows. In
Section 2, we list three fundamental decisions and pos-
sible options in each decision in designing methods for
evolving a cooperative team. We find that there are

18 typical combinations available to execute. Then, in
Section 3, we describe the ultimately simplified soc-
cer game played on one-dimensional field as a testbed
for comprehensive evaluation for these 18 candidate
methods. Section 4 reports on the results of the com-
prehensive evaluation of these methods, and Section 5
summarizes the paper.

2 Methods for Evolving a Team

Three fundamental decisions are necessary when
one designs an evolutionary computation method for
generating players performing tasks cooperatively, and
there may be not a few combinations of the options in
these decisions.

The first decision is: How many evolving popula-
tions are there? The answer is derived by considering
whether or not the population structure depends on
the number of the teams in the game or the number
of the player roles in the game (Figure 2). Suppose
that the game is played by 2 teams consisting of 3
players. We can assume an evolutionary computation
with 2 populations corresponding 2 teams, with 3 pop-
ulations corresponding 3 players, or with 6 populations
corresponding to 2 teams and 3 players. So, the typ-
ical options for the number of the populations are 1,
R, T and T ·R (T : Number of teams in the game, R:
Number of the player roles in the team).

The second decision is: What does each individ-
ual (genome) represent? Typical options are a player
and a team. In case of that each genome represents a
player, there can be two further options: all players in
the team share one genome (“homogeneous players”)
and all players are represented by different genomes
(“heterogeneous players”). Also in case that each
genome represents a team, there can be two further
options: whether or not the roles of the players rep-
resented in each genome are fixed. In case that the
roles of the player is fixed, for example, if a part of a
genome represents a defender in the game, this part
always represents a defender.

The third decision is: How is the fitness function
evaluated? One option is that fitness is evaluated for
a team as a whole. In this case, if each genome rep-
resents a player, each player in a team is supposed to
have the same fitness. The other option is that the fit-
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ness is evaluated for each player directly or indirectly.
Direct evaluation of players in a cooperative team is
sometimes a very difficult task, as in general altruistic
behavior is important or essential in the establishment
and maintenance of cooperation in population. Some
methods for indirect evaluation has been proposed [2].
We adopt a method as this option in which the fit-
ness of a player is defined as the decrease in the fitness
of the team when the player is replaced by a prede-
fined “primitive player” which has a minimum set of
behavior rules.

Therefore, there could be 18 combinations available
to execute for evolving players performing tasks coop-
eratively as shown in Table 1.

a) 1 population

b) R   
   populations

d) T  R
    populations

c) T populations

Games

Figure 1: 4 options for the population structure. a)
The population represents all player roles in all teams.
b) Each population represents one player role in all
teams. c) Each population represents all player roles in
each team. d) Each population represents one player
role in each team.

3 Ultimately-Simplified Soccer Game

The ultimately-simplified soccer game is defined as
a testbed for comprehensive evaluation for these 18
candidate methods. It is a 2 vs. 2 player game played
on one-dimensional cellular field as shown in Fig-
ure 2 (field[1-20]). Players are homogeneous except
their starting positions (Left team: player1 (field[8]),
player2 (field[5]), Right team: player1 (field[13]),
player2 (field[16])), and each player makes a run, drib-
bles a ball, makes a shot on goal or put a ball up to the
player of his/her team. One of the action is decided
to take based on the relative locaton of all players and
the ball (72 patterns). Action is taken in turn alter-
natively between 2 teams. Each step in the game is
composed of 4 actions by all players.

Multiple players can’t be in a cell. The ball is al-
ways in a cell where a player resides. Moving action

of a player with a ball means dribbling. Players move
to either of the neigboring cells, but when a player
moves to the cell with a player, it skips the neigbor-
ing player (it cannot skip more than one player). In
this case, if both are in opposite teams and one of
them has a ball, the ball moves to the other player
with a certain probability (Psteal). If there is an op-
ponent player between the passer and the receiver, the
ball-passing becomes failure with a certain probabil-
ity (Pcut), and in this case the ball moves to the cell
where the oppenent player resides. The success rate
for shooting is anti-proportional to the length between
the player’s position and the goal irrespective of the
presence of the oppsite players. In case of scoring a
goal, the game restarts with initial player-location. In
case of the failure, the game restarts after the ball
moves to the opposite player nearer to the goal post.

We expect two types of altruistic behavior which
could lead to the emergence of cooperation in the
game. One is putting a ball up to the other player
in his/her team instead of dribbling the ball or get-
ting a shot at the goal. The other type is making a
run in the opposite direction but not toward the goal.
The former type of altruistic behavior is analyzed in
4.3.

4 Evaluation

4.1 Expression of the Players

Each player selects next action deterministically
based on the positional relationship of players and the
ball. In the recognition of each player, opponent play-
ers are not distinguished. So, to be precise, genetic
information of each player decides the next action of
the player based on one of 48 patterns, in which each
pattern is associated to one of the four actions: run-
ning/dribbling to the right, running/dribbling to the
left, feeding (passing) the ball to the player of his/her

G
O
A
L

G
O
A
L

Shooting
The success rate for shooting is 1 - 0.8

l
.

Passing 
 The success rate for ball-passing is 
1 - (Pcut   number of opponent players). 

Moving/Dribbling
 If a player with a ball moves to 
the cell with a opponent player, 
he/her loses the ball with a 
probability of Psteal. 

l

.

Figure 2: The ultimately simplified soccer game.
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Table 1: Classification of the methods for evolving a team.

Population structure
depends on Number of Each genome represents Unit of fitness evaluation is Code name

T? R? populations

a player
by direct evaluation 1-PHe-PD

a player
heterogeneous players by indirect evaluation 1-PHe-PI

No 1
a team (same fitness in a team) 1-PHe-T

homogeneous players a team (same fitness in a team) 1-PHo-T
No

a team
fixed player-roles a team 1-TFi-T

unfixed player-roles a team 1-TUn-T

a player
by direct evaluation R-PHe-PD

Yes R a player heterogeneous players by indirect evaluation R-PHe-PI
a team (same fitness in a team) R-PHe-T

a player
by direct evaluation T-PHe-PD

a player
heterogeneous players by indirect evaluation T-PHe-PI

No T
a team (same fitness in a team) T-PHe-T

homogeneous players a team (same fitness in a team) T-PHo-T
Yes

a team
fixed player-roles a team T-TFi-T

unfixed player-roles a team T-TUn-T

a player
by direct evaluation TR-PHe-PD

Yes T · R a player heterogeneous players by indirect evaluation TR-PHe-PI
a team (same fitness in a team) TR-PHe-T

(T : Number of teams in a game, R: Number of player roles in a team)

team, making a shot on goal. Therefore each player is
represented by 96 bits genetic information.

4.2 Evaluation Setting

The evaluation is conducted through two steps: an
evolution step and an evaluation step. In the evo-
lution step, populations are evolved for 2000 genera-
tions using 18 methods independently. Each popula-
tion has 40 individuals in all methods. The round-
robin tournament of the ultimately-simplified game of
200 steps is held to evaluate the fitness in each gen-
eration. The parameters Psteal and Pcut are set to
0.8 and 0.4 respectively in both steps. In case of
<team-evaluated> option, fitness is calculated as the
goals the team acquired minus the goals the opponent
team acquired. In case of <direct-player-evaluated>
option, fitness is calculated as the goals the player ac-
quired minus the opponent team’s goals divided by 2.
Then tournament selection (selecting repeatedly the
individuals with higher fitness as a parent by compar-
ing randomly picked 2 individuals), crossover with a
60% probability and one-point mutation with a 3%
probability are adopted as genetic operators. In case
of <indirect-player-evaluated> option, we use a primi-
tive player designed a priori as follows. In case of the
player keeps a ball, if he (or she) is behind the other
player he passes the ball to the other player, otherwise
he makes a shoot. In case of the player doesn’t keep a
ball, if he is behind the other player, he moves back,
otherwise he moves toward the goal. In the evaluation

1/T-PHe-PD 

1-PHo-T 

T-PHo-T 

1/T-PHe-PI 

1/T-PHe-T  

1/T-PHo-T

1/T-TFi-T

1/T-TUn-T

R/TR-PHe-PD

R/TR-PHe-PI 

R/TR-PHe-T

0.4 0.5 0.6 0.7 0.8

Figure 3: The average winning ratio of the best 10
teams evolved by each of 18 methods.

step, the best team is selected in each of the last 50
generations in the evolution step, and selected 50£18
teams conduct the other round-robin tournament of
the game of 1000 steps.

4.3 Evaluation Results

Figure 3 shows the winning ratio of the teams
evolved by 18 methods, each of which is the average
of winning ratio of the best 10 teams from 50 teams in
the all-play-all tournament described above. Table 2
(the left-hand in the results) also shows it. Each pair
of bars shows the results of the strategies with same
options in genome representation and fitness evalua-
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tion except the population structure option (Upper
white bars: <1/R-population> options, Lower black
bars: <T/T ·R-populations> options).

It is shown that the top 3 methods in
this evaluation are <1-population, team-represented
with fixed player-roles, team-evaluated>, <T · R-
population, heterogeneous-player-represented, team-
evaluated>, and <1-population, homogeneous-player-
represented, team-evaluated>. Their winning ratios
are 74.6%, 74.1% and 73.5% respectively. An addi-
tional evaluation using the team consisting of 2 prim-
itive players showed that its winning ratio was 16.0%.
This ratio could be a measure for the performance of
the methods.

Regarding to population structure, <1/R-popul-
ations> options performed better than <T/T · R-
populations> options in general. This might be be-
cause of the ill-balanced evolution, over-specialization
or “round and round going”. Adoption of an asym-
metric game as a testbed would make this ten-
dency weaker. Regarding to genome representation,
<homogeneous-player-represented> option performed
well in general. Also, <team-represented with fixed
player-roles> option performed well, though <team-
represented with unfixed player-roles> option per-
formed badly. Regarding to fitness evaluation, <team-
evaluated> option performed well in general as the fact
that 5 methods among top 6 methods adopt this op-
tion has shown. The performance of <indirect-player-
valuated> option depended largely on the other op-
tions.

We have observed interesting separation of roles
among 2 players in the teams with high winning ra-
tio. For example, in some teams the forward player
tended to play near the goal and the backward player
tended to move in order to intercept the ball, and in
some teams both players seemed to use man-to-man
defense.

Next we examined the relationship between altruis-
tic behavior which could lead to cooperative behavior
and the winning ratio. Here we focus on the follow-
ing behavior pattern. A player with a ball makes a
pass for the other player, who receives the ball with-
out being intercepted and then successfully shoots a
goal immediately or after dribbling. We termed this
series of actions as “assisted goal”. Table 2 shows the
assist ratio, which is the ratio of assisted goals among
all goals, and winning ratio of the teams evolved by 18
methods. We see from this table that good perform-
ing teams have a tendency to also have a high assist
ratio. In contrast, it is not necessarily the case that
teams with a high assist ratio have a tendency to have
a high winning ratio. This means that above-defined
assisting behavior is a necessary requirement for the
teams to perform well.

It is a remarkable fact that <indirect-player-
evaluated> option made the assist ratio much higher

Table 2: Average winning ratio and assist ratio.

ResultsCode name
Winning ratio Rank Assist ratio Rank

1-PHe-PD 0.673 7 0.146 15
1-PHe-PI 0.609 11 0.289 10
1-PHe-T 0.699 5 0.310 9
1-PHo-T 0.735 3 0.390 5
1-TFi-T 0.746 1 0.342 7
1-TUn-T 0.571 16 0.336 8
R-PHe-PD 0.607 12 0.109 16
R-PHe-PI 0.713 4 0.503 1
R-PHe-T 0.639 10 0.402 3

T-PHe-PD 0.574 15 0.080 17
T-PHe-PI 0.536 17 0.391 4
T-PHe-T 0.603 14 0.242 12
T-PHo-T 0.683 6 0.226 13
T-TFi-T 0.654 9 0.260 11
T-TUn-T 0.536 18 0.214 14
TR-PHe-PD 0.666 8 0.077 18
TR-PHe-PI 0.607 13 0.388 6
TR-PHe-T 0.741 2 0.416 2

compared with the winning ratio. As this option, we
adopted a method in which the fitness of a player is
the decrease in the fitness of team when the player is
replaced by the primitive player. This method should
generate the strong interaction between 2 players be-
cause it tends to make large decrease when the player
is replaced. Therefore the teams generated by the in-
direct evaluation method have a higher assist ratio de-
spite having the relatively low winning ratio.

5 Conclusion

This paper has focused on the methods for evolv-
ing a cooperative team by conducting a comprehen-
sive evaluation for 18 methods. We have found that
some methods performed well and at the same time
that there are complex correlations among design de-
cisions. Also, further analysis has shown that cooper-
ative behavior can be evolved and can be a necessary
requirement for the teams to perform well in even such
a simple game. Future work includes more detailed
analysis of cooperative behavior and extension of the
ultimately-simplified soccer game.
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Abstract 
 

In this paper, we present a new fast algorithm named 
NDBC in finding communities within large network 
systems. The algorithm is developed based on DBSCAN 
and makes use of the structural information of complex 
networks. We test NDBC on the book network which is 
constructed by the readers’ borrowing behaviors. The 
experimental result shows that it can quickly find 
communities of a big network which contains thousands 
upon thousands vertices. 

Keywords: complex network, community, book 
network 
 
1. Introduction 
 

Many systems in the real world can be abstracted as 
complex networks. The examples of complex network 
include the Internet, science collaboration network, neural 
networks, metabolic networks, food web, etc. [1]. Recent 
research on complex networks has revealed a number of 
distinctive statistical properties that most networks seem to 
share [1] [2] [3], such as power law distribution of degree, 
high clustering coefficient and short average path length. 

“It is widely assumed that most social networks show 
“community structure”, i.e., groups of vertices that have a 
high density of edges within them, with a lower density of 
edges between groups.” [4] How to discover communities 
in large network systems within a short time is an 
interesting problem.  

A recent influential algorithm that has been used is 
based on the idea of betweenness, proposed by Girvan and 
Newman [5] [6]. The betweenness of an edge is defined as 
the number of shortest paths that traverse it. Their method 
iteratively removes edges which lie between two clusters 
and has highest betweenness from the network. In this 
method, the time involved to discover the community 
structure of the graph scales as 3( )O n , with n  the number 
of vertices in the network.  

In the computer science literature, there are a number 
of fast heuristics, such as “FM-Mincut”. Flake et al. [7] 
use a maximum flow/minimal cut algorithm to define the 

edges and vertices that act as boundary between 
communities. 

Wu et al. [8] present a method which is based on 
notions of voltage drops across networks that are both 
intuitive and easy to solve. However, their algorithm has 
to specify the number of communities beforehand.  

Zhong Su et al. [9] present a recursive density-based 
clustering algorithm for web document clustering based on 
DBSCAN [10]. In order to cut off the bridge between two 
clusters, their algorithm varies Eps and MinPts whenever 
necessary.  

In this paper we present a new method named NDBC 
that can discover communities within networks of 
arbitrary size in a very short time. The key idea of our 
method is that we combine the clustering algorithm 
DBSCAN with the structural information of complex 
networks in finding communities. We apply our method to 
finding communities of book network. The result shows 
that NDBC is very efficient because we just need scan the 
vertices of the data set once. Moreover, it does not require 
a predetermined cluster number to operate. Our method 
achieves the same goal as Zhong Su [9] but need only one 
constant predefined in the algorithm. 

The outline of this paper is as follows. In Sec. 2 we 
introduce the book network. In Sec. 3 we show the key 
idea of DBSCAN and its drawback in finding 
communities. In Sec. 4 our algorithm NDBC is described. 
The dataset and experimental results are listed in Sec. 5. In 
Sec. 6 we give our conclusions. 

 
2. Book Network 

 
In the book network, the vertices are the books, and 

two vertices have a common edge if the corresponding 
books have been borrowed together by the same person. 
That means if two books occur in someone’s book 
borrowing records, then the two books are associated. If 
these two books are borrowed together by more than one 
person, then the weight of link between them are 
accumulated. So the book network is a weighted and 
undirected network. 

If two books are borrowed together by N persons 
separately, we define the distance between those two 
books is 1/ N . Set D as the book set. The Eps-
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neighborhood of a book p is defined 
as { }( ) | ( , ) 1/EpsN p q D dist q p MinTime= ∈ ≤ where

1/Eps MinTime= . MinTime is the least times that two 
books are borrowed together. 

A clustering CL of book set D with respect to Eps, 
MinPts is a set of density-connected [10] sets with respect 
to Eps, MinPts in D. For any points in a space, where a 
point corresponds to a book, the more books that co-occur 
with it in some reader’s borrowing records, the higher its 
density is. 
 
3. DBSCAN 
 

The clustering algorithm DBSCAN [10] based on 
sample density is designed to discover clusters of arbitrary 
shape as well as to distinguish noise.  

“The key idea of a density-based cluster is that for each 
point of a cluster it’s Eps-neighborhood for some given 

0Eps >  has to contain at least a MinPts minimum number 
of points, i.e. the “density” in the Eps-neighborhood of 
points has to exceed some threshold.” [11]  

In order to find communities of book network, we first 
tried DBSCAN to the book network. The result shows that 
DBSCAN often leads to a single, giant cluster which is not 
desirable. The reason why all these books are connected 
together lies in the inherent nature of DBSCAN. As 
pointed above, DBSCAN is based on sample density. For 
many popular books and reference books of various 
categories, the probability that they are borrowed together 
is very high. For example, book A is a science fiction and 
book B is a reference book of physics. If A and B are 
borrowed together many times, then the weight between 
them is high. So A and B serve as a bridge between 
science fictions and references of physics and these two 
clusters are connected together. This is illustrated in Fig. 
1. 

 
Figure 1. Bridge between two communities 

 
4. NDBC: Neighbor Density Based Clustering 
algorithm 
 

To solve this problem, we propose a clustering 
algorithm called NDBC that attempts to overcome the 
drawback of DBSCAN in finding communities by 
utilizing the high clustering of complex network. 
 

4.1. Clustering Coefficient 
 
The DBSCAN algorithm just considers the distances of 

samples from each other, but in a complex network, there 
is also structural information between vertices besides 
distance information. The edges between vertices form the 
topology of a network.  

In order to describe the connections in the environment 
closest to a vertex, we often use the so-called clustering 
coefficient [1]. “For the network with undirected edges, 
the number of all possible connections of the nearest 
neighbors of a vertex µ  ( ( )

1z
µ  nearest neighbors) 

equals ( ) ( )
1 1( 1) / 2z zµ µ − . Let only ( )y µ  of them be present. 

The clustering coefficient of this 
vertex, ( ) ( )

1 1/ ( 1) / 2C y z zµ µ µ µ⎡ ⎤≡ −⎣ ⎦ , is the fraction of 

existing connections between nearest neighbors of the 
vertex.” [2] The clustering coefficient C of the network is 
the average of ( )C µ over all vertices of a network. The 
clustering coefficient is the probability that two nearest 
neighbors of a vertex are nearest neighbors also of one 
another. 

In simple terms the clustering coefficient of a book in 
the book network tells us the likelihood a book’s 
neighbors are borrowed together.  
 
4.2. NDBC 

 
Most complex networks exhibit a large degree of 

clustering [1] [2] [4]. In a network with high clustering 
coefficient, though two communities may be connected by 
a bridge, the vertices on the bridge belonging to different 
communities have few common neighbors. Based on the 
phenomena observed above, we can cut off the bridge 
between these two communities by neighborhood check. 
From the statistics of clustering coefficient of book 
network, illustrated in Fig. 4, we can see that the 
clustering coefficient of book network is very high 
compared with random network. This means the neighbors 
of a book are often connected. So based on the high 
clustering coefficients of most complex networks, we 
extend DBSCAN by considering the superposition degree 
of neighbors between a seed vertex and it’s subsequent 
seed vertex in the expansion progress of a cluster.  

If vertex A as a seed belongs to community C1 and 
vertex B as A’s neighbor belongs to community C2, 
suppose that there are enough neighbors of A at given 
Eps, then at the expansion of this cluster from seed A, 
vertex B’s relationship with A’s neighbor is checked. If B 
is connected with most of A’s neighbors, then B is 
assigned the same label with A; otherwise, B is treated as 
a noise. A constant called superposition is defined as a 
threshold in order to check the superposition degree of 
these two vertices’ neighbors. Because most of A’s 
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neighbors belong to C1 and most of B’s neighbors belong 
to C2, the number of common neighbors of A and B is 
small. By means of checking two vertices’ neighbor 
superposition degree, the bridge between two different 
communities is truncated. 

The algorithm is listed below:  

 
 
 
 
 
 
 
 

 
 

Figure 2. Neighbor Density Based Clustering 
algorithm 

 
4.3. Analytical Evaluation 
 

The runtime of NDBC is ( *O n runtime of a 
neighborhood query ) : n objects are visited and exactly 
one neighborhood query is performed for each of them 
[11]. Thus, the overall runtime depends on the 
performance of the neighborhood query. Fortunately, all 
the interesting neighborhood predicates are based on 
adjacency matrix – like distance predicates – which can be 
efficiently supported by sparse matrix when the network 
contains many vertices. So the runtime of NDBC is very 
short.  
 
5. Experiment 
 
5.1. Data Set 
 

 
 
 

Figure 3. Book borrowing records 
We first analyze the data set under consideration. Our 

experiments draw on data collected from Library of 
Tsinghua University, China. Fig. 3 is an example of 
Tsinghua University Library’s book borrowing records. 
The first column is ID of book and the third is ID of 
reader. It consists of book borrowing records from 
15:35:00 March 4, 2003 through 11:21:00 November 12, 

2003. In this period there are 573,862 book borrowing 
records in which 142,081 books appear. 

The average clustering coefficient for the book network 
is 0.6188 with 170 isolated vertices. The distribution of 
clustering coefficients for the book network is shown in 
Fig. 4. 
 

 
Figure 4. Distribution of Clustering 

Coefficients 
 

5.2. Experimental Results 
 

To find the communities which DBSCAN can’t, we 
applied our community-finding method to the same book 
network from Library of Tsinghua University. 

In Table 1 we show several communities found by 
NDBC. By examining the names of books belonging to 
the same cluster, we can see that the clusters found by 
NDBC are more reasonable than that found by DBSCAN 
since similar books are indeed grouped together. 

 
Table 1: Some clutering results using NDBC.  
Cluster ID Book Name 
77 Basic algebra 

Sheaves on manifolds 
Algebraic geometry 
Lectures on algebraic topology 
Geometric integration theory 
… 

71 A physicist's guide to Mathematics 
Classical mechanics 
Quantum mechanics 
Computational fluid dynamics 
The universe in a nutshell 
Modern physics 
… 

122 Thinking in C++ 
C++ Primer 
The design and evolution of C++ 
The Annotated STL Sources (Using SGI STL) 
… 

… … 
In Fig. 5 we illustrate 3 clusters of the result from the 

application of our algorithm to the book network. It shows 
community structures clearly.  

b1010768x;03-04-08 15:35;p10583956 
b10107939;03-04-08 10:18;p10824522 
b10126235;03-04-08 09:28;p10809545 
b10255977;03-04-08 14:05;p10633716 

Algorithm NDBC(DB, MinTime, MinBook) 
For each   v∈DB    do 
  If v is not yet assigned to a cluster then 
      Expand(v, MinTime, MinBook); 
      Assign them to a new cluster or noise; 

Expand(v, MinTime, MinBook) 
Find v’s neighbors NSet with weight greater   than 
MinTime; 
Find vertices whose neighbors have few 
superposition with v’s neighbors, and delete them 
from NSet; 
If the size of NSet is greater than MinBook 
  Expand the cluster from vertices of Nset; 
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Figure 5. 3 Clusters of Book Network 

Table 2 and Figure 6 show the clustering result and 
efficiency comparison between the two clustering 
algorithms (Runtime of Table 2 does not include the time 
reading data from disk). We see that using NDBC, we 
obtain more clusters for the book network and generate 
clusters with more even distribution than DBSCAN. In the 
result of DBSCAN, we can see from Fig. 6 that a cluster 
contains books far more than that of other clusters. The 
runtimes of these two algorithms are approximate. 

 
Table 2. Comparison of NDBC and DBSCAN 

 NDBC DBSCAN 
Number of Books 142081 142081 
Runtime (Sec)  4 3 
Eps/MinPts 0.125/10 0.125/10 
Number of Clusters 142 69 

 

 
Figure 6: Number of Books in every Cluster 

Our algorithm seems to find two types of communities: 
pure community and complex community. The pure 
community just contains books belonging to the same 
subject; the complex community often contains books 
belonging to several subjects. From the result of 
clustering, we find that the books relating to computer 
programming often appear in the same cluster with some 
books of other subjects. The phenomenon reveals that 
many students studying in different subjects are interested 
in programming. It shows that the Computer Science is 
closely related with other subjects.  
 
6. Conclusions 

 

In this paper we present a new method that allows the 
quick discovery of communities within a big network. The 
traditional clustering method DBSCAN fails in the 
discovery of communities of complex networks. In order 
to overwhelm the shortcoming of DBSCAN, we introduce 
structural information of complex networks in finding 
communities. By utilizing the high clustering coefficients 
of complex networks, our method succeeds in cutting of 
the bridge between two communities. Moreover, we do 
not have to specify the number of communities we wish to 
divide the network into. 

We test the algorithm by applying it to book network. 
The experimental result shows its validity. 

A possible defect of our method is that in order to 
divide the popular books coming from different categories, 
we select a high MinTime. Unfortunately, the books which 
are rarely borrowed together with popular books within 
the same category are treated as noise. In some sense, we 
just find the cores of the book network communities.  

In spite of possible shortcoming we believe that the 
algorithm we have presented is valid and fast when trying 
to quickly find communities within large complex 
networks. 
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Abstract 
 
We propose a radical new approach to machine 
vision based on biological principles in the 
context of a multilevel architecture of 
representation and reconstruction. 
 
1. Introduction 
 
Machine vision is a notorious bottleneck in 
robotics and automated systems. We seek a 
method of creating very flexible machine 
vision systems that can evolve in particular 
environments to recognise anything that an 
operator has indicated as being ‘interesting’ in 
that environment. For example, Figure 1 shows 
an object that a house-tidying robot might 
encounter during its everyday duties.  
 

   
 
Figure 1.Contouring an object 
 
Our intention is that non-programmers can 
train our vision systems by ‘pointing’ at an 
object in a scene, e.g. drawing a contour round 
it, with the system to evolving the ability to 
recognise such objects automatically. Our 
approach is based on new combinatorial 
structures supporting an architecture that 
allows vision systems to generalise and adapt 
to recognise new classes of objects. This 
architecture is based on new combinatorial 
mathematics in the science of complex  
systems [1]. 

 
There are many approaches to machine vision, 
including algorithmic knowledge-based 
programming, neural systems that learn from 
examples, and combinations of both. Many 
practical systems are based on algorithms or 
procedures making opportunistic use of special 
features of particular objects and scenes. 
Although this may give acceptable 
performance for a given application, there is 
usually a poor ability to generalise to other 
similar scenes, and no ability to generalise to 
different environments. A system designed to 
inspect industrial parts is unlikely to be 
incorporated in a mobile planetary robot. 
 
It is common for human programmers to 
design vision systems so that data are 
optimised for the particular problem and 
classification technique being used. The 
generality is that machine vision systems are 
hand-crafted to give the best results for a 
particular application, but are brittle and 
perform poorly outside their narrow 
specification, and lack any ability to adapt. 
 
We seek machine vision systems that can: 
 

• use point-and-learn training 
• work for cluttered scenes 
• adapt to changes in objects and scenes 
• adapt to any scene or environment 

 
To achieve this we propose a multilevel 
architecture in which machine vision systems 
 

• evolve appropriate retinal 
configurations 

• evolve connectivities to represent 
spatial relationships 

• abstract their own higher level 
constructs 

• levels are integrated by new relational 
mathematics 

 
The key feature of the architecture is the 
ability of the system to abstract its own 
constructs from data in a multilevel algebraic 
representation. This allows the system to learn 
objects that may change through time, and to 
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adapt to learn radically new objects and scenes 
without the need to change the underlying 
program. These requirements are very 
demanding and beyond any existing machine 
vision systems. 
 
2. The Fundamental Structures 
 
 
  
  
  
  
  
  
    
Figure 2. An image of an arch. 
 
The fundamental idea behind our architecture 
is that of n-ary relations. To illustrate this 
consider the image of an arch in Figure 1. As 
we view it, we see two pillars supporting a 
crosspiece. The crosspiece, for example, is 
made up of the pixels marked a, b, c, d, e, f, g, 
h, i, j, k, l, m, n, o, and p. These sixteen pixels 
are assembled by a 16-ary relation, RRB, into a 
rectangular block.  
 
The construct ‘rectangular block’ defines a set 
of objects which will be written RB = {x | x is 
a rectangular block}. In order to be 
operational, this requires a pattern recogniser, 
PRB, which is able to say of any candidate for 
membership, x, that x is a rectangular block, P-
RB(x) = True, or that x is not a rectangular 
block, PRB(x) = False. 
 
Generally pattern recognisers need to refer to a 
set of features of the object. In this case there 
are sixteen features, {x1, x2, …, x16}, the pixels 
used to make up the block. Each of these xi 
needs to be of the right type, so the overall 
pattern recogniser requires a set of sub-pattern 
recognisers, PRB,i, with the requirement that 
PRB,i(xi) = True. 
 
Now it can be seen that the pattern recognition 
involves two types of decision: 
 
(i) for each xi, it is necessary that xi is of the 
right type, here a dark pixel. PRB,i (xi) = True. 
(ii) given that all the xi are pixels, it is 
necessary to established that they are 
assembled properly so that the relational 
structure holds with PRB(x1, x2, …, x16) = True. 
 
Clearly (i) comes before (ii). There is no point 
applying expensive pattern recognition 
procedures to objects which are of the wrong 
type to form the pattern. However, there is 

danger of an infinitive regress: To test RRB it is 
necessary to test RRB,i for each xi. But to test 
RRB,i it is necessary to reduce xi to its parts, 
and test them. And so on. Where can it all end? 
In robotics and machine vision the answer to 
this question is easy. Top-down reductionism 
ends when the pattern recognisers are 
grounded in sensor data. In other words the 
sensors ‘ground’ everything the machine can 
know about its environment (Figure 3). 

a b c d e f g h 
i j k l m n o p cross-piece 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Reductionist grounding prevents 
infinite regress in pattern recognition 
 
When PRB(x1, x2, …, x16) = True for a particular 
set of features, {a, b, c, …}, we give the 
resulting object a name, here C, and write 
σ(C)= 〈 a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p; 
RRB〉. σ(C) is called a simplex and the elements 
〈a〉, 〈b〉, 〈c〉, etc are called its vertices. The parts 
or features of an object can be said to lie at a 
lower level in its representation than the object 
itself. If the parts are drawn within an Euler 
circle (ellipse), the name of the object can be 
drawn as the apex of a hierarchical cone, as 
illustrated in Figure 4. 
 
 
 
 
 
 
 
 
 
 
Figure 4. A hierarchical cone. 
 
The relation RRB and all its reductionist sub-
relations will be called a construct. Clearly, in 
order for a construct to be operational, it must 
be grounded. Generally constructs are named, 
and they define sets of named objects. E.g., we 
can use the name ‘rectangular blocks’, and 
write rectangular blocks = { x | x is a 
rectangular block }, which is an intensional 
definition. Alternatively we can write 
Rectangular Blocks = {RB1, RB2, …, RBn}, 

PRBi(xi) = True ? a b c d e f g h 
i j k l m n o p 

PRB(x1, x2, …, x16) = True ? 
pillar 

PRBi is 
grounded 

sensor 

a b c d e f g h 
i j k l m n o p 

C 

RRB  
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where each of RBi is the name of a particular 
rectangular block. 
Figure 5 shows the two stages of assembly of 
the arch; which is defined as structured set of 
blocks. The blocks are defined as structured 
sets of pixels; and the pixels are grounded in 
reality through the camera sensor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Multilevel construct aggregation 
 
The pillars named as A and B in the image are 
also structured sets of pixels, as shown in 
Figure 5. The intermediate constructs A, B and 
C can be assembled by a 3-ary relation, Rarch to 
form the construct called an ARCH. Thus we 
have σ(ARCH) = 〈 A, B, C; Rarch 〉. In this way 
we build primitive structures from atomic 
constructs (pixels), we build intermediate 
constructs from these at a higher level in the 
multilevel representation, and so on, until we 
recognise objects within scenes at the highest 
level. At every level we use named constructs 
to reference the objects abstracted. 
 
This example illustrates a major problem in 
machine vision. The notions of ‘pillars’ and 
‘crosspieces’ are social constructs inside 
programmers’ heads. Vision systems are 
highly dependent on programmers’ ways of 
construing the visual universe. It is well known 
that this can be very different between 
different people [2], and there is no guarantee 
that a given programmer will choose the most 
appropriate constructs. Much better to have the 
vision system abstract these constructs for 
itself. 
 
3. Low level pixel configurations 
 
In the proposed multilevel architecture, let the 
pixels define a base level, Level 1. (Lower 
level sub-pixel constructs are possible, (e.g. 
Johnson and Picton, 1985), but not discussed 

here. At this level of representation are the 
usual greyscale histograms.  
The next level of representation must be 
characterised by sets of pixels structured by 
relations – nothing else is possible! So, Level 2 
in the representation will consist of sets of 
pixels under n-ary relations. To illustrate this, 
consider the pixel configurations shown in 
Figure 6. To establish them at the lowest level 
in the representation, these will be called 
retinal constructs. 

Level 3 –  object 

 
In Figure 6(a) there is a central sensor, such as 
light-sensitive rod, responding to relative 
darkness, surrounded by six other sensors, 
numbered 0, 1, 2, 3, 4 and 5. There are 26 = 64 
configurations of light-.dark for these six 
satellite sensors. The configurations have been 
designed to have a topology corresponding 
more closely to packed cells than the usual 
Cartesian grid. Also they are designed using 
the ‘next but one’ neighbours according to 
Simon’s three pixel principle [3][4]. 
 
 
 
 
 
 
 (a)  hexagonal array of pixel sensors 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) the 64 retinal configurations 
 
Figure 6. Hexagonal pixel constructs 
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5      2 

4 3

32      33     34      35       36       37      38      39 
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0       1        2        3         4        5        6        7 
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Level 2  – blocks
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(sensor-grounded) 

central sensor 
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These configurations are examples of masks or 
filters which are widely used in machine 
vision. As such they have been designed by the 
programmer (me!) and have the problem of 
subjective selectivity. Although I find these 
configurations attractive for a number of 
reasons, how can I be sure that they are the 
most appropriate for any particular objects in 
any particular environment?  
 

        
 
(a) circle and diamonds    (b) line segments 
 
Figure 7. Examples object classes 
 
The sixty four retinal configurations in Figure 
6 were used to analyse eighty hand-drawn 
shapes, forty ‘circles’ and forty ‘diamonds’, 
similar to those shown in Figure 7. Each dark 
pixel in the shapes was analysed by inspecting 
its surrounding pixels and assigning to it one 
of the sixty four retinal configurations. As a 
first level of analysis, the numbers of each 
configuration were counted, giving a 64-
element vector for each configuration. The 
vectors of the configurations with non-zero 
frequencies are given in Table 1. 
 
4. Single Level Neural Classification 
 
Inspection of Table 1suggests that the 
frequency vectors alone are sufficient for 
classification of the simple circle and diamond 
shapes, and indeed they are. For example, 
configurations 14 and 31 have much higher  
 

frequency for the circles than the diamonds, 
reflecting their natural response to vertical left 
and right edges respectively. Similarly, 
configurations 7, 30, 51 and 57 favour the 
diamond shape by responding well to oblique 
edges. 
 
In principle, a conventional multilayer 
perceptron neural network will classify such 
data well, assuming convergence. Note that in 
Table 1, twenty nine of the sixty four possible 
configurations respond to the eighty shapes, 
leaving thirty five retinal configurations that 
do not respond to these shapes. Training the 
network with all sixty four configurations as 
inputs increases the computation and the 
possibility of non-convergence. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

diamond 

circle 

Figure 5. A single level vector neural  
classifier 
 
Table 2 gives the configuration counts for the 
line segments shown in Figure 4(b). The 
response of these objects to the retinal 
configurations is completely different to that 
for the shapes. These response vectors can also 
be used for robust classification between the 
steep and shallow line segments. It is 
encouraging that a single layer neural classifier 
can discriminate these line segments, since it is 
believed that animal vision uses such 
primitives.  
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diamond 
  3  4  6  7 12 14 15 24 28 30 31 32 33 35 39 46 47 48 49 51 53 55 56 57 59 60 61 62   63 
  2  1  1 22  1  1 21  2 25 24  0  1  2 21  0  1 21  1  2 25  1 21 18 24  2  0 17 24  978 
  2  1  1 25  1  2 21  1 14 26  1  0  1 18  1  1 24  1  2 18  0 17 25 27  0  2 23 12  885 
  1  0  1 27  2  4 23  0 27 17  3  0  0 25  2  0 25  2  2 28  0 22 28 19  0  4 26 25 1256 
  2  0  0 30  1  3 17  2 26 29  0  0  0 22  5  0 28  1  3 28  0 20 21 31  0  3 20 25 1292 
circle 
  3  4  6  7 12 14 15 24 28 30 31 32 33 35 39 46 47 48 49 51 53 55 56 57 59 60 61 62   63 
  0  0  2 14  0  8 20  0 25 19  6  0  1 11 31  0 12  0 22 17  0  8 10 14 19 21  6 21 1322 
  0  0  0 18  2 18 10  0  6 18 16  0  0  8 33  0 14  2 16 18  0  4 17 13 14 32 15  4 1253 
  0  0  2 13  1 11 37  0 10 12 10  0  0 12 28  0 11  1 14 16  0  8 27 15 11 23 24  7 1375 
  0  0  1 18  1 14 10  2 14 18 12  0  1  8 23  0 15  1 22 14  0  5 10 12 20 19  9 13 1083 
 
Table 1.    Frequencies of retinal configurations in the shapes of Figure 4. 
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However, these classifier soon break down 
when the number of objects to be classified 
gets large, as is required for recognising a 
comprehensive set of line segments. 
 
steep lines 
  0 1  4 5  8  9 32 36 40   
  9 0 13 2  0  0 13 21  2   
  3 0 11 1  1  0 12 27  0 
  8 1 17 1  0  0 16 15  2 
 
 
 7 0 11 0  0  0 11 28  0 

shallow lines 
  0  1 4 5  8  9 32 36 40   
 21  7 5 1  7  4  5  1  1 
 32  4 0 0  4  5  0  0  0 
 30 10 1 1 10 18  1  0  1 
 28 11 1 3 13 10  3  0  1 
 
Table 2. Line segments frequencies ( Fig 4) 
 
The approach to pattern recognition illustrated 
here map the object to a vector of numbers 
counting the frequency of ‘interesting’ features 
of the objects, interprets the vector as a point 
in multidimensional space, and classifies the 
points according to some notion of ‘similarity’. 
In terms of our objects it begs two questions: 
 

1. where do the ‘interesting’ features 
come from? 

2. is a single level of processing 
adequate to discriminate objects in 
complex scenes? 

 
In answer to first question, in our illustrative 
application, the ‘interesting’ features were 
designed in by the programmer. Delegating the 
selection of ‘interesting’ features to a 
programmer inevitably means that the system 
will be limited in its ability to recognise 
objects, and unable to adapt to recognise 
objects that are very different from the design 
specification. 
 

 
 
Figure 9. Shapes with equivalent vertical 
and horizontal lengths 
 
It is easy to show that this kind of single level 
of classification is inadequate in general for 
object recognition in vision. For example, the 
objects in Figure 9 all have the same length of 
vertical and horizontal edges. Conceivably the 
corners would have different retinal 
configurations, but the numbers would be 
small, and robust discrimination between the 
objects by a single vector of retinal 
configurations is unlikely. 

The answer to the second question must be that 
a single level of classification is not adequate. 
If it were, objects and scenes could be 
presented to a network as an input vector, to 
deliver recognition of classified objects. Even 
if this were possible in theory, it would be 
impractical because combinatorial explosion 
mean that the necessary input vectors would 
have astronomic numbers of elements. 
 
5. Interpreting the data as constructs 
 
In the previous section it has been seen how 
some retinal configurations can be associated 
with constructs such as ‘oblique’, ‘vertical’, 
‘left and ‘right’ edges. These are human 
constructs that can be imposed on the data. 
The machine, of course, does not share these 
constructs explicitly in its representation. Thus 
there is a co-relation between our concept of a 
‘round edge’ and, say, the pixel configuration 
49, , taking a relatively high value for 
circular objects. 
 
Put like this is becomes possible to understand 
why conventional approaches to machine 
vision have failed so comprehensively. As 
programmers we seek appropriate descriptors 
or constructs to represents objects to be 
recognised. We look at an object, and abstract 
properties such as ‘roundness’ and 
‘straightness’, that our language conveniently 
has terms to describe. We then seek machine-
based abstractions that match these linguistic 
constructs.  
 
But as animals we constantly recognise objects 
for which there is no explicit name. For 
example, most readers will recognise the shape 

 as being one of those in Figure 9, even 
though this shape has no explicit common 
name. Since I want to talk about it I will give 
the name of ‘double-square shape’. Then I can 
say things like ‘the double square shape is 
between the cross and the square in Figure 9, 
and even begin to reason about double-square 
shapes. However, if such a shape were to be 
recognised within a machine, it can simply be 
named implicitly by the data structures, 
possibly, its position in memory. 
 
Freeing ourselves from serendipity 
abstractions in a particular programmer’s head, 
and designing machines to form their own 
constructs is here seen as the way forward. To 
some extent this is what multilayer neural 
networks do, and some researchers assert that 
each neuron is processing a construct. 
However, that approach is relatively blunt, 
since the constructs are always implicit. 
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5. Multi-Level Pattern Recognition 
 
Figure 10 shows one of the diamond shapes  of 
Figure 7 with its numbered retinal pixel 
responses letter-coded as follows:  A (7), B 
(14), C (15),  D(24), E (25), F (30), G (35), 
H(47), I (49), J (51), K (53), L (55), M(56), N 
(57), O (61), P (62), dot (63), and X (all 
others). Note that on the bottom edge the 
sequence ACH (    ) recurs along the 
bottom left edge. This can be written as a 
simplex, 〈 A, C, H; R horizontal 〉, in the terms of 
Section 2. This can be considered to be a 
configuration of retinal configurations, and 
exists at a higher level of aggregation. 
 
 

 
 
Figure 10. 〈 A, C, H; R horizontal 〉 as an 
emergent construct 
 
 
The ACH configuration emerges from the 
diamond shape, Let it be denoted σABC. Then 
pairs of such configurations can form the 
structure 〈 σACH,i , σACH,j ; R above_left 〉, at yet 
another level of aggregation. Let this structure 
be denoted by the symbol σACH,. Then these 
too can be aggregated to form a structure that 
eventually aggregate into structures involving 
all seven of the ACH sequences. From a 
human perspective this could be called a 
straight edge. From a machine perspective this 
is a learned or evolved structure, physically 
embedded in the machine that has emerged 
because there is advantage in it doing so. 
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 Level N  high level constructs

 
 
 
 
 

Level 3  intermediate constructs 

 
 
 
 
 
 
 
 
(a) Iterated assembly up the representation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) iterated assembly through cones 
 
Figure 11. Multi-level aggregation 
 
 
6. Spatial Relationships 
 
The configurations in machine vision 
inherently involve spatial relationships. 
Conventional approaches to machine vision 
often take a highly geometric approach to 
spatial relationships, based on the Cartesian 
geometry of the pixel grid. It is interesting to 
consider whether Cartesian geometry is a 
product of the human mind, or part of the 
fundamentals of its workings. 
 
From our perspective it is much easier, in 
principle, to represent multilevel spatial 
structure through multilevel tessellations and 
connections between levels. In other words, we 
propose to proceed on the basis of spatial 
relationships being hard-wired into the 
substrate of the vision system. This idea is 
illustrated in Figure 12, where four objects 
have been recognised, and the spatial 

Level 2  intermediate constructs 

Level 1  retinal configurations 

diamond 

A C H 
A C H 

    

A C H
 L  L G G 

 L  L G G 
 L  L G G 

    



relationship between them is established (and 
computed) by located connections between the 
site of response and higher level processing 
that recognises the object. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure12. Hard-wired spatial relationships 
 
7. Segmentation 
 
One of the most difficult tasks in machine 
vision is to segment a complex scene into 
‘relevant’ parts. Generally one seeks areas that 
contain discrete objects, such as the coffee 
mug shown in Figure 10. In Figure 10(a) we 
show a training object identified by a user. 
This low-skilled method of teaching the 
system is the only kind of input the trainer 
gives. Following this, the system has to find 
discrete objects in the image to be recognised 
as of the same type as the training items. 
 
Figure 10(b) illustrates the many problems 
involved in segmenting images. The mug has 
no well defined contour, since neither it nor 
the background are homogeneous in greyscale. 
In some places the mug merges into the dark 
background, while in other places it is a 
relatively light grey due to the reflected light.  
 
 

     
 
(a) user defined object   (b) how to segment? 
 
Figure 10. The segmentation problem 
 
The white ellipse is a strong signal to humans 
that this is a cylindrical object, but the machine 

knows nothing of this a priori. In many places 
the mug has highlights, making it visually very 
variable. In the first instance we do not assume 
that that our system will have top-down 
context knowledge such as ‘if the scene 
contains an ellipse, then it contains a cylinder’. diamond 
 
Although the examples in this paper have been 
pre-segmented binary images, the methods 
developed here are highly applicable to 
greyscale and coloured images. The relational 
method can be very powerful when, for 
example, the satellite pixels are compared to 
the centre and classified as light/darker. This 
approach can lead to areas with varying 
greyscales but homogeneous greyscale 
gradient. This approach has been successfully 
applied in scientific measurement systems. The 
details are beyond the scope of this paper, but 
further details can be found in [3][4].  
 
8. The architecture 
 
The research described in this paper, in the 
context of our objectives leads us to the 
following principles: 
 
Principle 1. Low retinal configurations will 
aggregate to form higher level constructs 
 
Principle 2. The constructs will depend on 
spatial relations 
 
Principle 3. The retinal configurations should 
not be constrained by design, but should be 
allowed to emerge from the images and scenes 
in its environment 
 
Principle 4. The spatial relations in the system 
should be implicit in its topology so that 
Cartesian geometry need not be used 
 
Principle 5. Higher level spatial configurations 
should not be constrained by design, but 
should be allowed to emerge from the images 
and scenes in its environment 
 
Principles 1 and 2 are the fundamental 
theoretical underpinning of our approach. They 
are supported by algebraic mathematics that 
can be implemented as data structures in real 
computers. 
 
Principle 3 is based on the need for the system 
to adapt to new things. Any system with pre-
designed primitives is constrained by what the 
designer puts in. This spans the space of 
possibilities. Any object not in that space 
cannot be recognised. This is one reason why 
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conventional machine vision collapses outside 
its design domain. 
  
If the low level configurations are not to be 
designed in, where can they come from? We 
have experimented with forming low level 
constructs by random configurations of pixels. 
We have found that generating random masks 
gives some discrimination between the circular 
and diamond shapes discussed earlier. 
However, there remain many open questions, 
including the optimum diameter for a retinal 
configuration. 
 
A similar argument suggests there can be no 
fixed multilevel architecture, and this too must 
incorporate random processes. Thus the 
‘relevant’ configurations of configurations, 
and the resulting ‘construct’ have to be 
discovered by the machine. 
 
Thus there are two parts to our architecture. 
The simplest involves the machine learning 
particular objects and scenes within a given 
hardware topology. In other words, in the 
simplest case the machine is fixed, and 
recognition takes place by values and 
parameters changing within that structure. 
 
The more demanding part of the architecture 
involves evolutionary principles to generate 
and select ‘appropriate’ retinal primitives, and 
to generate and select appropriate topologies to 
support relational structure throughout the 
multilayer aggregation. This lies at the heart of 
our research programme to achieve 
autonomous evolutionary machine vision 
systems. 
 
9. Discussion and conclusions 
 
In this paper we have illustrated some of the 
basic ideas of our research programme, and 
reported briefly some preliminary experiments 
on evolving retinal configurations. Those 
experiments combined with the experiments 
reported on designed retinal configurations 
suggest that this part of the research will be 
relatively straight forward. In other words, the 
research on the evolution of retinal 
configurations has already begun and we are 
beginning to understand this part of the 
challenge relatively well. 
 
By far the greatest challenge is in 
implementing the multilayer architecture to 
support the hierarchical assembly of 
information towards object and scene 
recognition. One major unresolved challenge 
in this is to design spatial structure into the 

system in a way that overcomes combinatorial 
explosion. The human brain has some ten 
billion neurons with five to ten thousand 
connections per neuron. This apparently huge 
amount of processing power and information 
distribution ability appears more modest when 
compared to the numbers of ways that retinal 
configurations can be defined and connected in 
a multilevel architecture. Furthermore, we 
expect to implement our architecture on 
standard computers with orders of magnitude 
less memory and orders of magnitude less 
computational ability than biological vision 
systems. 
 
Currently our idea is that spatial structure is 
determined by the initial connections to the 
retinal configurations, where the image is 
grounded, and subsequent connections are 
through the multilayer system. There is a 
major challenge in establishing a theoretical 
architecture that can be implemented in 
practice, followed by the major practical 
challenge of inducing the system to self-
organise as it adapts to new visual 
environments. 
 
We are aware of the difficulty of the research 
we propose. We are optimistic that success is 
possible because the combinatorial 
mathematics underlying our research contains 
some of the essential structures necessary to 
achieve our objectives. 
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Abstract 
When it continues using a personal computer, it has 

often come to operate slowly rather than the time of 

having purchased it. In this paper, the authors argue about 

the easy tuning method of personal computers. The 

general users without much deep special knowledge will 

be able to use it easily. By using the simple genetic 

algorithm, we search for the optimized set of the 

parameters of the operating system. the effect is verified 

in an experiment. The authors propose the adaptive 

method for the improvement in performance for personal 

computers. 

 

 

1.  Introduction 
It has been long time since the personal computers 

turned to be daily commodities. As being used for a long 

time, the personal computer comes to lose its quickness. 

For example, it comes to take a long time to boot up. So 

the personal computer users have often come to feel 

inconvenience for use. The most of general users do not 

have deep knowledge as much as IT professionals. 

Therefore, general users cannot help making a uniform 

improvement in performance by installing the packaged 

software for tuning, or returning their personal computers 

to the initial state by installing the operating system again. 

However, since various factors for the prolongation of the 

booting up time and the other inconvenient phenomena 

can be considered, these methods do not necessarily 

become better solution. 

Several system integration companies have proposed 

the self-control function in the information systems called 

Autonomic Computing in enterprise field [1]. But it is 

expected that the maintenance method of personal 

computers as daily commodities is more adaptive than the 

packaged software for tuning and simpler than 

Autonomic Computing. The authors focused on tuning 

parameters of the operating system as the maintenance 

method of personal computers. 

 

 

2.  Genetic algorithm 
 

Genetic algorithms bases on the research of J. H. 

Holland [2] in University of Michigan in the 1960s. He 

made the model in engineering paying attention to the 

genetical mechanism in a nature. The algorithms based 

on such a view have been studied as various and concrete 

techniques. The most fundamental kind of genetic 

algorithm in them is called simple genetic algorithm [3]. 

Hereinafter, we explain the simple genetic algorithm . 

A certain individual is formed based on the genetic 

code described in its chromosome. The chromosome is 

constituted as a gene arrangement with which two or 

more genes were located in a line, and it is decoded when 

an individual is born. The character of the individual 

decoded and generated is called phenotype. On the other 

hand, the pattern of the gene of the origin of it is called 

genotype. In genetic algorithms, it is usually assumed that 

the individual has only one chromosome. The gene 

information will be recorded by the following 

arrangement S in the individual with n genes.  

,,,, 21 n
sssS L=  { }1,0∈

i
s   

The position of each gene on a chromosome is called 

locus, and the gene in the position specifies a certain 

characteristic character. For example, s2 is recording the 

information on the color of the eye of an individual etc. 

The candidate of the gene that can be taken on a locus is 

called allele. As mentioned above, an individual will be 

born to environment by decoding and expressing a 

genetic code from a chromosome. And a set of an 

individual is called population. The individual with the 

high degree of adaptation to the environment survives by 

high probability. The evaluation value is called fitness. 

Generally the genetic algorithm is advanced by the 

following procedures. When solving an optimization 

problem, it is necessary to express a problem to optimize 

with a gene and to set up end conditions.  

 

(1) initialization : Building the individuals by generating 

their chromosomes randomly 

(2) evaluation : Calculating the fitness for each 

individual according to the evaluation function 

(3) selection : Selecting the individuals by their fitness 

(4) crossover : Generating the chromosomes of the new 

individuals by crossover two parents’ chromosomes 

(5) mutation : Generating the chromosomes of the new 

individuals by the probability of mutation  

(6) reproduction : Replacing with all or some of new 

generations 

(7) repetition of (2) to (6) until fulfilling end conditions 

 

 

3.  Experiment  
 

Generally, that users feel some inconvenience to 

computer systems becomes the opportunity that tunes 
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them up. In many cases, after the tuning target is set up, a 

method required in order to attain the target is examined. 

The tuning is performed according to the plan. The 

phenomenon which user feels inconvenient is various. 

There may be two or more tuning methods for the same 

phenomenon.  

 

3.1 Tuning method 
 

In order to improve the prolonged startup time of the 

personal computer, we search for the optimized set of 

parameters of the operating system by the simple genetic 

algorithm. In this experiment, Microsoft Windows XP, 

which is the most popular operating system among 

general users, was taken up. The parameters of operating 

system of Microsoft Windows, which are called registry, 

can be set with the numerical values other than 0 or 1, or 

character strings, or binary data, etc. The authors selected 

the 14 target parameters, which can be set with 0 or 1, 

taking account of their roles with expertise acquired 

through professional practice of system engineering. We 

coded to genotypes the set of parameters chosen in this 

way. Instead of using the defined evaluation function, we 

used the starting time actually obtained by measurement 

in the set of parameters as each individual's evaluation. In 

order to measure the starting time of a personal computer, 

we referred the document [4] that provided guidelines for 

system manufacturers to improve boot and the tool 

introduced there.  

We summarized some main genetic operators and 

parameters of the simple genetic algorithm for our 

experiment in Table 1. 

 
 GA operators GA parameters 

(1) initialization 
N (population of individuals) 

= 30 

(2) 
selection 
(elitist preserving selection) 

G (generation gap) = 0.8 

(3) 
crossover 

(uniform crossover) 

pc (probability of crossover) 

= 0.8 

(4) mutation 
mc (probability of mutation) 

= 0.01 

Table 1. The genetic operators for the experiment 

 

3.2 Experiment System 

 

Figure 1 shows the experiment environment. We 

experimented on the virtual operating system that was 

realized by this emulation software.  

 

 Experiment System (Windows 2000) 

Emulation Software 

Virtual OS 

(Windows XP) 

･Change parameters 

･Reboot 

･Measure the startup time 

Operations 

 

Figure 1.  The experiment environment 

This emulation software had the function that rollbacks 

the operation to the virtual operating system, and we used 

this one when acquiring an individual’s evaluation. 

Because the internal environment of the operating system 

is changed by the repeating configuration of the registries, 

it is impossible to acquire the exact starting time of the 

personal computer. 

 

3.3 Results 
 

We repeat the reboot of the virtual operating system 

supposing the situation that the personal computer was 

used daily. In the case A and B, after rebooting the virtual 

operating systems 100 times and 300 times respectively, 

we measured the start time without tuning parameters. 

Similarly, in the case A’ and B’, after rebooting the 

virtual operating systems 100 times and 300 times 

respectively, we measured the start time with tuning 

parameters. Table 2 shows the results. When a case A and 

A' were compared, 9.58% of improvement was found, 

and when a test case B and B' were compared, 16.52% of 

improvement was found. 

 
 Boot Times Startup time [s] effect 

Case A 100 50.64 － 

Case A’ 100 45.79 △ 9.58 % 

Case B 300 68.81 － 

Case B’ 300 57.44 △ 16.52 % 

Table 2. The experiment of the results 

 

4.  Conclusion 
 

We consider that a certain amount of improvement was 

found.  

In an experiment of this paper, it is hardly taking into 

consideration that the state of the hardware and software 

comes to change with using the personal computer. The 

remaining issues will be to build the model that realizes 

the method of tuning up the value of the parameters with 

taking into account the change state of hardware 

environment, and to check it in the experiment. 
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Abstract: This paper presents the application of 
particle swarm optimization (PSO) to improve the search 
speed of neural network based face detection problems. 
The method is based on the idea that the task of finding a 
well-matched subwindow (face) can be formulated as an 
integer nonlinear optimization problem (INLP). To find 
a face, we only need to find a local maximum filter 
response which value is above a given threshold. The 
proposed method has been tested and examined with a 
set of 42 images to demonstrate its effectiveness. The 
results confirm the potential of the proposed approach 
and show its superiority over the classical technique. 
 
 
1. Introduction 
 

Face detection is a very important task that serves as 
the first step of a large area of applications: automated 
face recognition, secure access control, advanced 
human-computer interfaces, etc. Its accuracy and 
efficiency have a direct impact on the usability of the 
whole system. 

Face detection has been a well researched problem 
and there are many approaches on it [1]. Up to now one 
kind of the most successful methods is known as neural 
network-based methods [2-7]. In these methods, a face 
model (filter) is first learned from a large number of 
examples (face images and non-face images). And then a 
sliding window is used to scan all possible subwindows 
across multiple-scale images. 

However, these methods are generally 
computationally expensive because: (a) the search 
window is a high-dimensional vector that has to be 
classified in a very non-linear space; (b) there are 
hundreds of thousands of windows to search. Although 
many efforts have been done to reduce the runtime of 
neural network based methods, most of them focused on 
reducing the computational complexity of classifiers 
[4],[5]. Only a few attentions were given to improving 
the search efficiency. In Ref. [6], the search window 
moves every q pixels (q=3~5) instead of every pixel. 
Thus the number of searched windows is only about 1/q2 
of the exhaustive search, but with the disadvantage of 
lowering the system’s performance. Many methods use 
skin color information to limit the search area [6],[7]. 
But color information is not always able to be used and it 
is very difficult to build a skin color model robust to 
illumination changes. 

In this paper, to reduce computational cost while 
retaining high detection accuracy, we propose a new 

method to speed up neural network (NN) based face 
detection systems. The method is based on the idea that 
the face search (FS) problem can be formulated into an 
integer nonlinear optimization problem (INLP). To find 
a face, we only need to find a local maximum filter 
response which is above a threshold. The integer 
variables are parameters that represent a subwindow in 
the image. The objective function is based on the output 
of the face filter. 

PSO is a novel evolutionary computation (EC) 
technique [8], which has been improved and applied to 
various problems. Although the original algorithm was 
basically developed for continuous optimization problem, 
it can be expanded to handle discrete variables easily. 
Furthermore, PSO has only a few parameters that make 
it easy-adjusted to get better performance. Therefore, 
PSO is expected to be suitable for FS formulated as an 
INLP. 

Based on a NN-based face filter, this paper presents a 
PSO for the FS problem formulated as an INLP. The 
feasibility of the proposed method is demonstrated and 
compared with the exhaustive search method on a set of 
42 test images with promising results. In this paper, we 
assume that there is only one face contained in the test 
image. The extension of the method to detect multiple 
faces will be done in our future work. 
 
2. Neural network based face filter 
 

The purpose of the face filter is to classify a window 
of size 20×20 pixels extracted from an image, as a face 
or as a non-face. 

We use a retinally connected neural network [3] to 
serve as the face filter. The network takes a 20×20 pixel 
window as input. Each hidden unit receives inputs only 
from part of the input layer (called a receptive field). 
There are 3 kinds of receptive fields: four 10×10 pixel 
regions, sixteen 5×5 pixel regions, and six 20×5 pixel 
overlapping horizontal stripes. Each of these receptive 
fields has full connection to two hidden neurons. It has a 
single output. The output is a real value from -1.0 to 1.0, 
giving the likelihood as to what extent the input window 
looks like a face. 
 
3. Formulation of FS as an INLP 
 

Figure 1 shows a 3D plot of the neural network output 
with the image on the left as input. The highest peak 
represents the face location. It can be seen that the face 
filter is very selective: it responds strongly within a 
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several pixel radius of the face while its output on the 
background is low. Moreover, around the face, the 
output of the neural filter is a monotonous and growing 
function. The properties lead to the following heuristic:  

The face search (FS) problem can be formulated as an 
integer nonlinear optimization problem (INLP). To find 
a face, we only need to find a local maximum filter 
response which value is above a threshold. Let T 
represent an input image, SW represent a subwindow 
and dv be its detection value (the corresponding output 
of the neural network). With these notations the FS 
problem can be stated as: 

arg max ( )      dv ∀ ∈SW SW SW T                          (1) 
If ( )dv SW  is higher than a given threshold, the 
corresponding portion of SW is declared as a face. 
 
4. Particle swarm optimization 
 

Particle swarm optimization (PSO) is a novel 
evolutionary computation method, modeled after the 
social behavior of flocks of birds [8]. PSO is a 
population based search process where individuals, 
referred to as particles, are grouped into a swarm. Each 
particle in the swarm represents a candidate solution to 
the optimization problem at hand. The performance of 
particles is measured using a predefined fitness function 
which encapsulates the characteristics of the 
optimization problem. 

Each particle i maintains the following information: 
Xi, the current position of the particle; Vi, the current 
velocity of the particle; pbesti, the personal best position 
discovered by the particle so far, and also the best 
position found by the entire swarm so far, denoted by 
gbest. All particles start with randomly initialized 
velocities and positions. At iteration step t, the current 
velocity and position (searching point in the solution 
space) are updated by: 

1 1

2 2

( 1) ( ) ( )( ( ))
            ( )( ( ))

i i i i

i

t t c r t pbest t
c r t gbest t
ω+ = + −

+ −

V V X
X             (2) 

( 1) ( ) ( 1)i i it t t+ = + +X X V                                    (3) 
where w is the inertia weight, c1 and c2 are the 
acceleration constants, r1(t) and r2(t) ~ U(0, 1). The 
velocity of a particle will be set to a predetermined 
maximum velocity (Vmax) if it exceeds Vmax. 

The features of the algorithm can be summarized as 
follows: 

(a) PSO searches the solution space using a group of 
searching points like genetic algorithm (GA) and the 
searching points gradually get close to the optimal point 
using their pbests and the gbest.  

(b) As explained in Ref. [9], the first term of the right 
side of Equ. (2) is corresponding to the exploration of 
the search space. The second and third terms of that are 
corresponding to the exploitation of the best solutions 
found so far. Namely, the method has a flexible and 
well-balanced mechanism to utilize exploration and 
exploitation in the search procedure. 

(c) The original PSO was originally developed for 
nonlinear optimization problems with continuous 
variables. However, the method can be expanded to 
discrete problems easily [10]. 

(d) Because the update process of PSO is based on 
simple equations, the algorithm is easy to implement and 
computing economically. In addition, only a few input 
parameters need to be adjusted in PSO which makes it 
easy-adjusted to get better performance. 

Due to the above features, PSO is expected to be 
suitable for the FS problem formulated as an INLP. 
 
5. Face search using PSO 
 

The main steps of the proposed method are shown in 
Figure 2. In the following, we will describe the approach 
in detail.  

5.1 Encoding and rescaling 

In our problem, each particle represents a subwindow 
in the input image. We use its center (Cx, Cy) and length 
S to encode a subwindow. To evaluate subwindows of 
different sizes using the neural network, we should 
rescale them to the size of 20×20 (the input size of the 
neural network). However, if this computation is done on 
every size of subwindows, it will be very time-
consuming. To avoid it, we first build an image 
pyramid†: 

Fig. 1  left: an input image; right: 3D view of the neural 
network output, obtained by superposing the outputs of 
subwindows at all scales. 

Input image

Particle flying

Output the found
window and stop

Fitness evaluation
(Trained face filter)Preprocessing

Stopping
criterion?

Y

N

PSO

Rescaling

Encoding subwindows
 (particles)

 

Fig. 2  Main steps of the proposed method 
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q q q q q q

× × × ×       (4) 

where W and H are the width and height of the input 
image respectively, and q is the scale factor. The top 
level (level L) should have a size more than 20×20: 

min( , ) 20L

W H
q

≥ , gives  

ln(min( , )) ln 20
ln

W HL
q

⎢ ⎥−
= ⎢ ⎥
⎣ ⎦

                               (5) 

Then we let S to be chosen among the following 
geometric sequence†:  

20, 20 , , 20 , 20k Lq q q                                   (6) 

For a subwindow ( , , 20 )k T
x yC C q⎢ ⎥= ⎣ ⎦SW , we find 

its mapped 20×20 window ' '( , , 20)T
x yC C′ =SW  in level 

k of the pyramid by: 

' ',  yx
x yk k

CC
C C

q q
⎢ ⎥⎢ ⎥

= = ⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦

                                        (7) 

So each particle X is constructed as ( , , )T
x yC C k=X . 

Cx, Cy and k are defined in [10, W-10], [10, H-10] and [0, 
L] respectively. 

5.2 Preprocessing    

Before a 20×20 window is passed to the trained 
neural network, it is preprocessed with lighting 
correction (by subtracting a best fit linear function) and 
histogram equalization as in Ref. [2],[3]. The former 
reduces the effect of different lighting conditions and the 
latter improves contrast across the window. 

5.3 Fitness evaluation    

To evaluate each particle (subwindow), we directly 
use its detection value (the corresponding output of the 
neural filter): the larger its detection value (dv), the more 
the subwindow resembles a face. The fitness function 

( )f SW  is given as 
( ) ( )    f dv= ∈SW SW SW T                                (8) 

where T is the input image and SW is a subwindow, 
( ) [ 1,  1]dv ∈ −SW . 
The corresponding subwindow of a particle may go 

beyond the image’s boundary even if all its variables lie 
in the search boundary. To guarantee feasibility of 
solutions, a random repair method (RRM) is investigated 
in this paper. If a particle is checked to be infeasible, it 
will be forced to “fly” to a new position, which is 
randomly generated but feasible. The method works as 
follows: 

If ∉SW T , then 
Step 1: Randomly generate a new position ′SW . 
Step 2: If ′∈SW T , replace SW  with ′SW ; 

otherwise, go to step 1. 

The proposed RRM has proven more efficient for our 
problem than the traditional penalty approach [11]. 

5.4 Particle flying    

Based on their fitness, particles in the swarm are 
guided by Equ. (2) and (3) to fly to possible face regions 
in the image. New (Cx, Cy, k) generated by Equ. (2) and 
(3) are real values. When corresponding to a subwindow 
in the input image, they are transformed into integers by 
using the floor function. During flying, if a variable 
extends the defined search boundary, it will be set to the 
closest limit, i.e. 

min min

max max

   if 

   if 
j j j

j
j j j

x x x
x

x x x

<⎧⎪= ⎨ >⎪⎩
                                     (9) 

where xjmin and xjmax are respectively the lower and upper 
search limit of variable xj, jx ∈X . 

5.5 Stop criterion    

The algorithm is stopped when 1) a “face” is found – 
the detection value of the best particle is above the given 
threshold or 2) the maximum iteration number is reached. 
 
6. Experiments 
 

A number of experiments were performed to evaluate 
the proposed method. The experiments were performed 
on 42 images with complex backgrounds. Some of the 
images were chosen from CMU Test Set [12] and other 
Internet resources; the others were taken by us in an 
indoor environment using a CCD camera. Each image 
contains only one face and all the faces can be detected 
by the neural filter. All the images have the same size of 
320×240 and the face size ranges from 34×34 to 
178×178. The threshold of the neural network output 
was set to 0.1. 

According to pre-simulation, the parameters of PSO 
were set as: 

c1, c2: 0.2, 
w: 1.2, 
Vmax: 0.2×(Xmax-Xmin), 
Swarm size P: 60, 
Maximum iteration number MaxIt is set to 70. But 

one restart is allowed, i.e., if the algorithm fails to find a 
face within MaxIt it will be re-initialized and perform a 
new search. 

For each image in the test set, we ran our algorithm 
100 times. The total detection results are listed in Table 
1. Some examples are shown in Figure 3. The time 
consuming was reported on an AMD Athlon 750 MHz 
PC with Windows 2000 as its OS. 

As shown in Table 1, the proposed search method 
yielded a high success rate (93.6%) on average (the best 
is 100% and the worst is 72%). Moreover, about 39% of 
the failures are because PSO fell into a false detection, 
the other failures are due to non-convergence. A further 
reduction of false detections can be achieved by 
arbitrating among multiple networks [3]. From the † Each term in Equ. (4) and (6) is transformed from a real value to an 

integer value by using the floor function. 
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examples shown in Figure 3, we can see that the 
proposed method maintains robustness in images which 
contain faces under a very wide range of conditions 
including scale, pose, position, complex backgrounds, 
illumination conditions, etc.  

Table 2 gives the comparison of the proposed search 
method (called swarm search) with the exhaustive 
search method. It’s clear that the time consuming and the 
number of subwindow evaluations of the proposed 
method are much less than those of the exhaustive search. 
Although with a little loss of detection rate (due to non-
convergence), a great speedup has been achieved by 
using the swarm search compared to using the 
exhaustive search.  

The method proposed by Viola and Jones [13] is 
about 2.7 times faster than ours even performing an 
exhaustive search. The reason is that they use a 
computationally extremely efficient face filter, which is 
made of a boosted cascade of classifiers built with the 
AdaBoost algorithm. However, it is possible to combine 
our swarm search method with their face filter to make a 
more powerful face detection system. 
 
7. Conclusion 
 

This paper presents a new search method for NN-
based face detection. The proposed method formulates 
the problem of face search into an integer nonlinear 
optimization problem (INLP) and expands the basic PSO 

to solve it. The feasibility of the proposed method is 
demonstrated on a set of 42 images with promising 
results. With fine-adjusted parameters, PSO only 
requires less than 2000 evaluations of subwindows for 
finding the face in an image. The result is much more 
effective and superior over the classical exhaustive 
search method. Many object detection problems can be 
formulated as an INLP and the results indicate the 
possibility of PSO as a practical tool for various INLPs 
of object detection. 

However, we have found that the method doesn’t 
work well on some images, especially when the face size 
is very small. How to improve the robustness is the 
future work.  
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Table 2:  Swarm search vs. exhaustive search 

 Swarm search Exhaustive search* Ratio 
ANSEs 1965 193737/2 1 : 49
APT (ms) 250 20169/2 1 : 40

* Because we only consider the single-face detection 
problem in this paper, for fair comparison, we suppose 
that it takes only half of an exhaustive search to find a 
face. 

Table 1:  Experimental results 

Success False Non-convergence ANSEs APT (ms)
93.6% 2.52% 3.88% 1965 250 

False: false detection rate; ANSEs: Average Number of 
Subwindow Evaluations; APT: Average Processing 
Time. 
 

Fig. 3  Examples from the test set 
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Abstract 
 

The purpose of the work is to develop the fuzzy control for the experimental GPS-located airship, 
which has the overall length of 5.8m and the maximum diameter is 2.2m. The basic technology 
including the hardware and the program to control the airship navigating along the shortest flight path 
to the target point is developed. Fuzzy control is used because the kinematics and dynamics features 
of an airship are non-linear and it is difficult to describe the motion equations. At last, to compare the 
efficiency, PD control is also applied. The result of comparison shows the validity of the fuzzy 
control. 

 
Keywords：Autonomous airship, GPS, Side thruster, Fuzzy control 
 
1. Introduction 
 

For many situations, autonomous green flight systems are needed and important. They have been 
developed for uses such as mine detecting, crop dusting and military surveillance. Aerosonde [1], 
which is developed by Aerosonde Robotic Aircraft Pty Ltd., PREDETOR [2] by Inc. of General 
Atomics Aeronautical Systems, and RQ-4A Global Hawk [3] by Northrop Grumman Corporation are 
examples of these kinds of flight systems. Also the development of helicopter system was reported by 
Sugeno et al [4, 5] and an airship by Ouchi et al [6]. Suzuki et al have studied the control of the 
airship by reinforcement learning [7, 8]. 

In this study, the experimental airship is proposed, which can remain stationary in the sky and since 
it uses helium gas, it has low fuel consumption. In the paper, the basic technology including the 
hardware and the control method by which the airship navigates along the shortest path to the target 
point is discussed. 

 
2. Structure of the system 
 

Figure 1 shows the structure of the airship. The balloon is elliptical and has an overall length of 
5.8m, a maximum diameter of 2.2m and a volume of 17.5m3. Helium gas is used for buoyancy. The 
gondola at the bottom contains a notebook computer, controllers, motors, batteries, a geomagnetic 
sensor and ballast. For navigation, GPS (Global Positioning System) is mounted and an antenna for 
receiving GPS signals is fixed to the head of the balloon. 

The power sources consist of a side thruster and two main fan ducts. The side thruster is used to 
rotate the airship around the vertical axis (yawing rotation shown in Figure 2). Two main fan ducts are 
used to control the airship going up, down, forward and backward. 

In Figure 2, the ox axis is coincident with the axis of symmetry of the envelope and the oxz plane 

Figure 1  Structure of airship               Figure 2  kinematics of airship 
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coincides with the longitudinal plane of symmetry of the airship. Since the volume of the gondola is 
negligible compared with that of the envelope, it is reasonable to assume that the cv (center of 
volume) lies on the axis of symmetry of the envelope. 

The airship is able to move in translation and rotation in three dimensional spaces. Rotation around 
the x axis is called rolling, around the y axis is pitching and around the z axis is yawing. In this study 
the rotation of the airship is mainly yawing. 
 
3. Control method 
 
3.1 General algorithm 
 

The flow chart of the automatic control algorithm is shown in Figure 3. When it starts, the airship 
flies up first. Next, the notebook computer receives data from each sensor. Subsequently, the position 
of the airship compares with the target point. When it reaches the target, the program terminates and 
the airship hovers. Otherwise the computer calculates the direction and distance to the target point 
shown in Figure 4. Values of control parameters are outputted to each motor. Eventually by repeating 
these processes, the airship arrives to the target point. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3  Flow chart          Figure 4  Coordinate of the airship to target 
 

3.2 Control of side thruster 
 
3.2.1 PD control 

 
The side thruster is first controlled by PD adjustment as comparison. The thrust St is determined by 

the angular differenceθd = φ-θshown in Figure 4, the angular velocity ω (= dθd/dt) and the 
angular accelerationα (= d2θd/dt2). Thus the thrust of the side thruster is expressed as follows: 
 

St  = Kθ(0－θd) + Kω(0－ω) + Kα(0－α)                               (1) 
 
where Kθ, Kωand Kα are constants and the target point is set to (0, 0, 0). However, it is difficult to 
determine these parameters because the airship is slow to respond and the characteristic of the airship 
is non-linear. Therefore, these constants are adjusted and determined by repeating the experiment. 
 
3.2.2 Fuzzy control 
 

As the other control method for the side thruster, fuzzy control is applied. Figure 5 shows the 
membership functions being used [9]. Inputs are the angular difference θd  and the angular velocity 
ω. The membership functions have triangular forms and seven vertices. Each set is labeled NL, NM, 
NS, ZR, PS, PM and PL, meaning negative large, negative medium, negative small, zero, positive 
small, positive medium and positive large for each symbol. 
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Figure 5  Membership functions 
 

The fuzzy rules are as follows 
 

 If θd  is  A11  and ω is  A12,  then  St  is  B1 

 If θd  is  A21  and ω is  A22,  then  St  is  B2 

 
Where Aij and Bi are labels of each fuzzy set. The fuzzy output set Bi is discrete. These rules are 
expressed as the rule table shown in Table 1. 

 
Table 1  Rule table for St 

 

 
 
4. Experiment 
 
4.1 Procedure of experiment 
 

The purpose of the experiment is to confirm that the airship navigates to the target point and to 
compare the two control methods for controlling the side thruster. Since the power of the motors is not 
very large, it is desirable that the experiment is conducted indoors, where there is little effect to disturb 
the flight. The space for experiment needs an area of over 1000m2 and a height over 20m due to the 
size of the airship. And since GPS signals cannot be received in a reinforced concrete building, the 
experiment is done in wooden building Izumo dome. 
 
4.2 Result and Discussion 
 

The result is shown in Figure 6. It gives two trajectories of the flight path, plotting longitude along 
the ordinate and latitude along the abscissa. By PD control, the airship flew changing the direction 
right and left before arriving at the target point. The main cause is that gains of Kθ, Kω, Kα in 
equation (1) were not able to be adjusted properly. The adjustment is very difficult without analyzing 
the dynamic characteristics of the airship. By fuzzy control, the airship could autonomously navigate 
by the almost shortest flight path. The flight time is 1 minute and 27 seconds by PD control, and 20 
seconds by fuzzy control. 

The results of this experiment show that the fuzzy control method is more effective than the PD 
control method from viewpoint of tuning parameters, and the PD control method is not suitable for the 
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autonomous airship system in the present situation. 

Figure 6  Results of flight controlled by Fuzzy and PD 

5. Conclusions 
 

In this paper, we proposed the control system and the algorithm for the airship to navigate 
autonomously to the target point. To control the side thruster, the PD and fuzzy control are applied as 
comparison. As the result, it is clear that the fuzzy control is better for the airship to finish the task of 
flying to the target point. 

Further work of image processing and recognition by the CCD camera and the technology of the 
telecommunication are being considered. Telecommunication needs to communicate mutually the data 
between the computer mounted on the airship and the computer at the base station. The monitoring 
program using wireless LAN is developed in the project. It enables us to monitor the condition of the 
airship from a remote location. In the near future, we will develop integrated monitoring and operating 
software. 
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Abstract 

In recent years, some researchers used averaging 
operators (i.e., Infinite-One operators, Waller-Kraft 
operators, P-Norm operators and GMA operators) to deal 
with AND and OR operations of users’ queries for fuzzy 
information retrieval, but they still have some drawbacks, 
e.g., sometimes query results do not coincide with the 
intuition of the human being. In this paper, we present 
new averaging operators, called weighted power-mean 
averaging (WPMA) operators, based on the weighted 
power-mean for dealing with fuzzy information retrieval 
to overcome the drawbacks of the existing methods. The 
proposed WPMA operators are more flexible and more 
intelligent than the existing averaging operators to deal 
with users’ fuzzy queries for fuzzy information retrieval. 

1  Introduction 

In [1], [2], [3], [4] and [5], the T-operators (i.e., 
T-norms and T-cornorms) are used to deal with fuzzy 
information retrieval. Although T-operators support the 
ranking facility, they still have some drawbacks, e.g., 
sometimes query results do not coincide with the 
intuition of the human being. In [6], Lee et al. pointed 
out that three averaging operators (i.e. Waller-Kraft 
operators [7], P-Norm operators [8] and Infinite-One 
operators [9]) have been proposed to achieve high 
retrieval effectiveness for fuzzy information retrieval, 
where these three averaging operators can avoid the 
drawbacks of T-operators. However, in [10], Chen et al. 
pointed out that these three averaging operators still have 
some drawbacks, i.e., it is subjective and hard to 
determine appropriate values for the parameters of these 
averaging operators, respectively. Thus, in [10], Chen et 
al. presented new averaging operators based on the 
geometric mean, called the geometric-mean averaging 
(GMA) operators, to overcome the drawbacks of the 
Waller-Kraft operators, the P-Norm operators and the 
Infinite-One operators. However, the GMA operators 
still have some drawbacks, i.e., in some specific 
situations, the retrieval results do not coincide with the 
intuition of the human being. Thus, it is necessary to 
develop new averaging operators to overcome the 
drawbacks of the existing averaging operators for dealing 
with fuzzy information retrieval.  

In this paper, we present new averaging operators, 
called weighted power-mean averaging (WPMA) 
operators, based on the concept of the weighted 
power-mean [8] to deal with fuzzy information retrieval. 
We also prove that the proposed WPMA operators are 
“positively compensatory” operators. In [3] and [6], Kim 
et al. pointed out that operators which have the “positively 
compensatory” property could provide high retrieval 
effectiveness. The proposed WPMA operators are more 
flexible and more intelligent than the average operators 
presented in [7], [9], [10] and [11] for dealing with fuzzy 
information retrieval. 

2  Preliminaries 

In [8], the definition of the weighted power means 
is defined as follows:  

Definition 2.1: Assume that a and w are two positive 
n-tuples and ,Rr∈  then the  power mean rth

[ ] ( )waM r
n   ,  of a with weight w is define as follows:  
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of the weighted power mean is reasonable. Thus, the 
weighted power means form a natural extension of 
elementary means. Furthermore, when ,∞→r  
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In [3], Kim et al. pointed out that an information 
retrieval system based on the conventional fuzzy set 
model is defined by a quadruple <T, Q, D, F>, where 

(1) T is a set of index terms, T= { }, , , , 21 mttt ⋅⋅⋅  where 
these index terms are used for representing queries 
and documents. 

(2) Q is a set of queries, where query q ∈ Q is a 
Boolean expression composed of index terms  
1 ≤ j ≤ m, and the logical operators “AND”, “OR” 

,jt
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and “NOT”. 
(3) D is a set of documents, D ={ }, , , , 21 nddd ⋅⋅⋅  where 

each document Ddi ∈  is represented 

by ( ) ( ) ( )( ),, , , , ,, 2211 immii etetet ⋅⋅⋅   denotes 
the degree of strength of term  in document  

 1 ≤ i ≤ n, and 1 ≤ j ≤ m. 

ije

jt ,id
],1 ,0[∈ije

(4) F is an evaluation function, 
F: D × Q → [0, 1],                  (2) 

which assigns a real value in the closed interval  
to each pair (d, q). It is a similarity measure between 
document d and query q. 

]1 ,0[

From [12], we can see that the weight  of term tije j in 
document  is determined either subjectively by domain 
experts or objectively by some algorithmic procedures, where 
1 ≤ i ≤ n and 1 ≤ j ≤ m. One way for determining the degree 
of strength e

id

ij of term  in document  objectively is 
to consider the frequency of occurrence of index term t

jt id

j in 
document di. 

3  Fuzzy Information Retrieval Based on the 
Weighted Power-Mean Averaging 
Operators  

In this section, we present new averaging operators, 
called the Weighted Power-Mean Averaging (WPMA) 
operators, for fuzzy information retrieval, shown as 
follows: 

( ) ( )m21AND  tAND AND  tAND t,q, ⋅⋅⋅= ii dFdF
 

＝ , )122(1
1

1

*
2
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k

r
ikekm

m ⎥
⎦

⎤
⎢
⎣

⎡
+−∑

=

        (3) 

( ) ( )m21OR  tOR  OR  tOR t,q, ⋅⋅⋅= ii dFdF  ` 

      ＝ ( ) ,)1( 1211

1

1

*
2

rm

k

r
ikek

m ⎥
⎦

⎤
⎢
⎣

⎡
−−− ∑

=

     (4) 

where   denotes the degree of 

strength of term  in document   denotes the 
 smallest value of  the weight of the term in 

document  which is associated with the  
smallest value of  in the AND query  is 

 the weight of the term in document  
which is associated with the  smallest value of  
in the OR query  is 

},0.5 ,0001.0{∈r ije

jt ,id ike*

kth ;ije

id kth

ije ANDq
;122 +− km id

kth ije

ORq ,12 −k   ,1 ni ≤≤ ,1 mj ≤≤  
  and ,1 mk ≤≤ ]1 ,0[),( AND ∈qdF i . ]1 ,0[),( OR ∈qdF i   

In the following, we use two cases to discuss how 
the proposed WPMA operators are controlled by a 
parameter r. Assume that there are four documents 

 and assume that there are two queries 

 shown as follows： 

, and ,, 4321 dddd

, and 21 qq
)},0 ,(),0 ,{( 211 ttd =  
)},1 ,(),0 ,{( 212 ttd =    
)},0 ,(),1 ,{( 213 ttd =   
)},1 ,(),1 ,{( 214 ttd =  

, tAND 211 tq =   
. tOR 212 tq =   

Case 1: If the parameter ,0001.0=r  then the degree of 
satisfaction  of the document  with 
respect to the query  and the degree of satisfaction 

 of the document  with respect to the 
query  can be evaluated, shown as follows: 

),( 13 qdF 3d

1q
),( 22 qdF 2d

2q

( ) ,01103
4
1),(

10000
0001.00001.0
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⎤

⎢⎣
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( ) ( )( ) .1113011
4
11),(

10000
0001.00001.0

22 =⎥⎦
⎤

⎢⎣
⎡ −×+−×−=qdF

 
In the same way, we can calculate the values of  
( ),, 11 qdF  ( ),, 12 qdF  ( ),, 14 qdF  ( ),, 21 qdF  
( )23 , qdF  and ( ),, 24 qdF  respectively, as shown in 

Table 1. From Table 1, we can see that when 
,0001.0=r  the proposed WPMA operators become the 

traditional Boolean operators. The operator graph [10] of 
the proposed WPMA operators is shown in Fig. 3. 
 
Table 1. Query Result of the Proposed WPMA Operators 

( when r = 0.0001) 

Terms Queries 
Documents

1t 2t 211  tAND tq = 212  tOR tq = 

1d  0 0 0 0 

2d  0 1 0 1 

3d  1 0 0 1 

4d  1 1 1 1 

 
 
 
 
 
 
 

 

Fig. 3. The operator graphs of the proposed WPMA 
operators (when ). 0001.0=r

Case 2: If the parameter  then the degree of 
satisfaction  of the document  with 
respect to the query  and the degree of satisfaction 

 of the document  with respect to the 
query  can be evaluated, shown as follows: 

,5.0=r
),( 13 qdF 3d

1q
),( 22 qdF 2d

2q
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( ) ,063.01103
4
1),(

2
5.05.0

13 =⎥⎦
⎤

⎢⎣
⎡ ×+×=qdF  

( ) ( )( ) .938.0113011
4
11),(

2
5.05.0

22 =⎥⎦
⎤

⎢⎣
⎡ −×+−×−=qdF

In the same way, we can calculate the values of 
( ),, 11 qdF  ( ),, 12 qdF  ( ),, 14 qdF  ( ),, 21 qdF  
( )23 , qdF  and ( ),, 24 qdF  respectively, as shown in 

Table 2. From Table 2, we can see that when ,5.0=r  
the proposed WPMA operators are compatible with the 
extended Boolean operators [11]. The operator graph of 
the proposed WPMA operators is shown in Fig. 4. 
 
Table 2. Query result of the Proposed WPMA Operators 

(when ) 5.0=r

Terms Queries 
Documents 

1t  2t  211  tAND tq = 212  tOR tq = 

1d  0 0 0 0 

2d  0 1 0.063 0.938 

3d  1 0 0.063 0.938 

4d  1 1 1 1 

 
 
 
   
 
 
 

Fig. 4. The operator graph of the proposed WPMA 
operators ( ). 5.0=r

In [6], Lee pointed out that an operator which has 
the ”positively compensatory” property could provide 
higher retrieval effectiveness. The ”positively 
compensatory” operators are functions of the form 

. They must satisfy the following 
two properties: 

]1 ,0[]1 ,0[]1 ,0[: →×p

(1)  i.e., is an idempotent function. ;),( xxxp = p
(2) ＜ ＜  where ),( yxMin ),( yxp ),,( yxMax .yx ≠  

In the following, we assume that ,10 ≤≤ x  
, and prove that the proposed WPMA operators 

satisfy the following two properties. 
10 ≤≤ y

Property 3.1:  and  
are idempotent, where document   
and  are terms, and 

) AND   ,( 21 ttdF ) OR   ,( 21 ttdF
( ) ( ){ },  ,  ,  , 21 xtxtd = 1t

2t .10 ≤≤ x  
Proof: Based on formula (3), we can see that  
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Based on formula (4), we can see that 

[ ]
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Thus, the proposed WPMA operators are idempotent.  

                                        Q.E.D. 

Property 3.2: Assume that there is a document 
( ) ( ){ },  ,  ,  , 21 ytxtd =  where  and  are terms, and 1t 2t

10 ≤≤ x  and 10 ≤≤ y . Then, 
),( yxMin ＜ ＜ ＜

, where 
) AND   ,( 21 ttdF ) OR   ,( 21 ttdF

),( yxMax yx ≠ . 
Proof:  
(i) If x ＞ , then we can see that y yyxMin =),(  and 

xyxMax =),( . Furthermore, based on formula (3), we 
can see that   

rrr xyttdF
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(by formula (3)) 
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Based on formula on (4), we can see that     
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) OR   ,( 22 ttdF ＜ ＜       ) OR   ,( 21 ttdF ), OR   ,( 11 ttdF
(by formula (4)) 

y ＜ ＜) OR   ,( 21 ttdF ,x           (by Property 3.1) 

),( yxMin ＜ ＜  ) OR   ,( 21 ttdF ).,( yxMax

Then, we prove “ ＜ ” 
based on formulas (3) and (4), shown as follows: 
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From the above discussions, we can see that 
＜ ＜ ＜ . 

),( yxMin
) AND   ,( 21 ttdF ) OR   ,( 21 ttdF ),( yxMax

(ii) In the same way, if x ＜ , we can get  y
) AND   ,( 11 ttdF ＜ ＜      

(by formula (3)) 
) AND   ,( 21 ttdF ), AND   ,( 22 ttdF   

x ＜ ＜          (by Property 3.1)        ) AND   ,( 21 ttdF ,y                       
) OR   ,( 11 ttdF ＜ ＜           

(by formula (4)) 
) OR   ,( 21 ttdF ), OR   ,( 22 ttdF

x ＜ ＜           (by Property 3.1)         ) OR   ,( 21 ttdF ,y               
and ＜  ) AND   ,( 21 ttdF ). OR   ,( 21 ttdF

(by formulas (3) and (4)) 

Thus, ＜ ＜ ＜

, where 

),( yxMin ) AND   ,( 21 ttdF ) OR   ,( 21 ttdF

),( yxMax yx ≠ .                   Q.E.D. 

According to the above properties, we can see that 
the proposed WPMA operators have the “positively 
compensatory” property. Moreover, they have neither the 
“single operand dependent” property nor the “negatively 
compensatory” property. Therefore, they can overcome 
the drawback of the T-operators. 

4  Conclusions 

In this paper, we have presented the weighted 
power-mean averaging (WPMA) operators for fuzzy 
information retrieval. The proposed WPMA operators are 
more flexible and more intelligent than the averaging 
operators presented in [7], [9], [10] and [11] to deal with 
users’ fuzzy queries for fuzzy information retrieval due 
to the fact that the proposed WPMA operators have the 
following advantages: 

(1) The proposed WPMA operators can overcome the 
drawbacks of the existing averaging operators for 
fuzzy information retrieval. 

(2) The retrieval results of the proposed WPMA 
operators are much closer to the intuition of the 
human being than the existing averaging operators.  

(3) We can easily determine appropriate values for the 
parameters of the proposed WPMA averaging 
operators. If we use the proposed WPMA operators 
to deal with traditional Boolean query processing for 
fuzzy information retrieval, then we can set the 
parameter  if we use the proposed 
WPMA operators to deal with extended Boolean 
query processing for fuzzy information retrieval, then 
we can set the parameter  

;0001.0=r

.5.0=r
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Abstract 

In this paper, we present a new approach for 
temperature prediction based on genetic simulated 
annealing techniques and high-order fuzzy time series, 
where the simulated annealing techniques are used to 
deal with the mutation operations of genetic algorithms. 
The proposed method uses genetic simulated annealing 
techniques to adjust the length of each interval in the 
universe of discourse to increase the forecasting 
accuracy rate. It can get a higher forecasting accuracy 
rate than the existing methods. 
 
1 Introduction 
 

It is obvious that people are always interested in 
oncoming events, where an event may be affected by 
many factors. If we can consider these many factors for 
dealing with forecasting problems, then we can get a 
higher forecasting accuracy rate. In recent years, some 
methods have been presented for dealing with 
forecasting problems [1]-[15]. 

In this paper, we present a new method for 
temperature prediction based on genetic simulated 
annealing techniques and high-order fuzzy time series, 
where the simulated annealing techniques [16] are used 
to deal with mutation operations of genetic algorithms. 
The proposed method uses genetic simulated annealing 
techniques to adjust the length of each interval in the 
universe of discourse for increasing the forecasting 
accuracy rate. It can get a higher forecasting accuracy 
rate than the existing methods. 
 
2 Fuzzy Time Series 
 

In [10]-[12], Song and Chissom presented the 
concepts of fuzzy time series based on the fuzzy set 
theory [17]. In the following, we briefly review the 
definitions of fuzzy time series from [3], [11] and [13]. 
Definition 2.1: Let Y(t) (t = …, 0, 1, 2, …) be the 
universe of discourse and be a subset of R. Assume that 
fi(t) (i = 1, 2, …) is defined in the universe of discourse 
Y(t), and assume that F(t) is a collection of fi(t) (i = 1, 
2, …), then F(t) is called a fuzzy time series of Y(t) (t 
= …, 0, 1, 2, …). 
Definition 2.2: Let F(t) be a fuzzy time series. If F(t) is 
caused by F(t-1), F(t-2), … , and F(t-n), then the 
nth-order fuzzy logical relationship is represented by 

F(t-n), …, F(t-2), F(t-1) → F(t),             (1) 
where F(t-n), …, F(t-2), F(t-1) and F(t) are fuzzy sets, 
“F(t-n), …, F(t-2), F(t-1)” is called the current state of 
the nth-order fuzzy logical relationship, and F(t) is called 
the next state of the nth-order fuzzy logical relationship. 
 
3 Basic Concepts of Simulated Annealing 

Algorithms and Genetic Algorithms 
 

In [16], Kirkpatrick et al. proposed the simulated 
annealing algorithm. A simulated annealing algorithm 
takes into account not only downhill move, but also 
permits uphill moves with an assigned probability 
depending on the “state temperature”. The basic concept 
of a simulated annealing algorithm is derived by 
observing the change of energy in a process in which 
materials solidify from the liquid state to the solid state. 
When the system’s temperature decreases gradually in 
the annealing schedule, if the energy of the material in a 
new state is lower than the energy of the material in the 
current state, then the system will replace the current 
state by the new state. Otherwise, whether the new state 
can be accepted or not depends on the probability p 
shown as follows: 

kT
E

ep
∆−

= ,                           (2) 
where p denotes the probability that the system accepts 
the new state, T denotes the current system temperature, 
k denotes the Boltzmann’s constant, and ∆E denotes the 
difference between the energy of the new state and the 
energy of the current state. 

The concept of genetic algorithms was proposed 
by Holland [18], where a population consists of 
chromosomes and a chromosome consists of genes. The 
number of chromosomes in a population is called the 
“population size”. The reproduction operation, crossover 
operation and mutation operation of genetic algorithms 
can refer to [18], [19] and [20]. 
 
4 A New Method for Temperature 

Prediction Based on Genetic Simulated 
Annealing Techniques and High-Order 
Fuzzy Time Series 

 
In this section, we present a new method for 

temperature prediction based on genetic simulated 
annealing techniques and high-order fuzzy time series. 
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The method is essentially a modification of the method 
presented in [7]. Table 1 shows the historical data of the 
daily average temperature from June 1996 to September 
1996 in Taipei, Taiwan [21]. Table 2 shows the historical 
data of the daily cloud density from June 1996 to 
September 1996 in Taipei, Taiwan [21]. In [2], the daily 
average temperature is called the “Main-Factor” of the 
fuzzy time series and the daily cloud density is called the 
“Second-Factor” of the fuzzy time series. First, based on 
Table 1, Table 2 and [7], we define the universe of 
discourse of the daily average temperature U = [23, 32] 
and define the universe of discourse of the daily cloud 
density V = [0, 100]. 
 
Table 1. Historical Data of the Daily Average Temperature 

from June 1996 to September 1996 in Taipei, Taiwan 
(Unit: °C) [21] 

   Month 
Day June July August September 

1 26.1 29.9 27.1 27.5 
2 27.6 28.4 28.9 26.8 
3 29.0 29.2 28.9 26.4 
4 30.5 29.4 29.3 27.5 
5 30.0 29.9 28.8 26.6 
6 29.5 29.6 28.7 28.2 
7 29.7 30.1 29.0 29.2 
8 29.4 29.3 28.2 29.0 
9 28.8 28.1 27.0 30.3 

10 29.4 28.9 28.3 29.9 
11 29.3 28.4 28.9 29.9 
12 28.5 29.6 28.1 30.5 
13 28.7 27.8 29.9 30.2 
14 27.5 29.1 27.6 30.3 
15 29.5 27.7 26.8 29.5 
16 28.8 28.1 27.6 28.3 
17 29.0 28.7 27.9 28.6 
18 30.3 29.9 29.0 28.1 
19 30.2 30.8 29.2 28.4 
20 30.9 31.6 29.8 28.3 
21 30.8 31.4 29.6 26.4 
22 28.7 31.3 29.3 25.7 
23 27.8 31.3 28.0 25.0 
24 27.4 31.3 28.3 27.0 
25 27.7 28.9 28.6 25.8 
26 27.1 28.0 28.7 26.4 
27 28.4 28.6 29.0 25.6 
28 27.8 28.0 27.7 24.2 
29 29.0 29.3 26.2 23.3 
30 30.2 27.9 26.0 23.5 
31  26.9 27.7  

 
Table 2. Historical Data of the Daily Cloud Density from June 

1996 to September 1996 in Taipei, Taiwan (Unit: %) 
[21] 

  Month 
Day June July August September 

1 36 15 100 29 
2 23 31 78 53 
3 23 26 68 66 
4 10 34 44 50 
5 13 24 56 53 
6 30 28 89 63 
7 45 50 71 36 
8 35 34 28 76 
9 26 15 70 55 

10 21 8 44 31 
11 43 36 48 31 
12 40 13 76 25 
13 30 26 50 14 
14 29 44 84 45 
15 30 25 69 38 
16 46 24 78 24 
17 55 26 39 19 
18 19 25 20 39 
19 15 21 24 14 
20 56 35 25 3 
21 60 29 19 38 
22 96 48 46 70 
23 63 53 41 71 
24 28 44 34 70 
25 14 100 29 40 
26 25 100 31 30 
27 29 91 41 34 
28 55 84 14 59 
29 29 38 28 83 
30 19 46 33 38 
31  95 26  

 
The proposed method is now presented as follows: 

Step 1: Partition the universe of discourse U = [Umin, 
Umax] into n intervals u1, u2, …, un, where u1 = [Umin, x1], 
u2 = [x1, x2], …, un = [xn-1, Umax], Umin denotes the 
minimum value in the universe of discourse U, Umax 
denotes the maximum value in the universe of discourse 
U, and x1  x≤ 2  …  x≤ ≤ n-1. Partition the universe 
of discourse V = [Vmin, Vmax] into m intervals v1, v2, …, 
vm, where v1 = [y1, Vmax], v2 = [y2, y1], …, vm = [Vmin, 

ym-1], Vmin denotes the minimum value in the universe of 
discourse V, Vmax denotes the maximum value in the 
universe of discourse V, and y1  y≥ 2  …  y≥ ≥ m-1. 
Define each chromosome consisting of n-1 “X genes” 
and m-1 “Y genes”, where the contents of each 
chromosome are represented by an array <x1, x2,…, xn-1, 
y1, y2,…, ym-1>,  x1 ≤  x2  …  x≤ ≤ n-1, and y1  y≥ 2 

 …   y≥ ≥ m-1. In this paper, we assume that a 
population consists of 30 chromosomes and assume that 
the system randomly generates 30 chromosomes as the 
initial population. 
Step 2: Define linguistic terms of the main-factor 
represented by fuzzy sets A1, A2, …, An, shown as 
follows: 

A1 = 1/u1 + 0.5/u2 + 0/u3 + 0/u4 + 0/u5 + … + 0/un-2 + 0/un-1 + 0/un, 
A2 = 0.5/u1 + 1/u2 + 0.5/u3 + 0/u4 + 0/u5 + … + 0/un-2 + 0/un-1 + 

0/un, 
A3 = 0/u1 + 0.5/u2 + 1/u3 + 0.5/u4 + 0/u5 + … + 0/un-2 + 0/un-1 + 

0/un, 

…  
An = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0/u5 + … + 0/un-2 + 0.5/un-1 + 1/un. 

Define linguistic terms of the second-factor represented 
by fuzzy sets B1, B2, …, Bm, shown as follows: 

B1 = 1/v1 + 0.5/v2 + 0/v3 + … + 0/vm-2 + 0/vm-1 + 0/vm, 
B2 = 0.5/v1 + 1/v2 + 0.5/v3 + … + 0/vm-2 + 0/vm-1 + 0/vm, 

B3 = 0/v1 + 0.5/v2 + 1/v3 + … + 0/vm-2 + 0/vm-1 + 0/vm, 

…  
Bm = 0/v1 + 0/v2 + 0/v3 + … + 0/vm-2 + 0.5/vm-1 + 1/vm. 

Based on [22], fuzzify the historical data of the 
main-factor and the second-factor, respectively, based on 
each chromosome of the population. For example, if the 
value of the main-factor of day i belongs to interval uj, 
and fuzzy set Aj whose maximum membership value 
occurs at interval uj, then the value of the main-factor of 
day i is fuzzified into Aj, where 1 ≤ j ≤ n; if the value of 
the second-factor of day i belongs to interval vs, and 
fuzzy set Bs whose maximum membership value occurs 
at vs, then the value of the second-factor of day i is 
fuzzified into Bs, where 1 ≤ s ≤ m.  
Step 3: Construct two-factors kth-order fuzzy time series 
relationship groups, where k ≥ 2. 
Step 4: Forecast the values based on the principles 
presented in [7]. 
Step 5: Perform the reproduction operations based on 
the roulette wheel selection method [19]. In this paper, 
the average forecasting error rate (AFER) is used as the 
fitness value of each chromosome in the genetic 
algorithm for temperature prediction, where. 

100%.n

n
1i iDay  of Value i)/ActualDay  of Value Actual  -  iDay  of Value d(Forecaste

AFER ×

∑ =
=   (3) 

The smaller the fitness value (Note: The fitness value is 
the average forecasting error rate) of a chromosome, the 
higher the chance of the chromosome to be chosen for 
put into the mating pool. In this paper, the system 
chooses chromosomes from the current population into 
the mating pool according to their reciprocal fitness 
values. For example, let fi denote the fitness value of the 
ith chromosome and let ri be the reciprocal fi, i.e., ri = 1/fi. 
The selected probability pi of the ith chromosome is 
denoted by ∑=

j
jii rrp . The larger the selected 
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probability of a chromosome, the higher the chance of 
the chromosome to be chosen for put into the mating 
pool. Repeatedly perform the reproduction operations, 
until the number of chromosomes in the mating pool is 
the same as the number of chromosomes in the current 
population. Then, let the mating pool become the current 
population. 
Step 6: Randomly select two chromosomes from the 
population to perform the crossover operations, until all 
chromosomes in the population have been selected. If 
the system randomly generates a real value between zero 
and one that is smaller than or equal to the crossover rate, 
then the system randomly selects a crossover point of a 
X gene and a crossover point of a Y gene from the two 
selected chromosomes of the current population to 
exchange genes after the crossover point. Otherwise, the 
selected chromosomes will not perform the crossover 
operation. In this paper, the crossover rate is set to 0.8. 
When performing the crossover operation, the system 
randomly selects one crossover point of X genes and one 
crossover point of Y genes, where the crossover point of 
X genes is an integer between 1 and n-1, n is the number 
of X genes, the crossover point of Y genes is an integer 
between 1 and m-1, and m is the number of Y genes. 
Furthermore, if the derived values of the chromosomes 
are not sorted by the values of genes in an ascending 
sequence, the system will sort the values of genes in the 
chromosomes in an ascending sequence. 
Step 7: Use the simulated annealing mutation (SAM) 
algorithm shown in Fig. 1 to perform the mutation 
operations. For each chromosome in the population, the 
system generates a real value between zero and one to 
determine whether the system performs the simulated 
annealing mutation or not. If the real value generated by 
the system for a chromosome is smaller than or equal to 
the mutation rate (Note: In this paper, the mutation rate 
is 0.05), then the system applies the simulated annealing 
mutation algorithm to perform the mutation operation on 
this chromosome. Otherwise, the system will not 
perform the mutation operation on this chromosome. In 
Fig. 1, Tinitial denotes the initial temperature; T denotes 
the current system temperature; Tfrozen denotes the frozen 
temperature; C and C’ denote the current chromosome C 
and the newly generated chromosome C’, respectively; 
we use the average forecasting rate (AFER) shown in 
formula (3) as the fitness value of each chromosome in 
the genetic algorithm for temperature prediction; ∆f 
denotes the difference between the fitness value 
fitness(C’) of the newly generated chromosome C’ and 
the fitness value fitness(C) of the current chromosome C; 
α denotes the annealing constant. First, the system 
randomly chooses the ith X gene and the jth Y gene from 
current chromosome C, and then replaces the value xi of 
the ith X gene and the value yj of the jth Y gene of 
current chromosome C by the random numbers xi

* and 
yj

*, generated by system, respectively, to form the new 
generated chromosome C’. Then, the system calculates 
the fitness value of chromosome C and chromosome C’, 
respectively, and then calculates their difference ∆f. If ∆f 
is smaller than or equal to zero, then the newly generated 

chromosome C’ is always allowed to replace the current 
chromosome C. Otherwise, the system is allowed to 
accept the newly generated chromosome C’ depending 
on the probability e(-∆f/T). In this situation, if the random 
number generated by the system is smaller than the 
probability e(-∆f/T), then the newly generated chromosome 
C’ replaces the current chromosome C. Repeatedly 
perform the above process, until the current system 
temperature T is smaller than the frozen temperature 
Tfrozen. In this case, the simulated annealing mutation 
process finishes. 
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Procedure SAM (Tinitial, Tfrozen, α) 
begin 

T ← Tinitial; 
while (T > Tfrozen) do 

Randomly choose the ith X gene and jth Y gene
of chromosome C, where 1 ≤ i ≤ n, 1 ≤ j ≤ m, n
is the number of X genes of chromosome C,
and m is the number of Y gene from
chromosome C, and replace the value xi of the
ith X gene and the value yj of the jth Y gene of
chromosome C by the random numbers xi

* and
yj

* generated by the system, respectively, to
derive newly generated chromosome C’(i.e., C’
← < x1, x2, …, xi

*, …, xn, y1, y2, …, yj
*, …,

ym >); 
Let ∆f ← fitness(C’) – fitness(C); 
r ← random number between 0 and 1 generated
by the system; 
if  ∆f ≤ 0 or r < e (-∆f / T)  then C ← C’; 
T ← T × α; 

end; 
return C 

end.

Fig. 1. Simulated annealing mutation algorithm. 

 8: Based on formula (3), calculate the average 
asting error rate (AFER) of each chromosome in the 
lation. If the system has evolved a predefined 
ber of generations, then the chromosome that has the 
lest average forecasting error rate is the optimal 
ion to be used to deal with the forecasting problem; 
. Otherwise, go to Step 5. 

We have implemented the proposed method using 
al Basic version 6.0 on a Pentium 4 PC. We use the 
age forecasting rate (AFER) shown in formula (3) as 
fitness value of each chromosome in the genetic 
rithm for temperature prediction. We use different 
aling constants in the simulated annealing mutation 
rithm to forecast the daily average temperature from 
 1996 to September 1996 in Taipei, Taiwan, where 
partition the universe of discourse U of the 
-factor (i.e., the daily average temperature) into 9 
vals and partition the universe of discourse V of the 
nd-factor (i.e., the daily cloud density) into 7 
vals. In other words, each chromosome in a 
lation consists of 8 X genes and 6 Y genes. A 

parison of average forecasting error rates of the 
osed method with the existing methods is shown in 
e 3, where the average forecasting error rates are 
lated by executing the proposed method three times, 

the number of generations, the population size, the 
over rate, the mutation rate, the initial temperature 



and the frozen temperature are 1000, 30, 0.8, 0.05, 100 
and 0.0001, respectively. From Table 3, we can see that 
the proposed method gets smaller forecasting error rates 
than the methods presented in [2] and [7]. That is, the 
proposed method gets higher forecasting accuracy rates 
than the methods presented in [2] and [7] for dealing 
with temperature prediction. 
 
Table 3. A Comparison of the Average Forecasting Error 

Rates of the Proposed Method with the Existing 
Methods 

Window Basis Month 
w = 2 w = 3 w = 4 w = 5 W = 6 w = 7 w = 8

June 2.88% 3.16% 3.24% 3.33% 3.39% 3.53% 3.67%
July 3.04% 3.76% 4.08% 4.17% 4.35% 4.38% 4.56%

August 2.75% 2.77% 3.30% 3.40% 3.18% 3.15% 3.19%

Chen’s 
Method 

[2] 

September 3.29% 3.10% 3.19% 3.22% 3.39% 3.38% 3.29%
Order 

Month First 
Order 

Second 
Order 

Third 
Order 

Fourth 
Order 

Fifth 
Order 

Sixth 
Order 

Seventh 
Order

Eighth 
Order

June 1.44% 0.47% 0.50% 0.49% 0.49% 0.50% 0.49% 0.46%
July 1.33% 0.46% 0.50% 1.50% 0.50% 0.49% 0.50% 0.50%

August 1.16% 0.48% 0.48% 0.49% 0.50% 0.49% 0.50% 0.49%

Lee et 
al’s 

Method 
[7] 

September 1.28% 0.98% 1.02% 1.12% 1.02% 0.74% 0.86% 0.50%
Order 

Annealing 
Constant α Month First 

Order 
Second 
Order 

Third 
Order 

Fourth 
Order 

Fifth 
Order 

Sixth 
Order 

Seventh 
Order

Eighth 
Order

June 0.79% 0.44% 0.42% 0.42% 0.42% 0.44% 0.40% 0.40%
July 0.66% 0.45% 0.42% 0.41% 0.41% 0.40% 0.41% 0.40%

August 0.64% 0.43% 0.47% 0.40% 0.41% 0.38% 0.40% 0.45%
0.25 

September 0.69% 0.58% 0.59% 0.57% 0.56% 0.57% 0.58% 0.47%
June 0.84% 0.50% 0.45% 0.42% 0.38% 0.43% 0.39% 0.46%
July 0.66% 0.50% 0.47% 0.44% 0.40% 0.38% 0.44% 0.42%

August 0.69% 0.40% 0.38% 0.37% 0.37% 0.39% 0.42% 0.45%
0.5 

September 0.66% 0.62% 0.59% 0.59% 0.56% 0.54% 0.56% 0.53%
June 0.79% 0.46% 0.42% 0.44% 0.42% 0.41% 0.46% 0.39%
July 0.62% 0.46% 0.45% 0.44% 0.44% 0.41% 0.40% 0.40%

August 0.66% 0.40% 0.40% 0.40% 0.36% 0.41% 0.39% 0.44%

The 
Proposed 
Method 

 0.9 

September 0.62% 0.59% 0.61% 0.57% 0.54% 0.59% 0.57% 0.50%

 
5 Conclusions 

In this paper, we have presented a new method for 
temperature prediction based on genetic simulated 
annealing techniques and high-order fuzzy time series, 
where the simulated annealing techniques are used to 
deal with the mutation operations of the genetic 
algorithms. The proposed method uses genetic simulated 
annealing techniques to adjust the length of each interval 
in the universe of discourse for temperature prediction to 
increase the forecasting accuracy rate. From Table 3, we 
can see that the proposed method gets smaller average 
forecasting error rates than the methods presented in [2] 
and [7]. That is, the proposed method gets higher 
forecasting accuracy rates than the methods presented in 
[2] and [7]. 
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Abstract 

Fuzzy logic systems have demonstrated through 
numerous application areas, to be an effective procedure 
for hardware control problems. The basic concept of 
fuzzy controller is to formulate the control protocol of a 
human operator in a way that is tractable for 
microcomputer-based controller. The present paper 
describes the fuzzy expert system applied to control the 
speed of the autonomous electric vehicle (EV). The 
parameters of the speed to be followed by the vehicle 
during the driving operation at each moment are defined 
by a set of fuzzy rules and have two inputs and one 
output. The following two points are the main points of 
this control. The accelerator pedal position that governs 
the vehicle speed and the speed categories to be used. 
The experimental result obtained proves the merit of the 
control method as the controller accomplishes a 
satisfactory speed control of three categories. 
 
Key Words: Electric vehicle, fuzzy expert system 

 

1. Introduction 

As an alternative to conventional control technique, fuzzy 
control is gaining increased interests, both in the academic world as 
well as in the industrial field. For those systems whose accurate 
mathematical models are not available or are difficult to formulate, 
fuzzy control can often provide a good solution by incorporating 
linguistic information from human expert and which is considered 
as an efficiency tool for hardware control. Due to its efficiency, 
many researchers have used it in the domain of robot speed control 
and vehicles speed control in the open literature [1, 2, 3]. In the 
proposed method of [4], the fuzzy approximator and sliding mode 
control scheme are considered. The fuzzy logic theory is applied to 
design the sliding mode controller then a simple adaptive law is 
used to approximate the unknown function f that defines the motor 
parameters via fuzzy logic system. However, its only drawback is 
that the controller does not provide a continuous performance of 
the motor, due to the considerable number of overshoot. In [5] the 
paper presents the speed and position control of a permanent 
magnet (PM) motor, with a sinusoidal flux distribution using fuzzy  
Logic. Two approaches were proposed and compared with each 
other; one was based on the voltage model of the motor and other  

 
 
 

 
was based on the current model. This control was very successfully in 
the open loop control of fuzzy control system. But unfortunately the 
starting procedure from standstill was very difficult under the 
proposed method, due to the use of both voltage and current for 
estimation of the rotor position by sensor drive. Therefore no 
information was available before starting. The other reason is that 
some incremental control inputs to the motor have been not 
determined from the fuzzy logic subset. Normally, to well control the 
speed of any system with a complex hardware such as for example, 
robot, EV as in our case etc., the choice of the parameters for decision 
making is the most important part. In this paper, we develop a fuzzy 
expert control system algorithm for electric vehicle speed, which 
allows the EV to adapt to three speed levels, based on the knowledge 
acquired from fuzzy rules base. This method provides, in addition to 
the well-known efficiency of the fuzzy system in control a continuous 
running performance of the vehicle.  

 
2. Drive system of the electric vehicle 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1 Block diagram of the drive system 
 
The stepper motor use in the electric vehicle is a variable speed; 

multi-task three phase permanent magnet with 16 stator teeth per 
stack.. Its maximum output is 5.2 KW at 72V, 50 Hz. The rated slip 
is only 2 percent to minimize the motor copper loss and to behave 
stiffer characteristic. The rated iron loss is only 15 W; the reduction 
of iron is an important factor because of the high frequency 

24 V Lead 
Acid  
Battery 

PWM 
3-ph 
Inverter

3-ph  
Stepping
Motor 

Gear
box 

Controller 
Pulse  
generator

f
V/f

Accelerator  
pedal signal 
Brake signal Drive 

comman

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 448



harmonics induction by the PWM. The motor frame is made of 
aluminum alloy to minimize the weight and the frame size is 130. 
The drive system of the electric vehicle is shown in fig.1.The 
PWM inverter converts the battery pack dc voltage into a variable 
voltage, variable frequency ac in-sinusoidal voltage for supply of 
the three-phase stepping motor. The motor then drives the wheels 
through a variable ratio gearbox assembly. The power path is 
reversed in the case of regeneration i.e., the motor becomes an 
induction generator and the inverter rectifies the ac power into dc 
and recharges the battery. In the battery system, a range prediction 
device (RPD) has been connected to the battery. The device 
provides a real-time estimation of the remaining battery capability 
as well as residual range of the EV by means of compensated 
ampere-hour measurement method. The device takes care of the 
recharging case; it renews the value of remaining ampere-hours by 
adding the value of recharged ampere-hours, which are obtained by 
integrating the recharging current. The device also was proven to 
be essential for providing reliable information to the EV about the 
state of the charge of battery and the EV residual. The drive 
command, gear box, etc., are slaved under the controller. The 
controller gathers the information of voltage, current, brake signal, 
accelerator pedal position, motor speed and other signals; then the 
controller gives a proper control to the motor according to the 
designed control strategy.  
 
3. Fuzzy Expert System Control 

A fuzzy expert system as you know or you may read somewhere 
is a collection of membership functions and rules that uses to 
reason about data. Unlike conventional control methods, whose 
strongly relies on the accuracy of the analytic control model, which 
are mainly symbolic reasoning engines, fuzzy expert systems are 
oriented toward numerical processing. Like other control 
mechanisms, fuzzy control is also a feedback control system as 
presented in Fig. 2 

 
 
 
 
 
 
 
 
 
 

 Fig.2 A feedback control system 
 
The object to be controlled is called the system, denoted as S, 
which is the vehicle speed in our case. The controller denoted as C, 
is to generate a desired response of the output y, i.e., keeping the 
output y close to the reference point W (keeping e small). The 
output U of the controller C, is the control action in our application. 
In essence, the fuzzy control relies on a set of IF…..THEN 

inference rules which have the general form: 
If x is A and B is y then z is C 

Where, x is the input variable, and y is the output variable. The 
values A, B, C are expressed linguistically rather than numerical 
forms. Example of linguistics values is very low, low, high, very 
high. Using the concept of fuzzy set proposed by L.A Zadeh in 
1965, these linguistics values can be translated into numerical 
values to perform calculations. 
 
4. Control strategy using fuzzy expert system 

In this section, our fuzzy expert system is described in detail. We 
first present the construction of its knowledge base, before 
describing the three main steps. The membership functions of the 
input variables, the membership functions of the output variables, 
and the creation of the rule base have been done 
 
5. Construction of Knowledge Base 

As mentioned before, the knowledge base rule in a fuzzy expert 
system consists of a data base and a rule base. The data base 
includes the membership functions of inputs and output, and the 
rule base contains the inference rules. Our fuzzy control system has 
two inputs and one output. The input variables are the speed level 
and the accelerator pedal position (current pedal position- desired 
pedal position ) and throughout the rest of this paper we will note it 
AccPP. The accelerator pedal as for any road vehicle governs the 
motor speed and its position reflect the vehicle speed. The output 
variable is a vehicle speed that depends on the accelerator pedal 
position and we have used some error tolerance modulator to adjust 
the error speed. The input variable here is used to describe the level 
of the desired AccPP rate and to evaluate the perceived vehicle 
speed result, while the output variable is used to determine the 
required vehicle action. Next we need to create one set of 
membership functions for each input and output variable. The 
membership functions defined on the input variables are applied to 
their actual values, to determine the degree of truth for each rule 
premise. If a rule’s premise has a nonzero degree of truth, then the 
rule is said to fire. Then we compute the truth value for the premise 
of each rule and applied to the conclusion part of each rule. This 
result is one fuzzy subset to be assigned to the output variable of 
the rule. 

e W U y 
 C  S 

 
6. Membership functions of input variables 

Encoder 
To define the membership function of the AccPP, we divided the 

range of the AccPP into five linguistic sets, Negative-Big (NB), 
Negative Small (NS), Zero (ZO), Positive Small (PS), and Positive 
Big (PB), and the membership functions are shown in figure 3. In 
the figure, the horizontal axis indicates the desired accelerator 
pedal position to be used, which is the difference between the the 
cuurent and expected position. The vertical axis denotes the 
membership value of a given AccPP. This value is used to indicate 
the degree to which a difference belongs to a linguistic set. For 
example, from the figure we can see that the degree of AccPP of 
0.8 to PS is 0.6, and the degree of AccPP of 0.8 to ZO is 0.4. In this 
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example a precise AccPP value is mapped to two linguistic sets. 
The objective of this research is to control the electric vehicle using 
on-board computer of which its operation will be done via mouse, 
therefore the choice of the speed to be used during each task is very 
important. So the speed level is divided into threecategories, ”High 
(H)”, ”Medium (M)”, and ”Low (L)”, and the membership 
functions are shown in figure 4. The value of 500 is the value of 
acceleration and deceleration time when accelerate or decelerate 
the motor and is set in millisecond. 
 
 
 
 
 
 
 
 
 
 
Fig.3 Membership function for in
 
 
 
 
 
 
 
 
 
 
 
Fig.4 Membership function for in
 
7. Membership functions of 

To define the membership func
value of the vehicle speed is cate
which are: LNB, LNS, LZO, LPS
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M, H, and five levels of accelerat
NS, ZO, PS, PB. That results in f
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the linguistic set, as it is easy to p
shows five output singleton mem
 
 

 

 

 
 

To determine the singleton values for the linguistic sets, we need to 
perform the profiling runs. The singleton is an impulse function, 
and is defined by simply assigning a single numeric value to each 
sub-domain of the output. For example the “crisp “output of our 
control must be in the range between 0 and 2500 rpm and that allow 
us to define the speed as follows: Low speed = 300 rpm, medium 
speed = 900 rpm and high speed =1500 rpm. These values of the 
output singleton sets are used to get the exact desired speed in the 
linguistic sets for the three speed categories (Fig. 7, 8,9). If the 
values of the output singleton are not used it will be very difficult 
for the operator to know the speed to be selected for the vehicle 
navigation. Table 1 shows the parameters of the control. Column 1 
shows that the speed level is categorized into three levels (H, M, L).. 
To obtain the singleton values for the output linguistic sets HNS, 
MNS, and LNS,we averaged the error tolerance modulation values 
for each of the three speed level categories (High, Medium, and 
Low). Other singleton values can be obtained in the same way.  

Membership value 

 
8. Creation of rule base 
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output variables 
tion of the output variable, the 

gorized into fifteen linguistic sets, 
, LPB, MNB, MNS, MZO, MPS, 
d HPB. We have used fifteen out- 
re three levels of vehicle speed, L, 
or pedal position as follows, NB, 
ifteen different combination and 
rship function to represent each of 
erform defuzzification. Figure 5 
bership functions. 

In this step, we construct the fuzzy reasoning rules that governs 
the relations between the input and output variables. As our present 
system has two inputs and one output, the form of each rule is: “ IF 
speed level is A and the accelerator pedal position is B, then the 
vehicle speed is C”, where A is chosen from “L”, “M”, “H”, B is 
chosen from “NB”, “NS”, “ZO”, “PS”, “PB” and C is a singleton 
output. A sample rule can be written as follows: If the speed level 
is L, and the accelerator pedal position is PB, then the vehicle 
speed is LPB. The following is the overall of the control base. 

 
 

Table 1 Fuzzy reasoning rule base  
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9. Experimental Results 
The proposed algorithm was carried out using a three phase 
pping motor MFA05KEV connected to an oriental rotary 
oder E6C2-CWZ62 for recording data during the test operation 
ose specifications is given in Table 3. The output of the encoder 
directly input into IN04, IN05 and IN06 of the CPU unit for 
ng these three points as built-in high-speed counter. 

 

Table 2 Motor parameter specifications 
 

Rate output         0.59 kw (1H) 
Max. Output        5.2 kw (3min)  
Max. Revolution     6000 rpm 

L LNB LNS LZO LPS LPB 



Power supply       72 DC V 
Rate torque         98 kgf 
Torque constant     0.532 kg fcm 

 
 
The single-phase response speed is 5 KHz, and the two-phase 

response speed is 2.5 KHz. The counter value is within a range 
between 65,535 in incremental mode, which uses only phase A and 
32,767 in decrement mode. The electrical ratings of the encoder are 
as follows: current consumption 80ms, maximum response 
frequency 100 KHz, insulation increases 100M min and output 
phases A, B and Z (reversible). We tested the effectiveness of our 
fuzzy expert control system under two different scenarios. Firstly 
the brake signal that determines the desire braking torque is sent to 
the controller allowing the operator to manipulate the gear i.e., 
changing it from Neutral position to Drive or Reverse. The brake 
control part is not reported in this paper but it will be reported in 
the coming month. We have mentioned here in order to well 
explain how the algorithm has been tested. Secondly the 
accelerator pedal signal that determines the required vehicle speed 
is sent to the motor driver through the controller to drive the 
vehicle. The controller is required to control the motor speed very 
accurately to achieve and maintain speed from 0 to 2500 rpm. 

Ω

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6 Motion and force trajectories 

But during the test of our algorithm, we have limited the high 
speed to 1500 rpm in order to well control the vehicle. In the Fig.6 
that shows the motion trajectory and force trajectory, the desire 
motion obtained consists of three segments. From the initial 
position of 0 m to approximately 75 m the vehicle moves 
progressively to the goal position in 3 minutes. The first segment 
from 0 m to about 67 m is the approaching phase having the fastest 
motion. In this phase the fuzzy reasoning created a rule base that 
selected the AccPP for medium speed in order to avoid producing a 
large impact force, which might results in loss of control. During 
this phase, the desired interaction force is increased from 0 to a 
value of 75 N at 1.65 second and decreased from 75 N to a value of 
33 N at 2.3 s. The decrease of the force indicates that the vehicle is 

approaching to its target position, so the fuzzy reasoning again 
create the rule base that start to decrease the speed to a low speed 
before falling to zero. During the acceleration, the equilibrium 
position is maintained between 12.5 and 15.5 steps ahead of rotor 
position, and during the deceleration the equilibrium position is 
also maintained between 12.5 and 15.5 steps behind of rotor 
position, and the angle between the stator and rotor flux was kept 
close to . The test practice has been done on the road in front of 
the department of electrical and electronic engineering till the 
venture business laboratory (VBL) that is built at the end of this 
road. The distance between the two buildings is approximately 150 
m. 

°90

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 Low speed 
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Fig.8 Medium speed 
 
Fig.7, Fig.8 and Fig.9 show the three speed levels variation under 
the fuzzy expert controller and that agree with the membership 
function for input (speed level) shown in Fig.4 during the software 
design. Fig.7 and Fig.8 are the low and medium speed of which the 
motor increase gradually then stabilize at the corresponding limited 
speed level at 7 and 9 second respectively. At this stage, the vehicle 
keep moving smoothly without changing the speed rate till we 
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released the acceleration pedal in order to bring the vehicle to a 
complete stop. When we released the acceleration pedal, the fuzzy 
controller through the inference rules sends a signal to the pedal. 
This signal is passed particularly through a sensor, which release 
the force applied previously to the accelerator pedal. Hence pedal 
release. 
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Fig.9 High speed level 
 

n Fig.9, when the acceleration pedal signal is sent to the motor 
ver by the controller, again the motor starts and very quickly 
ches 1000 rpm and gains its maximum peak speed of 
roximately 1500 rpm at around 13 Seconds, which is followed 
the increase of the interaction force. The advantage of our 

hnique is that, during the running test, if the hardware has some 
hnical problems the controller notified the operator about the 
blem and stop the motor 2 second after the notification.  

Conclusion 

 have presented the EV motor speed control using fuzzy expert 

troller. Our algorithm allows the operator to control the vehicle 

hout the need to have extensive knowledge about the data. It 
vides a continuous running performance of the vehicle, and can 
omatically select the desired speed level, when the speed is 
ut to reach a certain level that can produce a large impact force, 
 that might results in loss of control. Since we have started to 

t the running perfornace of the vehice under the fuzzy expert, so 
 there was no overshoot and noise. In this paper the construction 
the knowledge base of the fuzzy expert controlller and the 

lowing three main steps, fuzzyfication, fuzzy reasoning and 
uzzification have been described.  
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Abstract  

Conventional methods for color separation in computer-
based machine vision has weak performance because of 
the environmental dependency like light source, camera 
sensitivity, etc. In this paper, we propose an improved 
color separation method using RGB, HLS, color 
coordination space and fuzzy similarity measure. RGB 
that consists of red, green, blue is light's three primary 
colors. HLS that includes hue, light, saturation is 
human's color recognition elements. A fuzzy similarity 
measure is employed for evaluating the similarity among 
fuzzy colors with six features in RGB and HLS. Color 
recognition system for the harness line is designed and 
implemented as a testbed to evaluate the physical 
performance. The proposed color separation algorithm is 
tested with different kind of harness lines. 

Keywords: color recognition, fuzzy entropy, fuzzy 
measure 
 
1. Introduction 

By the development of high efficiency computer 
recently, image processing algorithm and improvement 
of image devices helped test systems to improve the 
performance. What is called, it is given a name field 
that is artificial vision. Artificial vision is not concept 
of conventional contact-based sensor but concept of 
information-based sensor that comes from videotex in 
short or long distance using camera. The status of 
target is recognized through suitable digital image 
processing algorithm or numerical solution.  

Many parts of several functions in the artificial 
vision are implemented and used for industrial 
equipments. But, the part of color recognition has still 
many problems to be solved. One of the underlying 
problems is the subject measurements that come from 
several values according to strength, direction, and 
color temperature of light and quality of the material of 
product. We normally try to recognize and represent an 
object as one color but the object consists of many 
color elements which is called natural color.  

If a red color electric line in harness line is captured 
from camera, we recognize the line as a red color but 
the information of the pixels includes variable colors 
such as brown, black, etc. Because of these problems, 
the conventional color recognition methods in natural 
color image has many restricts. Many intelligent 
methods have been developed to overcome these 

problems. Several intelligent approaches for color 
recognition are: 

 Fuzzy colors 
 Neural networks 
 Fuzzy similarity measure 

But, intelligence methods generally require too many 
arithmetic operations to handle complicated algorithm.  

In this paper, we propose a simple algorithm for 
natural color recognition with low computational burden. 
First, the HLS color coordination system that converted 
from RGB information is introduced. The HLS color 
coordinate system is similar to the human’s color 
recognition system. Second, fuzzy memberships based 
upon the RGB and HLS information is represented. 
Third, fuzzy similarity measure of each color are 
computed and compared for the color recognition. 
Finally, the proposed algorithm is applied to the harness 
line color recognition system and the performance is 
discussed.  

 
2. RGB and HLS Color Coordination 
2.1 RGB 

RGB coordinate of reflex gives us information about 
three dimensional spaces that consist of red (R), green 
color (G) and blue color (B). Three dimensional spaces 
are represented as a color cube. Here, the origin of the 
cube displays and means pure black. Color density is 
increased as the value in the each axis of coordinates is 
receded from origin. Image device that follows NTSC 
rules basically shows the RGB information. Image 
processing based on RGB information has an advantage 
in time aspect because the pretreatment process is not 
necessary. For these reasons, RGB color coordinate 
system is more popular than other color coordinate 
systems in image processing until present. 

 

 
Fig. 1 RGB color cube. 
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2.2 HLS 
The coordination of human's color recognition for 

an object is based upon the HLS color coordination 
(hue, light and saturation) [2]. Alternative method to 
express color information consists of hue, saturation 
and light. The hue marks color frequency that is 
represented as chromaticity graph as shown in Fig. 2. 
The saturation mixing with white and density 
expresses luminance of object or realized brightness. 
Structure of this coordinate is cone style. Distance is 
density from cone top and position of archetype. Cross 
section of cone is hue and distance from origin to 
outside is saturation. The hue is put according to order 
of spectrum (on right from observer red and left blue, 
green). HLS is color space that marks brightness to 
specified frequency fastest.  

Proved that more correct recognition is possible than 
RGB in color recognition by H. Palus, D. Bereska. For 
these reason, HLS information through HLS 
conversion of RGB is utilized by means of color 
awareness along with RGB information. 

 

 

Fig 2 HLS Graph. 
 
2.3 HLS Conversion Using RGB Information  

HLS can be easily converted from RGB information 
by the following arithmetic expressions.  
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3. Fuzzy Similarity Measure 

In this section, we introduce some preliminary results 
of fuzzy measures. Measure of fuzziness is an interesting 
topic in the fields of pattern recognition or decision 
theory. Measure of crisp set can be determined by 
classical mathematical study, whereas the concepts of 
fuzzy measures and fuzzy integrals had been proposed 
by Sugeno[8]. Recently, Liu suggested three axiomatic 
definitions of fuzzy entropy, distance measure and 
similarity measure as Definitions [9]. Among these 
definitions, we used fuzzy similarity’s concept for color 
recognition.  

 
Definition 1 [9] A real function +→ RFs 2: is called a 
similarity measure on )(XF  if d satisfied the following 
properties: 
 

(S1) )(,),,(),( XFBAABsBAs ∈∀=  

(S2) )(0),( XFAAAs c ∈∀=  
(S3) ),(),,(max),( , XPDBAsDDs FBA ∈∀= ∈  

)(, XFBA ∈∀  
(S4) ),(,),(,, BAsthenCBAifXFCBA ⊂⊂∈∀  

),(),(),( CAsCBsandCAs <≤ . 
 
Above definitions are the axiomatic, Liu also pointed 

out that there is an one-to-one relation between all 
distance measure and all similarity measures, 1=+ sd .  

We used a mathematical expression in equation (5) as 
a similarity measure that satisfies definition 1. 
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4. Experimental Results 
4.1 Color Recognition Using Fuzzy Similarity 
Measure 

We verify, in this section, the proposed color 
recognition algorithm and demonstrate experiment result 
that uses fuzzy similarity measure. First we make color 
fuzzy membership functions for RGB and HLS. 100 
samples are acquired from color information for each 
color in image to make color distribution. We make 
distribution of acquired RGB and HLS information that 
converted from RGB information.  

The prepared data use to generate membership 
information through the following calculation: 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005  

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 454



SLBGRifi
N
niM ,,,,,255,1,0)( L==µ   (6) 

Where Mµ are membership values, n is number of 
member data and N is the number of whole data. But a 
hue is different from the other data, discontinuous data. 
Because of this reason we don’t make hue membership 
information.  

 

 
Fig 3 Gathering color information. 

 
In this research, our sample of color information 

acquired from harness image of twelve different 
colored lines. The following among line of other colors, 
red line’s color information will R, G, B, L and S 
distributions of each line. 

 

 
Fig. 4.2 Distribution graph of R, G, B, L, S (red line). 

 
Figure 4.2 is non-convex form. It doesn't treat to fuzzy set. 
Also, connect out-line of this distribution chart apply concept 
to compensate information that was lost by digitizing and 
then changed in form of fuzzy membership. 
 

 
Fig. 4.3 Fuzzification of color distribution (red line). 

 
Color of Harness line that used by this research has 

pink, blue, white, black, violet, blue, green, yellow, 
orange, red, brown and gray of 12 colors. 

 After data of a set that consist of 12 colors makes 
membership by prior method, compare template fuzzy 
membership to unknown fuzzy membership in each 
color.  

In table 1, you can see distribution special quality of 
each color Hue values. Various Hue values appear in 
achromatic color, but chromatic color has only one hue 
value. It can gain advantage that may not do comparison 
calculation between unnecessary each membership 
except achromatic color using this nature. 

 
Table 1 Color distribution by hue value 

Hue value Colors 

0 value (Red like)  BROUN, RED, ORANGE, PINK 

120 value (Green like) GREEN 

240 value (Blue like) BLUE, SKY-BLUE 

Uniformly distributed BLACK, YELLOW, PURPLE, GRAY, WHITE

 
After consider this Hue condition, we can recognize 

the color using fuzzy similarity measure method and we 
have displayed red and gray color recognition result of 
algorithm. 

 
Table 2 Results of color recognition (red line) 

Input data Red line, Hue values are all 0. 

Comparison (Red like) R. G. B. S. L. 

Brown 0.2084 0 0.0219 0.0329 0.0635

Red 0.2344 0.4468 0.4624 0.5773 0.3813

Orange 0.0044 0.0152 0.2181 0.5549 0.0223

Pink 0.0630 0 0 0 0.0016

Max value 0.2344 0.4468 0.4624 0.5773 0.3813

Result Red Red Red Red Red

Blu
Purple Pink 

Pink 2 

Pink 1 

Pink n 

Pixel 
R:XXX
G:XXX
B:XXX
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Table 3 Results of color recognition (blue line) 

Input data Blue line, Hue values are all 240. 

Comparison (Blue like) R. G. B. S. L. 

Blue 0.4461 0.2980 0.6661 0.5961 0.4786

Sky Blue 0.4439 0.1788 0.0975 0.3427 0.1972

Max value 0.4461 0.2980 0.6661 0.5961 0.4786

Result Blue Blue Blue Blue Blue

 
Table 4 Results of color recognition (gray line) 

Input data Gray line, Hue values are uniformly distribute

Comparison (Red like) R. G. B. S. L. 

Black 0.0082 0.0055 0.0081 0.0092 0.1188

Yellow 0.0361 0.0105 0 0.3073 0

Gray 0.2609 0.2921 0.3252 0.5952 0.3063

Purple 0.1338 0.0995 0.6525 0.3144 0.0855

White 0.0038 0.0056 0.2633 0.0460 0.3243

Max value  0.2609 0.2921 0.6525 0.5952 0.3243

Result  Gray Gray Purple Gray Gray

 
4.2 Color Recognition Using Fuzzy Similarity 

We manufacture the harness line color recognition 
system on the basis of algorithm that introduced in 
session 4.1 and verified performance. Fig 4.2 shows 
this system and tested harness. System of Fig 4.2 can 
recognize harness's line color and distinguishes 
whether order of line is right. 
 

 
Fig 4.2 Test system and picture of harness. 

 
We confirmed the recognition rate of actuality 

Harness's line color using this system. Harness that 
used in experiment has 12 colors (order of black, 
brown, red, ash color, blue, green color, blue color, 
yellow, orange, pink, violet and white). Result of an 
experiment appeared to Table 5. An experiment has 
10th trial and show the 100% recognition rate. 

  

5. Conclusion 
Color recognition which use color information of a 

pixel or mean value of neighbor pixels that is method 
that is accomplishing main current in existent research 
had limit. In this paper, we did so that can analyze color 
distribution of objects that describe person's index 
process to a these alternative method and color 
recognition is more exactly. 

 
Table 5 Results of harness’s line order recognition 

Tested harness’s line order: 
BK BR RD GY SB GR BL YL OR PK PP WH 

No. Test Result (Order of Harness’s line color) 

1 BK BR RD GY SB GR BL YL OR PK PP WH

2 BK BR RD GY SB GR BL YL OR PK PP WH

3 BK BR RD GY SB GR BL YL OR PK PP WH

4 BK BR RD GY SB GR BL YL OR PK PP WH

5 BK BR RD GY SB GR BL YL OR PK PP WH

6 BK BR RD GY SB GR BL YL OR PK PP WH

7 BK BR RD GY SB GR BL YL OR PK PP WH

8 BK BR RD GY SB GR BL YL OR PK PP WH

9 BK BR RD GY SB GR BL YL OR PK PP WH

10 BK BR RD GY SB GR BL YL OR PK PP WH
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Abstract

This paper discusses a DC motor equipped
electric power steering (EPS) system and
demonstrates its advantages over a typical hydraulic
power steering (HPS) system. The tire-road
interaction torque at the steering tires is calculated
using the 2 d.o.f. bicycle model, which is verified
with the J-turn test of a real vehicle. By using
hardware-in-the-loop simulation(HILS), the control
responses of the vehicle are obtained. In previous
EPS systems, the assisting torque for the measured
driving torque is developed as a boost curve similar
to that of the HPS system. To improve steering
stiffness and returnability of the steering system,
assisting torque map is determined by fuzzy logic.

1 Introduction

Recently the automotive industry has focused on
improving vehicle performance, safety and
convenience for drivers. Steering assist systems play
an important role in each area. The conventional
HPS system, which is made up of an engine-driven
hydraulic pump and a hydraulic actuator, decreases
engine efficiency but requires complex hydraulic
components. To cope with the deficiencies of HPS,
an EPS system has been vigorously researched.
Since the EPS system uses an engine-independent
motor without complex hydraulic units, the weight
and volume of steering systems can be reduced.
Thus, EPS systems achieve better fuel and space
economy and maintains the feel of the steering even
during quick changes in driving conditions through
software. Moreover no harm is done the
environment because no hydraulic fluid is used [1].

To improve steering stiffness and returnability of
the steering system, steering feel should be set up.
Adams, F. J. [2] researched the feel of power
steering and Norman, K. D. [3] introduced on
center handling performance. Gary P. Bertollini and
Robert M. Hogan [4] drew up a preference curve
as a function of vehicle speed based on the effort
needed for steering by various drivers using VTI
driving simulators. Rakan C. C. and Le Yi Wang
[5] used boost curves of assist torque for a given
vehicle speed. Based on these objective indices,

Camuffo, et al [6] tuned an EPS to have the
steering feel of an HPS. Generally EPS systems are
controlled by comparing the measured steering
torque with the reference steering torque. Using a
steer-by-wire EPS, Tong Jin Park, et al [7] utilized
the steering wheel motor to alter the steering feel
according to vehicle speed and controlled the front
wheel motor by PID Control to minimize the error
between steering angle and wheel angle. With
steering wheel angle and torque sensors attached to
a steering column, Anthony W. Burton [1]
calculated assistance torque by summing the high
gain related to steering torque and the low gain
related to steering position. To improve returnability,
M. Kurishige, et al [8] developed a control strategy
based on an estimation of alignment torque
generated by tires and road surfaces without sensors.
Since steering torque assistance and returnability are
not active at the same time, Kim and Song [9]
separated the two control algorithms where the
reference steering torque was determined by the
torque map based on vehicle speed and steering
wheel position.

In this paper, the 2 d.o.f. bicycle model will be
used to calculate the tire road interaction torque.
Although the steering of a vehicle affects its rolling
motion, a description of the rolling system is
beyond the scope of this dissertation since an EPS
does not control the active driving angle but the
assisting torque. In previous EPS systems [5],
assisting torque for the measured driving torque was
making a chart as a boost curve like the HPS of
Adams's research [2]. In the research of Kim and
Song [9], the reference steering torque depended on
vehicle speed and steering wheel angle by encoder.
The evaluated assisting torque map by fuzzy logic
will be simulated in HILS system [10]. The fuzzy
logic is useful for nonlinear system and decision
making for controllers.

The organization of the paper is as follows:
Chapter 2 describes a vehicle system and a
hydraulic servo system and verifies the mathematical
models for the vehicle system. Chapter 3 presents
HILS system for EPS. In chapter 4, the assisting
torque map is proposed by fuzzy logic. The control
results in HILS are discussed in chapter 5. Finally,
the main conclusions are given in chapter 6.

An Electric Power Steering Control by Fuzzy logic in HILS system
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2 Tire-road Interaction Torque
 

 






 

To find the tire-road interaction torque, , the
kingpin torque [11] is obtained as

    (1)
where  and  are the vertical torque and the
lateral torque, respectively. And the third term, ,
is aligning torque. Because of the kingpin offset
angle, , and a lateral inclination angle, , the
vertical force, , on the tire produces the vertical
torque, . When the kingpin offset angle and the
lateral inclination angle are small, the vertical torque
generated by the vertical force can be approximated
by

   ⋅ (2)
where  is the steering angle. Since the lateral
force, , acting at the tire center produces a torque
through the longitudinal offset resulting from the
caster angle, the lateral torque generated by the
lateral force is given by

     (3)
where  is a tire radius and  is a caster angle.
The lateral force, , is developed by a tire at a
point behind the tire center. So the aligning torque
is written as

  
  (4)

where  is the pneumatic trail distance. Considering
the length from kingpin to rack-bar, the rack-bar
force is written by

    


 (5)

where  is the length of the tie-rod and  is the
tie-rod angle.
The ground reactions on the tire are described by

 ⋅  (6)
where  is the radius of the pinion. Additionally
the friction torque, , is defined as follows:

 ⋅
  (7)

where  is the friction gain. Although the
steering system has more complex frictions, these
are ignored here. The classical single-track model
[12] is obtained by lumping the two front wheels
into one wheel in the centerline of the vehicle, the
same is done with the two rear wheels as shown in
figure 1. For the lateral direction and the yaw axis,
the vehicle kinetics at the center of gravity (C.G.)
are describes as

           (8)
where  and  are the lateral acceleration and the
yaw rate,  and  are the vehicle total mass and
the yaw moment of inertia,  and  are the
lateral forces at the front and the rear tire, and  is

the distance from the vehicle C.G. to front axle.
Since tires can be modeled as linear within ≦
0.3 g, the lateral forces at the front and the rear
tires are obtained as

  ⋅    ⋅  (9)
where  and  are the front and the rear
cornering stiffnesses. Usually to verify the steering
performance, a J-turn test is fulfilled. For the
verification, the steering wheel angle,  , is stepped
up to 34° within 0.2 sec when the longitudinal
velocity, , is 22 m/s. Figure 2 shows the J-turn
results for the single-track model and the actual
vehicle. The lateral acceleration, , and the yaw
rate, , settled to around 3.4 and 8.3 deg/s. The㎨
integrals of time muliplied by the absolute
magnitude of the error (ITAE) for the lateral
acceleration and the yaw rate are 0.29 and 0.42㎨
deg/s, where the nonlinearity of the tire may be the
main factor for the errors. As a result, the
single-track model has characteristics almost similar
to the actual vehicle's. A hydraulic servo system is
used for realization of the lateral force in HILS
system. In this paper, there are several assumption.
A velocity difference between going and returning is
regarded as disturbance, servo valve is symmetric,
supplied-pressure and falling-pressure at the valve
orifice are constant, returned-pressure is zero, and
there is no loss of friction at the pipe.

3 HILS System for an Electric Power
Steering

For the design, implementation and testing of
control systems, some actuators are real, and the
process and the sensors are simulated. The reason is
that actuators and the control hardware very often
form one integrated subsystem, also actuators are
difficult to model precisely and to simulate in real
time. By using this HILS, the effects of faults and
failures of actual sensors and computers on the
overall system can be tested in spite of extreme and
dangerous operating conditions. The expenditure of
developing cost and time can be cut down since
experiments are reproducible and frequently
repeatable [13]. Especially, HILS systems are useful
for the active or semi-active vehicles. By using
HILS, the control responses of the vehicle for the
various conditions of speed, steering angles, and
disturbances are obtained precisely, safely, cheaply,
and rapidly. The tire-road force related to the
vehicle dynamics is calculated by software and is
exerted on rack-bar by hydraulic actuator, where
steering torque is measured by torque sensor
attached on the steering column. Steering system
organized by steering wheel, steering column, and
rack-bar is embodied in hardware. In figure 2, ECU
makes the EPS motor generate a proper torque
which is dependent on vehicle speed, , and
measured driving torque, . A hydraulic actuator
controlled by a servo-valve realizes lateral force,
which is calculated steering wheel angle by
potentiometer and vehicle speed by dial. By Visual
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C++ under MS window 98, the 2 d.o.f. vehicle
dynamics yields lateral force, yaw rate, and lateral
acceleration. To control the hydraulic actuator
precisely, LMI based H∞ controller is used and the
force is measured by loadcell. And also the output
of sensors are displayed by indicators and an
emergency button is setup for the malfunction. The
EPS (C-EPS of KOYO SEIKO Co.) mounted on a
column axis provides an assist force to a column
shaft via a worm gear. The optimal value of a
current required for a motor is calculated by ECU
(Electronic Control Unit), based on a electric signal
from a torque sensor and a signal from a vehicle
speed sensor. The torque sensor sends the signal
depending on a torsional angle of a torsion bar
mounted in the inner part of a column axis, which
is proportional to a steering force. This EPS system
adopts a brushless DC motor which has a lot of
advantages versus a brushed motor. By non-contact
electronic switching of brushless motor, the life
cycle is lengthened, and the absence of brushed and
commutator enables the motor to be downsized and
reduces the noise of it. In addition, lower inertia of
the brushless motor gives good steering feel because
there is no permanent magnets as the rotor [16].
Commonly, it is not necessary to measure a steering
wheel angle, since an EPS system is related with a
steering torque. However, lateral force in the HILS
system is determined by the vehicle speed and the
steering wheel angle, which is measured by a
potentiometer(Model 534, Vishey Co.). The
resolution of measured angle is doubled by 2:1 gear
between the potentiometer and the steering column.
Vehicle speed has influence on the lateral force at
tire and the EPS system. By dial-gauge equipped
potentiometer, vehicle speed is set up in the HILS
system. The realized speed as analog voltage is
adopted by DAQ and used for the calculation of
the lateral force. However, ECU (Electronic Control
Unit) in vehicles recognizes the speed by
accumulating the pulse of speed. So the speed as
voltage type should be converted to the pulse type.

The output range of frequency is tuned by 104 ㎌
condenser, where the maximum frequence is 200 Hz
for the maximum speed of vehicle,  83 .㎧
The servo-valve is a proportional valve, direct
operated, which provides both directional and
non-compensated flow control according to the
electronic reference signals. This operates in
association with electronic drivers, which supplies
the proportional valves with correct current signal to
align valve regulation to the reference signal
supplied to the electronic driver. This valve has a
4-way spool, sliding into a 5-chambers and directly
operated by solenoids. In order to make the
accurate lateral force, axile force on rack bar should
be measured and controlled. Sensors and actuators
in the HILS system need the sources of electricity.
Because they are operated by DC, transformer with
bridge circuit converts AC into DC. To stabilize the
supplied voltage, linear voltage regulators and
condensers are used, where the suppling states are
checked by LED. The sensor signals are acquired
by PIC-MIO-16X-4 of National Instrument Co.

4 Steering Feel and Assisting Torque Map

Vehicle dynamics and steering systems behave
strongly nonlinear which causes difficulties in
developing a classical controller system. Fuzzy logic
however facilitates such system designs and
improves tuning abilities [10]. A Fuzzy logic
controller is used to give a desired assisting torque.
The longitudinal speed of a vehicle, , and the
measured torque, , are applied to a Fuzzy
controller. The membership functions are composed
of the triangular and the trapezoidal functions. Table
1 shows the rule base for the Fuzzy controller. By
the Mamdani's fuzzy implication and the max-min
composition, the control surface is made up as
shown in figure 3.
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5 Experimental Results

Figures 4-6 show the plots of steering wheel
angles versus steering torques. When a vehicle is
stopped as shown in figure 1, the EPS system helps
a driver to park. As the speed of vehicle is
increased, the assisting torque by the EPS system is
decreased.

6 Conclusions

In this paper, the vehicle model utilized 2 d.o.f.
bicycle model and was verified by the J-turn test of
a real vehicle. We introduced a cubic curve as a
torque map. To improve steering stiffness and
returnability of the steering system, assisting torque

map was drawn by fuzzy logic. This proposed
torque map waw simulated in HILS system with a
real steering system. By using this map, the EPS
system was improved sufficiently.
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Abstract 

Issues such as multiobjective optimization, time -series 
prediction, the analysis from noisy observation data, and 
the solution of implicit functions are all crucial in the 
consideration of real world problems, and research into 
the applicability of evolutionary computer techniques to 
these problems has already begun [1–9,13]. However, 
there are only a few examples of studies where 
evolutionary computer techniques have been applied to 
problems that involve all of these issues at the same time. 
One such examples are  previous studies in which we 
reported on the effectiveness of genetic algorithms  (GA) 
as a tool for tracking objects as they move towards a 
destination while making evasive maneuvers in order to 
avoid pursuit or attack. In another study, we reported on 
the effectiveness of GA as a tool for tracking objects  in 
the earth orbit. All our previous reports are based on the 
active observed data. In this paper, we verify the 
applicability of GA to the problem of analyzing the 
movement characteristics of flying objects based on only 
passive observed data. Key words : Tracking, Analysis 
based on observed passive data, Analysis  from noisy data. 

1   Introduction 

In previous reports, we considered the two 
dimensional movement of an object whose evasive 
motion was assumed to consist of constant-
velocity straight-line, simple sinusoidal and 
sawtooth motion [10, 11]. In another previous 
report, we considered the three dimensional path 
elements of the moving objects in a earth orbit 
whose motion consists of circles, ellipses [12].  
These previous analysis are based on active 
observed data gathered by radar, laser or active 
sonar. In this paper, we report the three 
dimensional movements analysis for the flying 
object like a fighter in the air, from passive 
observed data without the active observed data.  
The passive observed data means that they can be 
gathered by the observation equipment in its 
surveillance mode without radiation of electric-
magnetic wave(EMW), only by observation of the 
EMW radiated by the flying object. The passive 
observed data consist of the bearing and elevation 
angles from observer. Active observed data means 
that they can be gathered by the observation 
equipment in its radiation mode of the EMW. 
Active observed data contain distance component.  
The movement characteristics to be analyzed  

 
 

based on  the passive observed data must contain 
the  distance components. If the flying object is 
enemy aircraft for the observer, the observer 
should not radiate the EMW for concealing the 
existence of observer itself, because the enemy 
aircraft may starts counter attack operation to 
the observer. Therefore, the analysis for the 
movement characteristics of the flying object 
based on the passive observed data has the 
tactical meanings. The movement characteristics 
are the present distance, the velocity and the 
three dimensional proceeding course of the flying 
object. The other hand, to analyze the movement 
characteristics of the flying object rightly from 
only the passive observed data, it is necessary 
that the removal  observer changes the velocity 
or course of itself at least one times during the 
analysis, because there are infinite solutions in 
case of no changing of the velocity and course of 
observer. This can be took the place by the plural 
foxed position observers arranged different places. 
Even though, the movement of the flying object 
has constant velocity and course in short period, 
this analysis has the problems such as described 
in the beginning of abstract.  

2  Tracking of a Flying Object in the Air 

2.1  Earth Surface coordinates and Movement 
Characteristics of the Flying Object  

The relationship between the earth surface coordinates 
xyz and the movement characteristics is illustrated in 
Figure 1. This shows a flying object is proceeding to the 
destination. Its velocity and course are assumed as 
constant in the period of analysis. The velocity is V. East-
West(x) components of velocity V is  Vx. North-South(y) 
components is  Vy. Radius direction of the earth 
component(y) is Vz. Proceeding horizontal course 
measured clockwise from the north direction (y) of the 
flying object is Cmh, vertical course measured upward 
from surface is Cvm. Initial position of the observer is 
Xo(t0),Yo(t0),Zo(t0). This point is the origin of the earth 
surface coordinates. Exact values of them are 0, 0, 0. The 
position of the observer at time tn is Xo(tn), Yo(tn), Zo(tn). 
Initial position of the flying object is Xm(t0), Ym(t0), 
Zm(t0) and position of time tn is Xm(tn), Ym(tn), Zm(tn). 
The observer observes the bearings and elevations of 
flying object intermittently as removing on the ground. 
This removal observer must change its velocity or course 
at least one times during the analysis because there are 
infinite solutions in case of no changing. This can be took    
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the place by the plural fixed position observers arranged 
different places. Initial bearing is B(t0) and bearing at 
time tn is  B(tn). Initial elevation is E(t0) and elevation at 
time tn is E(tn). Intial dis tance from observer to the flying 
object is D(t0) and distance at time tn is D(tn).  
 
2.2 Formulation of Analysis for the Movement 

Characteristics of the flying object  
 In the following, we show the relationship between the 
inferred values of the movement characteristics—initial 
distance D(t0), East-West components of velocity Vx. 
North-South components of velocity Vy. Radius direction 
of the earth component velocity Vz —and flying object’s 
bearing B(tn) and elevation E(tn) at time tn.  

Position of the observer at time tn is expressed by 
equation (1).   
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Position of the flying object at time  t0 is expressed by 

equation (2) as the function of initial distance D(t0). 
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Position of the flying object at time  tn is expressed by 

equation (3) as the function of x,y,z  component of flying 
object’s velocity. 
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 Distance x,y,z components of the flying object from the 
observer at time tn is expressed by equation (4). 
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 Distance at time tn is expressed by equation (5). 
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Figure 1: The movement of the flying object and the observer at time from t0 to tn in the coordinates  xyz.  
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 Xo(tn):observer X position of time tn 

Yo(tn):observer Y position of time tn 

Zo(tn):observer Z position of time tn 

Xm(tn):mover X position of time tn 

Xm(tn):mover Y position of time tn 

Xm(tn):mover Z position of time tn 

B(tn):bearing of time tn 

E(tn):elevation of time tn 

D(tn):distance of time tn 

V:velocity of mover 

Vx:East(x) component of V 

Vy:North(y) component of V 

Vz:Radius of earth(z) component of V 

Cmh:mover horizontal course 

Cmv:mover vertical course 

Vo(t): observer velocity of time t 

Co(t): observer horizontal course of time t 

Eo(t): observer vertical course of time t 
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Bearing at time tn is expressed by equation (6). 
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Elevation at time tn is expressed by equation (7). 
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 Velocity of the flying object is expressed by equation (8). 
 
 222 VzVyVxV ++=        ………………(8) 
 Horizontal course of the flying object is expressed by 
equation (9). 

Vy
VxCmh 1tan −=        …………….………….(9) 

 Vertical course of the flying object is expressed by 
equation (10). 

 
22

1tan
VyVx

VzCmv
+

= −   ………..……….(10) 

Accordingly, the problem addressed in this paper — 
i.e., that of analyzing the three dimensional movement of 
a flying object — can be formulated as an inverse 
problem involving complex implicit functions where it is 
necessary to find the four characteristics—initial distance 
D(t0), velocity x component Vx, y component Vy, z 
component Vz—of a flying object by working backwards 
from noisy time-series observations of its bearing and 
elevation obtained from the observer. The present 
distance D(tn), velocity V, horizontal course Cmh, 
vertical course Cmv of the flying object are calculated 
from D(t0), Vx, Vy, Vz by equation (5), (8), (9), (10).   

3   Method to Apply Genetic Algorithms 

3.1  The Movement Characteristics Determined 
by Genetic Algorithms  

Four movement characteristics — initial distance D(t0), 
flying object velocity x  component Vx, y  component Vy, z 
component Vz — constitute a complex implicit function, 
so we will try to use genetic algorithms to determine their 
values. Initial distance D(t0) can be biased by offset value 
because observer can detect the existence of the flying 
object before it approach to certain minimum area of 
distance to the observer. If bias value is Dbias, GA 
operation value for initial distance Dga is D(t0)-Dbias.  

3.2 Chromosome Coding Method 
We defined chromosomes respectively corresponding to 

the characteristics—initial distance Dag and flying 
object velocity x component Vx, y component Vy, z 
component Vz. And we expressed a single individual as a 
set of these characteristics as sub chromosomes. But the 
sub-chromosome of the initial distance Dga and the 
velocity Vx,Vy,Vz consist of different length bits 
according to range of its value and necessary resolution. 
The initial distance Dga consists of integer 18 bits, 
velocity of Vx,Vy,Vz consists of integer 17 bits. 

The physical range over which each sub chromosome 
are expressed are set considering the possible range of 
distance and velocity of flying object, analysis period of 
time and the observation precision of passive 
observations. Assumed range of initial distance is 
50,000m~200,000m, assumed range of velocity is 
± 500m/sec and assumed bearing and elevation error is  
less than 0.1degree. Analysis period of time to get 
effective accuracy should be less than 100sec. 

The minimum units of these sub chromosome are set as 
follows by considering above conditions: initial distance 
D(t0) is 1m, flying object velocity component Vx, Vy, Vz  
is 1/100m/sec. In exact physical calculation of this 
simulation, initial distance D(t0) is biased by constant 
value Dbias=50,000m (Dga= D(t0)-Dbias).   

3.3 Fitness Function 
We determine the angles error between the observed 

angles(bearing and elevation) data of the moving object 
and the angles data inferred by GA, and we defined the 
fitness of an individual based on the reciprocal of the 
square root of the sum of these errors. The fitness 
function is shown in Equation (11). 
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Where 
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Here, esBti, esEti are the bearings and elevations 

estimated by GA at time ti, oBti and oEti are the bearings 
and elevations observed at time ti, n +1 is the number of 
observations, and k is a suitable constant. For example, 
case of k =1, it is set so that f=1.0 when the average angle  
difference is 1.0 degree. 

3.4   Genetic Operation 
The method for selecting the group of individuals 

carried forward  to the next  generation from the current 
generation is shown in Figure  2. All individual (the total 
number of chromosomes)P sent from the previous 
generation is evaluated by calculation of fitness and 
sorted in descending order. Fixed proportion E from the 
highest fitness individual is  retained as elite, and the 
number of discarded individuals  are supplemented by 
roulette selection to preserve the original population P. M  
(=P-E) is  the number of discarded individuals. Making up 
of the deficit for M is  done as follows. One pair of 
individual is  chosen as parent by roulette selection from 
all individual P of the current generation. The sub 
chromosomes Dga, Vx, Vy, Vz of this  one pair of 
individual is  then subjected to single point crossover 
between each of the same kind of sub chromosomes 
independently (i.e. crossover between Dga and Dga, Vx 
and Vx, Vy and Vy, Vz  and Vz,of both individual) to 
produce one pair of child individual.  

After crossover operation, all sub chromosome of 
produced one pair child individual is  subjected to 
spontaneous mutation independently. Through the 
crossover and spontaneous mutation processes, one pair 
of new individual is  produced and carried forward to the 
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next  generation. Above processes  are repeated until the 
making up of the deficit for M is  completed (M/2 times).  
In preliminary trials  we found two phenomena.  

The first of those phenomena is that the solution starts to 
converge around the 20th generation, so for subsequent 
generations we reduced the spontaneous mutation rate for 
all sub chromosomes. We did those to avoid destroying 
the sub chromosome that had already approached 
convergence. In the exact simulation, the spontaneous 
mutation rate is  changed from the 20th generation 
onwards as described in Section 4.2 Simulation Data. The 
results of the reducing the spontaneous mutation rate is  
described in Section 4.3 Results of Simulation.  
The second phenomenon is as follows. From the 10th  
generation onwards, new two type individuals  
(chromosome) are effective for the earlier convergence. 
One of them is  calculated as much 2% uniform random 
numbers of the sub chromosomes contained in the fittest 
individual of the current generation. The other is 
calculated as much 2% uniform random numbers of the 
sub chromosomes contained in the roulette selected 
individuals  from the current generation. The number of 
these new two type individual are 10% for total number 
of individual. The results of the supplement the modified 
sub chromosomes is described in Section 4.3 Results of 
Simulation.  

4 Evaluation Tests 

4.1 Evaluation Method 
We made a software system shown in Figure 3 for the 

evaluation of this research. This system consists of three 
modules of software, Observed data Generator, Estimated 
value Generator and Estimated value Evaluator.  They do 
cooperative works for evaluation.   

Observed data Generator 

Based on the theoretical movement characteristics of a 
flying object provided by the operator, the observed data 

generator calculates the theoretical values of the object’s, 
bearing (Bti) and elevation (Eti) at time ti for 1-second 
intervals from the time t0 at which the observation starts. 
It then adds normal random number errors εbti and εeti to 
the calculated theoretical values to simulate the errors 
produced by an observation system, such as electric 
magnetic wave beam fluctuations, instrumentation errors, 
and conversion errors, to produce the observed bearing 
(oBti) and observed elevation (oEti).  

As the observation time  ti is increased, the observed 
data generated for experimental use are stored along with 
the observation time ti in the database for observed data. 
This observation data gathering cycle is continued until 
simulation ends. 

Estimate value Generator 

The Estimated value Generator generates the estimated 
bearing (esBti) and estimated elevation (esEti) based on 
estimated sub chromosomes in the chromosomes. The 
initial values of the sub chromosomes are set randomly to 
values in the defined ranges by using uniform random 
numbers. and uses genetic algorithms to renovate the 
estimated values of sub chromosomes. The values of 
esBti and esEti (t0 ≤ ti ≤ tn) are calculated by Equations 
(6), (7) based on the renovated values of sub 
chromosomes. These renovated esBti and esEti are sent to 
the Estimated value Evaluator.  

Next, we will describe how the GA is used to renovate 
the estimated values of the sub chromosome. In the 
Estimated value Generator, the values of esBti and esEti 
corresponding to each individual are sent to the Estimated 
value Evaluator.  

Next, based on the received fitness values, the method 
described in section 3.4 is used to select the fittest 
individuals and perform crossovers and spontaneous 
mutations, thereby updating the generation i.e., 
renovating the estimated values of the sub chromosomes. 

Here, the renovating of the estimated values of the sub 
chromosomes using a genetic algorithm is started at the 
point when a certain set of observed data is stored into the  

Figure 2: Flowchart of genetic operation. 1 pair of chromosome  is selected by roulette 
selection, and crossover and spontaneous mutation are done for each sub-chromosome 
respectively. 
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database for observed data. Spontaneous mutation rate are 
changed at around convergence generation of the analysis 
in order to broaden the search space before convergence 
and to avoid destroying the solution after convergence.  

Estimated value Evaluator 

For every observation time, the Estimated value 
Evaluator calculates the fitness of each individual 
according to Equation (11) based on the values of the 
observed bearing (oBti) and elevation (oEti) input from 
the database for observed data and the estimated bearing  
(esBti) and estimated elevation (esEti) input from the 
Estimated value Generator. These calculated fitness 
values are sent to the Estimated value Generator, where 
they are used for genetic manipulation. The above 
processes of generating observed values, generating 
estimated values and performing evaluation are repeated 
until a stopping criterion is met. The stopping criterion 
was taken to be the fulfillment of either of two 
conditions: that an individual appears whose fitness 
exceeds a preset standard fitness, or that the number of 
generations of genetic manipulation becomes greater than 
a certain value. 

4.2   Simulation Data  
In this simulation, the parameters of genetic operation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

were set as follows:  
(1)maximum genetic manipulation generation:50 (2) 
observed data set prior to GA start : 60 (3) number of total 
individuals: 6000 (4)number of elite:60 (5)crossover 
ratio: 0.8 (6)spontaneous mutation rate: 0.00001 before 
the 20th generations, and 0.000005 from the 20th 
generation onwards.  

The physical parameters are as follows: 
(1) Initial distance : 150000m (2) Initial bearing : 5.0deg 
(3) Initial elevation : 5.0deg (4) Velocity of flying object : 

340m/s (5): Horizontal-course of flying object:110.0deg  
(6) Vertical-course of flying object : 5.0deg (7)observing: 

by two observers arranged 5km apart. (8) observation 
error (maximum) : 0.004 deg, 0.020deg, 0.100deg 

4.3   Results of Simulation 
Figure 4 shows how the best fitness for three kinds of 

error of the observation vary with the number of 
generations in cases where the movement of the fly ing 
object is assumed to be linear movement. To obtain a 
maximum fitness value of 1.0, the fitness fg on the 
vertical axis in this figures is the normalized value 
obtained from the relationship fg = 1− 1/f, where f is the 
fitness defined in Equation (11). The observations are  
made at 1-second intervals by the observer having an 
bearing and elevation observation errors. At the time of 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure3: The flowchart of GA evaluation system. The GA evaluation system consists of Observed 
data Generator, Estimated value Generator and Estimated value Evaluator.  

Table1: The accuracy of analyzed initial distance D(t0), 
velocity component Vx, Vy, Vz, velocity V, horizontal course 
Cmh and vertical course Cmv. 
 

sub-chromo D(t0)(m
) 

Vx(m/s) Vy(m/s) Vz(m/s) 

theory  150000 333.6 -58.8 29.6 
err=0.004o 37 0.1 0.1 0.1 
err=0.020o 155 0.6 1.2 0.2 
err=0.100o 522 0.8 4.0 0.3 
 
out put V(m/s) Cmh(deg) Cmv(deg) 
theory  340.0 100.0 5.0 

err=0.004o 0.1 0.0 0.0 
err=0.020o 0.5 0.2 0.1 
err=0.100o 0.6 0.7 0.2 

 

 Figure4: The maximum and average fitness for generations.  
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the 60th observation (i.e., 60 seconds after the 
observations are started), the first generation of GA starts. 
Figure 4 shows the best fitness (Fg) of three kinds of 
observation error grow up sharply and they converge 
around at 7~15th generation. The fitness of the 
observation error 0.004deg grows up at the earliest 
generation. The fitness of observation error 0.1deg grows 
up last. Table 1 shows the accuracy of the analyzed 
movement characteristics (sub chromosomes) for the 
three kinds observation error at the 50th generation. The 
accuracy of the observation error 0.004deg is the best and 
the accuracy of observation error 0.1deg is the worst 
among three kinds of error. Reducing the spontaneous  
mutation described in Section 3.4 Genetic Operation is 
effective for the early convergence by several %. New 
two type chromosomes described in Section 3.4 effects to 
make the convergence generation earlier by more than 
10%. These data are average values of 20 trials.  

4.4   Discussion 
From the above experimental results, it can be judged 

that by applying GA to the analysis  for the movement 
characteristics of a flying object whose four 
characteristics are all unknown, it is  possible to analyze 
these values only from time-series values of the observed 
bearing and elevation of the flying object obtained from 
observation equipment. Since the analysis results are all 
based on observation data, it can be judged that the 
necessary time for the completion of analysis  is effected 
by the errors contained in observed bearing and elevation. 
The smaller the errors contained in observed data are, the 
faster and the more accurately the analysis completes. 
However, even though, the errors contained in the bearing 
and elevation extend to around 0.1 degrees, the accuracies 
of the results and the completion time of the analysis  are 
still in effective range.  

To shorten the analysis time, we must do furthermore 
investigation for the effect of the parameters of GA. 
These parameters are  number of stored data prior to 
analysis start, number of chromosome, number of elite, 
crossover rate and mutation rate. Also, we must deepen 
the quantitative analysis of the effectiveness of reducing 
spontaneous mutation and new two type chromosome 
described in Section 4.3 Results of simulation.     

5   Conclusion 

As a problem including various issues such as 
multiobjective optimization, time-series prediction, the 
analysis from noisy observation data, and the solution of 
implicit functions, we have investigated the applicability 
of genetic algorithms to the analysis of the three 
dimensional and dynamic  linear movement of a flying 
object in the air based on the passive observed data. In the 
future ,we aim to demonstrate that genetic algorithms are 
suitable for solving three dimensional and non linear 
movement analysis problems for objects moving in the air 
and seawater by expanding this technique in a practical 
amount of time and practical level of precision. Also, we 
aim to demonstrate that genetic algorithms are suitable 
for the more wide and complex analysis for the facts in 
the nois y data. 
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Abstract
In this paper, we propose a Serially and Dynam-

ically Separating Genetic Algorithm (sDS-GA), and
apply it to optimize an agent-oriented control system
for an intelligent robot. The conventional DS-GA is
inapplicable as a learning algorithm for a single hard-
ware unit such as an intelligent robot. By the exten-
sion of a dynamically separating mechanism, the pro-
posed sDS-GA becomes applicable as an optimization
algorithm for a single hardware unit. We conducted
experiments with sDS-GA that optimize the parame-
ters of a control system for an intelligent robot called
MieC. The sDS-GA obtained not short-term but long-
term optimality. We also found that sDS-GA is effi-
cient for the optimization of an actual intelligent robot
under an unknown and dynamic environment.

1 Introduction

There have been many studies of control systems
for robots[1, 2]. In particular, many intelligent robots
operate by agent-oriented programming. However, in
agent-oriented programming, it is difficult to design
the entire agent optimally beforehand. In this pa-
per, we focus on a Dynamically Separating Genetic
Algorithm (DS-GA)[3, 4] as an optimization algorithm
for agents in an intelligent robot that is controlled by
agent-oriented programming.

An intelligent robot must be designed taking the
following into account. It has to do various processing
at the same time, such as target determination, image
processing, data transferring, and arm and wheel con-
trol. The priority of the processing changes in response
to the influences of external factors and internal fac-
tors, such as interaction with humans, and the residual
quantity of the battery. The optimal parameters for
processing are dynamically changed by these factors.
As such, an adaptation algorithm is required.

In the environment of an actual robot, there is a
time lag between the decision of the agent’s action
and the action of the robot. Whether or not the ac-
tion is appropriate is determined after a certain time’s
passing. In order to optimize the control system of an
actual robot, because of the above environment, an al-
gorithm that can obtain not short-term but long-term
optimality is required.

DS-GA has the ability to increase system-level op-
timality by the autonomous learning of agents based
on local information by using the dynamic separation
of the agent’s interaction. In other words, system-level
information emerges from collective agent-level infor-
mation by ”Swarm-Sensing,” which is a characteristic
of DS-GA. We expect that extended DS-GA will have
the ability to increase long-term optimality by the au-
tonomous learning of agents based on short-term in-
formation.

The conventional DS-GA uses the dynamically sep-
arating mechanism of its agents. However, in the case
where an agent controls a single hardware unit such
as an intelligent robot, the DS-GA is inapplicable as
a learning algorithm for a robot. In order to optimize
a single hardware unit that is designed by an agent-
oriented control system such as an intelligent robot,
we extend DS-GA to form a Serially and Dynamically
Separating Genetic Algorithm (sDS-GA) that includes
the time-separating mechanism of the agents.

In DS-GA, many agents act simultaneously, and the
interactions of many agents are restricted in a colony.
In sDS-GA, a control-agent is chosen serially and the
influence of the agent’s action is decreased with time.
In order to reduce an interaction with an agent that
belongs to other colonies, the agents who belong to
the same colony are chosen continuously.

In order to verify the validity of the proposed sDS-
GA, we applied the sDS-GA to an object tracing
task for a Movable Intelligent Evolutional Computer
(MieC) as an actual robot.
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2 Serially and Dynamically Separating
Genetic Algorithm (sDS-GA)

In this section, we propose the Serially and Dy-
namically Separating Genetic Algorithm (sDS-GA) as
an applicable DS-GA for an actual robot. The con-
ventional DS-GA uses dynamic separation as follows.
Agents that are separated into colonies act simulta-
neously. The interactions of agents are restricted in a
colony, and an agent cannot contact any agent that be-
longs to another colony. The colonies change dynami-
cally according to the number of agents they contain.
When the number of agents in a colony increases, the
colony is divided into two halves. A colony is extin-
guished when the number of agents it contains be-
comes 0.

We propose sDS-GA for use as a control system for
an actual robot. The basic idea of sDS-GA is as fol-
lows. In sDS-GA, control-agents are separated into
colonies. Agents in a colony control a robot in a pe-
riod serially. In a certain period, control-agents who
belong to a certain colony are chosen randomly, and
they control the robot serially. In the next period,
control-agents who belong to the next colony are cho-
sen randomly, and they control the robot serially.

As a result, the interval of control by an agent that
belongs to the same colony is much shorter than the
interval of control by an agent that belongs to other
colonies. In other words, the influence by a certain
agent’s action is strong for the agent that belongs to
the same colony, and weak for the agent that belongs
to other colonies. Serial separation is realized by such
a mechanism. We show the main routine of the algo-
rithm using sDS-GA in Fig. 1.

Colony loop (2)

Agent Chooseing (3)

Initialization (1)

Action (4)

Split and Extinction (5)

Dynamic Separation (6)

Random Elimination (7)

Agent loop

Figure 1: Main routine of the sDS-GA shown by NS
chart.

Specifically, in the experiments described in this pa-
per, the evolution of a population is based on the split

or extinction of agents according to their private per-
formance, e.g., accumulated profit. Consequently, an
agent’s autonomy is not spoiled and agents can still
learn by means of evolution. The learning algorithm
used by the DS-GA is as follows.

(1) Initialization: NA(t) agents at t = 0 are cre-
ated and separated into colonies. The number
of agents in a colony is NLim/2. The evalua-
tion value of an agent a, EA(a, t), is initially set
to EA(a, 0) and its action determination gene,
GeneAct(a), is initially randomly chosen.

(2) Colony Loop: Every colony takes charge of the
control in order.

(3) Agent Choosing: An agent is chosen from the
colony for robot control randomly.

(4) Action (Robot control of agent): The agent acts
for robot control. Details are shown in section 3.
The agent changes its own evaluation value based
on the result of the action.

(5) Split and Extinction of Agents: An agent is split
into two agents when the evaluation value by an
agent becomes more than twice the initial value
(EA(a, 0)). The two agents inherit half of the
original agent’s evaluation value. An action gene
is mutated according to the mutation probability
Pmut. An agent is extinguished from the colony
when its evaluation value becomes less than or
equal to zero.

(6) Dynamic Separation of Colonies: When the num-
ber of agents in a colony exceeds the limit NLim,
the agents are separated into two half-colonies.
The difference in the number of agents between
the two colonies is either 1 or 0.

(7) Random Elimination: When the total number of
agents that can exist in the robot control system
becomes greater than the initial number of agents
(NLim), a colony is eliminated at random.

In the experiments, the number of initial agents was
set to NA(0) = 100, the number of maximum agents
in a colony was set to NLim = 20, the mutation prob-
ability Pmut = 0.1, and the initial accumulated profit
EA(a, 0) = 100 for all agents.

3 Experiment

Each agent has an evaluation value for its own task
achievement, and has no information about the other
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task achievements. We think that the total of their
evaluation values is maximized, so that the system be-
comes optimal. But, it is not always maximized as an
entire system, even if each agent acts in order to max-
imize its task achievement, i.e., the system may have a
dilemma on a task achievement such as the following.
An agent may be unable to use computer resources to
do a task, if another is doing a task by using computer
resources. An agent may be unable to maximize a task
achievement in a longer term, if it maximizes a task
achievement in a shorter term.

In this section, we verify experimentally that sDS-
GA is efficient for actual intelligent robots. Here, we
use an auto guided tracked vehicle with a camera,
called (MieC) as an actual intelligent robot.

Concretely, applying sDS-GA, the control parame-
ters of MieC are optimized when MieC traces a ball
that moves on the same plane.

3.1 Movable Intelligent Evolutional Com-
puter (MieC)

Here, we use the Movable Intelligent Evolutional
Computer (MieC) shown in Fig. 2as an actual intel-
ligent robot. MieC has two motors as movable actua-
tors, two encoders for the motors as internal sensors,
and a camera as an external sensor.

Figure 2: Movable Intelligent Evolutional Computer
(MieC)

3.2 Tracing Control

The flow of target tracing control is shown in Fig. 3.
This control flow is one of the simplest in this case. (1)

The current position of the target is solved by process-
ing an image from the camera. (2) The position com-
mand of MieC is determined by the error between the
target position and the current position. (3) The tar-
get rotation angles of the left and the right tracks are
calculated from the position command, considering the
inverse kinematic of MieC. (4) The voltage commands
to motors are determined by the errors between the
target positions and the value current positions, re-
spectively. (5) The motors are rotated by the voltage
commands, respectively. (6) Return to (1).

(1)

G Motor(L)
-+

Motor(R)

θ  (t)L
θ  (t)R

M

GM

Pose(t)

GI
   Inverse
 Kinematic

Tracked
Vehicle

-+

-+
(2)

(3)

(4) (5)

Figure 3: The block diagram for the target tracing of
the traced vehicle

In steps (2) and (4), the commands are determined
by the errors and the gains GI and GM . Here we treat
the gains GI and GM as proportionality constants, al-
though the gains have to be determined, considering
the weight and the inertia moment of MieC and the
characteristics of the motors, etc. The execution cycle
(1)～(3) and the execution cycle (4)～(5) depend on
the execution speeds of image-processing and motor-
control, respectively. These execution cycles are con-
sidered to determine the gains GI ,GM . Here, these
parameters GI ,GM are optimized applying sDS-GA.

3.3 sDS-GA Coding

We give each agent gene GI or GM . GI takes one
of 10 quantized values 0.0, 0.1, 0.2, · · ·, 0.9. GM takes
one of 10 quantized values 0.0, 0.3, 0.6, · · ·, 2.7. The
agents with gene GI and gene GM can call the cycle(1)
～(3) and the cycle(4)～(5), respectively. However,
the agent cannot call a cycle before the same cycle is
completed. Each agent is evaluated by how much and
how fast MieC can trace the target during the time in
its duty.

3.4 Experiments and Discussion

We gained the following results. The histories of
the population ratios of GI(0.0, 0.1, 0.2, · · ·, 0.9) and
GM (0.0, 0.3, 0.6, · · ·, 2.7) are shown in Fig. 4, re-
spectively. The horizontal axes express the number
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of times the colony loop was performed. The vertical
axes express the ratios of GI and GM with each of 10
quantized values, respectively.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0 50  100  150

Gene 0.2

(a) The history of ratio G   I

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150

Gene 2.7

(b) The history of ratio G   M

Gene 1.2
Gene 0.4

Figure 4: The history of the population ratio

GI converged on the optimal value 0.2. GM did
not converge, but the average of GM in each colony
converged near the optimal value 1.8. It is believed
that the action time of each agent is so short in this
case that an agent’s action affects not itself but other
agents in the same colony, evenly. In other words,
agents in the same colony evenly affect each other. As
the results, the average in each colony converged, but
the agents did not converge. Therefore, a single agent
with GM cannot aquire the optimal value, but aquires
the optimal value as the average. On the other hand,
a single agent with GI aquired the optimal value. It
is believed that the average was equal to the value of
the agent, since only a few agents with GI are in the
same colony.

From the above discussion, it is believed that both
GI and GM are optimized by applying sDS-GA. The
sDS-GA is efficient for the optimization of a control
system for MieC as an actual intelligent robot under
an unknown environment.

4 Conclusion

In this paper, we proposed the Serially and Dynam-
ically Separating Genetic Algorithm (sDS-GA) as an
optimization algorithm for an actual intelligent robot
control system.

In order to verify the validity of sDS-GA for the op-
timization of intelligent robot control, we applied sDS-
GA to a target tracing task for a Movable Intelligent
Evolutional Computer (MieC) as an actual intelligent
robot.

Experimental results show that even if there is a
time lag between the decision of the agent’s action

and the action of the robot, and even if the agent
learns based on short-term information, sDS-GA can
obtain not short-term but long-term optimal param-
eters of the control system. These characteristics of
sDS-GA are similar to the characteristics of the con-
ventional DS-GA, which obtains system-level optimal-
ity by agents’ learning based on local information by
the use of ”Swarm-Sensing”. These results suggest
that sDS-GA is efficient for the optimization of an ac-
tual robot control system under an unknown environ-
ment.
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Abstract 
 

We have already proposed the voice quality 
conversion system using interactive evolution. Users can 
convert our voice to various voice qualities because it 
does not require a codebook. However the practical 
application of the system requires reducing the evaluator 
workload. This paper proposes two kinds of genetic 
operations, that is, “individual complement” and 
“adjustment after genetic operations” that aim to reduce 
the evaluator workload by improving the efficiency of 
tournament selection. The experimental result using the 
expediential function shows the proposed operations 
have effect of reduction of the workload.  
 
Keywords: Interactive Evolution; Evolutionary 
Computation; Voice Quality Conversion; 
 
 
1. Introduction 
 

The growth of communication technology increases 
variety of the online communication methods. In these 
days, as typified by online meeting services, we can 
communicate by our real voice on line. The development 
of voice processing technology is important for the 
growth of application area of these.  

The usual voice modification system realizes a 
specified voice quality by modifying another specified 
voice according to a codebook. It requires getting the 
voice data of conversion object and creating the 
codebook corresponding to the conversion. Therefore, it 
is only used to improve synthetic voice quality and to 
convert between the specified speakers. On the other 
hand, we have already proposed the voice modification 
system using interactive evolution [1]. Users can convert 
a voice selected freely to various voice qualities with it 
because it does not require the codebook. However a 
system using interactive evolution requires reducing the 
evaluator workload to put into practical use [2].  

We applied tournament selection for evaluator 
workload reduction to the system. For further 
improvement, this paper proposes two kinds of genetic 
manipulation that aims to improve the efficiency of 
tournament selection, and reports the evaluation result. 

2. Voice modification system using 
interactive GA 

 
Fig. 1 shows the voice modification system using 

interactive evolution. The system is trisected by a voice 
conversion part which converts input voice with 
conversion coefficients, a learning part which search the 
conversion coefficients with genetic algorithms (GA), 
and a GUI part. This section explains the system with the 
focus on the voice conversion part and the learning part. 

The voice conversion part treats three prosodic 
elements – voice frequency, voice amplitude, and speech 
tempo – as control information. It creates new voice 
quality by compressing or expanding the above elements 
according to conversion coefficients that are real number. 
This paper describes the conversion coefficient of 
frequency as PIT, of amplitude as POW, and of speech 
tempo as TMP. The learning part searches PIT, POW, and 
TMP which realize the target voice quality.  

The learning part repeats the search process 
explained below until the system detects the target. This 
section explains it by assuming the population size is 2N 
if it does not apply the operation proposed in this paper.  
The individuals in population consist of three kinds of 
chromosome. The each chromosome keeps PIT, POW, 
and TMP as bit string. First the process performs 
tournament selection that a user chooses one candidate 
among three. The selection is repeated N times. 
Therefore, it has N individuals after finishing the 
selection. Then it creates new N individuals by 
performing one-point crossover and mutation to the 
selected N individuals. At last it creates the population in 
net generation by adding the N individuals before and 

Fig. 1: The system configuration outline of voice 
quality conversion system. 
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after performing the crossover and mutation.  
The selection presents individual in population at 

least one time, and forbids selecting a candidate twice. 
Although the selection reduces the evaluator workload 
required in one generation, it may increase the generation 
number until convergence. For further reduction, the next 
section proposes two kinds of genetic manipulation to 
reduce the search time.  
 
 
3. Proposal of genetic operations reducing 

the evaluator  workload 
 

This section proposes two kinds of genetic operations 
in order to reduce the evaluator workload. First the 
section 3.1 proposes “individual complement” for 
reduction of evaluation times required in one generation. 
The section 3.2 proposes “adjustment after genetic 
operations” for diversity maintenance of population. At 
the last of this section, we show the search process which 
applying the proposed operation.  
 

3.1. Individual complement 
 

The reduction of evaluator workload is realized by 
curtailment of evaluation times in one generation. 
However it has adverse effect to search ability because it 
cut down the population size. The operation “individual 
complement” realizes the curtailment by complementing 
the reduction of individuals with individuals created 
based on the individuals selected in same generation. In 
addition, this operation aims at improvement of search 
ability by complementing with individuals created based 
on bit information of the selected individuals. This 
operation creates the individuals a reduction number of 
evaluation times, and uses these to complement.  

This section below explains how to create the 
individual to complement the individual reduction. The 
individual consists of PIT, POW, and TMP chromosomes 
that are created by a process explained below. This 
section explains the process if it creates a PIT 
chromosome. A similar process creates the others. First 
the process takes PIT chromosome form the individuals 
selected in same generation, and creates a group of PIT 

chromosome. Next it investigates the maximum and the 
minimum of real-valued PIT kept in the group. Then it 
calculates an absolute value of difference between the 
maximum and the minimum of PIT. If the absolute value 
is over a threshold which is set beforehand, it creates the 
PIT chromosome by using the upper creation method in 
Fig. 2. It choices one chromosome from the group, and 
makes it the PIT chromosome of individual for 
complement. If the absolute value is under the threshold, 
it uses the lower method in Fig. 2. It investigates the 
percentage of bit value in each digit of PIT chromosome 
in the group of PIT, and creates a probability table of bit 
value as shown in Fig. 2. Then it creates bit string 
according to the table, and makes the created bit string 
the PIT chromosome of the individual for complement.  

 
3.2. Adjustment after  genetic operations 

 
Next this section proposes the operation “adjustment 

after genetic operations” in order to maintain diversity of 
population. The “individual complement” proposed in 
previous section promotes early detection of the target 
individual. However it may make the population drop 
into premature convergence because it reduces diversity. 
The operation proposed in this section maintains 
diversity, and tries to improve the effect of the individual 
complement.  

This operation is illustrated by Fig. 3. First it 
investigates whether the population has two same 
individuals. If the population has, it performs mutation to 
chromosome in the one individual with fixed probability. 
This mutation makes a chromosome mutate within about 
between -0.256 and 0.256 from the original value if the 
chromosome has 3 decimal places. In Fig. 3, the lower 
individual in the squared two individuals in mutated. The 
convergence speed is easy to become blunt by the target 
individual. Therefore, this mutation does not take very 
big mutation amount.  

The purpose of this operation is near to the purpose 
of heterogeneous recombination in CHC (cross 
generational elitist selection, heterogeneous 
recombination, and cataclysmic mutation) [3]. However 
this operation differs from the heterogeneous 
recombination because this operation maintains the 

Fig. 2: The creation method of chromosome 
based on chromosome group 

Fig. 3: The image of adjustment after genetic 
operations 
 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 472



 

number of individuals. This operation increases diversity 
with keeping the number of individuals, and maintains 
the number of candidate’s kinds. According to the above, 
this operation aims at the early detection of target 
individual.  
 

At last, we explains the search process if the system 
applies the proposed operations. We assume that the 
population size is 2N to contrast with the search process 
explained in section 2. First the process performs 
tournament selection with threefold choice. The selection 
is performed 2N/3 times in one generation. The number 
of evaluation times is decided by the lowest times 
required to bring up all individuals with the threefold 
choice evaluation. As the result of this selection, 2N/3 
individuals are selected. Next it increases the number of 
the individuals to N by performing the “individual 
complement”. After that, it creates new N individuals by 
performing one-point crossover and mutation to the N 
individuals. It creates 2N individuals by adding the N 
individuals before and after performing crossover and 
mutation. Finally, it performs the “adjustment after 
genetic operations” to the 2N individuals, and makes the 
individuals the population in next generation. By 
performing the proposed operations as described above, 
the operations aims at improvement of efficiency of 
tournament selection.  
 
 
4. Evaluation exper iment 
 
 4.1. Evaluation method 
 

Since the voice modification system adopts 
interactive GA, repeating the experiment of this system 
tasks the evaluator. Therefore, as a matter of convenience, 
this paper experiments with an evaluation function 
described below.  

The evaluation function calculates a point of each 
candidate, and choices a candidate which has the lowest 
point. The point of a candidate is decided by a total of 
three values. These are absolute value of difference 
between each conversion coefficient of the target and the 
candidate. The experimental system searches the target 
with it, and records the generation number when the 
system detects the target.  

This experiment was performed with the parameters 
below. The population size was 30. Therefore, it 
performs the selection 10 times in one generation if the 
system applies the “individual complement”, and 
performs 15 times if it does not apply. PIT and TMP have 
3 decimal places, and POW has 2. The bit length of PIT 
or TMP chromosome is 13, and that of POW is 11. The 

crossover rate is 1.0. The mutation rate was 0.3. The 
threshold used in the individual complement was set 
0.0025 to PIT or TMP, and set 0.025 to POW. The 
mutation rate in the adjustment after genetic operations 
was set 0.4. A coefficient value of the initial individuals 
was created randomly within the range from 0.4 to 2.5 if 
it is PIT, within the range from 0.4 to 2.5 if it is POW, 
and within the range from 0.5 to 2.5 if it is TMP.  
 
 4.2. Exper imental results 
  

This section reports the evaluation results. We 
performed experiment to the 4 kinds of the system; the 
system that does not apply the proposed operations, that 
applies one of the proposed operations, and that applies 
both proposed operations. Each experiment is performed 
5000 times, and graph-ized the result. The target 
conversion coefficients of these experiments were set 1.5 
to PIT, set 4.0 to POW and set 0.8 to TMP.  

First we show the result applying the individual 
complement by Fig. 4. The horizontal axis of the graph 
shows the generation number when the system detected 
the target. The vertical axis shows the number of times 
which the system could detect on the generation number 
of the horizontal axis. The result shows the operation 
decreased the average number of generation required 
until detection from 50.5426 to 43.314, the shortest 
number form 19 to 16, and the maximum number from 
128 to 110. On the other hand, the application of 
adjustment after genetic operations decreased the shortest 
number of generation required until the target detection 
from 19 to 14, and the maximum number from 128 to 98. 
However, it had little effect to the average number.  

Next, this section shows the result when the system 
applied both proposed operations. Fig. 5 shows the 
experimental result. This experiment took the best result 
in this paper. The average number of generations was 
38.3840, the shortest number was 12, and the maximum 
number was 84. In addition, as shown in Fig. 6, we 
compare this result with the result in the case the system 
applied half of the proposed operations. Although the 
adjustment after genetic operations had little effect to the 
average number in the previous result, it had effect when 
it is applied with the individual complement. By applying 
it to the system that applies the individual complement, it 
decreased the average number of generations from 
43.3140 to 38.3840, the shortest number from 110 to 84, 
and the maximum number from 16 to 14.  
 
4.3. Discussion 
 
Fig. 4 shows the individual complement is effective 

to improve the efficiency of tournament selection. It 
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Fig. 5: The result applying the proposed operations 

Fig. 4: The result applying the individual complement 
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decreases evaluation times required in one generation by 
2/3 in addition to the reduction effect of the generation 
number. The adjustment after genetic operations did not 
have effect to the average number of generations required 
until target detection. However, Fig. 7 shows it reduces 
the average number when applied system applied the 
individual complement. We consider that this result 
shows the adjustment after genetic operations 
complements diversity which is decreased by the 
individual complement.  

The section below estimates how much the 
evaluation times were reduced by the proposed 
operations according to the experimental results. If the 
system did not apply the proposed operations, it 
performed evaluation 15 times in one generation and 
required 50.5426 generations until target detection on an 
average. Therefore, it gave users 758.139 times 
evaluation on an average. On the other hand, if the 
system applied, it evaluated 10 times and required 
38.3840 generations. Therefore, it required 383.84 times 
evaluation on an average. Altogether, the proposed 
operations decreased the evaluation times by about 49%. 
It means that the proposed operations are effective to the 
efficiency improvement of tournament selection.  
 
 
5. Conclusion  

 
This paper proposed the “individual complement” 

and the “adjustment after genetic operations” to reduce 
the evaluator workload in the voice modification system 
using interactive GA which applied tournament selection. 
As a result of the experiment using a function which 
evaluates voices replaced by users, the proposed 
operations reduced the evaluation times required until 
target detection about 49%. In future, the system requires 
further improvement of a system side and interface side 
to the system easy to use.  
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Fig. 6: The comparison between the result applying 
the proposed operations and the result applying the 
one-half of operations 
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Abstract
In this paper, we propose a fitness modification

method to improve the performance of genetic algo-
rithms. In the proposed method, the distance from
each individual to the best one in the current popula-
tion is used to modify its fitness value. First we ex-
amine the behavior of a genetic algorithm for various
function optimization problems from the viewpoint of
diversity of the population. Next we demonstrate that
the performance of the genetic algorithm is improved
by the proposed method for those problems that are
difficult for the genetic algorithm to efficiently find op-
timal solutions. Finally, we examine the performance
of our fitness modification method on a dynamically
changing function optimization problem.

1 Introduction

The balance between exploration and exploitation
is undoubtedly a key issue in the research of genetic
algorithms. In genetic algorithms, this issue can be
discussed in terms of the diversity and the selection
pressure. That is, the diversity in the population cor-
responds to the exploration ability and the selection
pressure corresponds to the exploitation ability of ge-
netic algorithms. It is, however, difficult to find the
best balance between the diversity and the selection
pressure. For example, if one tries to keep a large di-
versity in the population, the search speed may slow
down. On the other hand, if the selection pressure
is high, the population is likely to converge to a lo-
cal optimal solution. This issue has been discussed in
various literature (for example, see [1]).

In this paper, we examine the effect of fitness modi-
fication on the performance of genetic algorithms from
the viewpoint of diversity of the population. The aim
of our fitness modification is to have high search ability
with a large diversity in an entire population. We also
examine the performance of the fitness modification
method in a dynamic function optimization problem

where the shape of the objective function changes over
generation.

2 Performance of GAs

This section examines the performance of genetic
algorithms on some function optimization problems.
The performance is measured from the viewpoint of
diversity as well as the search ability.

2.1 Function Optimization Problems

In the computer simulations in this paper, we use
the following functions for function optimization. All
of them are to be minimized.

F1 : f1(xi|1 ≤ i ≤ n) =
n∑

i=1

x2
i ,

xi ∈ [−5.12, 5.11], (1)

F2 : f2(xi|1 ≤ i ≤ n)

= 10× n +

[
n∑

i=1

x2
i − 10 cos(2πxi)

]
,

xi ∈ [−5.12, 5.11], (2)

F3 : f3(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

[
100

(
xi+1 − x2

i

)2 +
(
1− xi

)2
]
,

xi ∈ [−2.048, 2.047], (3)

F4 : f4(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

(
100

((
i + 1

)
yi+1 −

(
iy2

i

))2 +
(
1− iyi

)2
)

,

yi = xi/i, xi ∈ [−2.048, 2.047]. (4)
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Function F1 is the first function of the DeJong’s
test suite, Function F2 is the Rastrigin function, Func-
tion F3 is the Rosenbrock function and Function F4 is
the ill-scaled Rosenbrock function. The optimization
problems of the above functions are static (that is,
they do not change their shapes during the execution
of optimization algorithms).

2.2 Entropy

In this paper, we use entropy as a measure of the
diversity of the population [2]. The entropy measure
of a population P is calculated as follows:

E(P ) = −
L∑

l

{pl log pl + (1− pl) log(1− pl)}, (5)

where pl is the proportion of the value 1 in the l-th bit
in the population P, and L is the length of a bit string
(i.e., an individual). We examine the entropy measure
of the following subpopulations: 20 × m neighboring
individuals for best one in genotype space, where m =
1, 2, 3,…. Figure 1 shows the subpopulations of which
we examine the entropy. A low entropy measure means
that a large number of individuals are the same bit
string.

� Genotype space

40 individuals (m=2)

20 individuals (m=1)

Elite individual

60 individuals (m=3)

80 individuals (m=4)

Genotype space

40 individuals (m=2)

20 individuals (m=1)

Elite individual

60 individuals (m=3)

80 individuals (m=4)
�

Figure 1: Examined subpopulations (m=1,2,3,4)

2.3 Experiments

We applied a genetic algorithm to each function op-
timization problem ten times. During the execution
of the algorithm, we monitored the diversity of the
subpopulation as well as the function values of elite

individuals. Parameter specifications of the genetic
algorithm in our experiments are shown in Table 1.

Table 2 shows the average function value of the ob-
tained solutions over ten runs and the number of suc-
cessful runs (R) where the optimal solution was found.
We can see that the genetic algorithm could not find
the optimal solution of F3 nor F4. In Figure 2 and
Figure 3, we show the entropy measure of 20 neigh-
boring individuals for the best individual and the en-
tropy measure of the entire population, respectively.
From these figures, we can see that during the execu-
tion for F3 and F4 the genetic algorithm keeps higher
diversity maintained in 20 neighboring individuals and
in the entire population than for F1 and F2. This is
why the genetic algorithm could not find the optimal
solution of F3 nor F4. We also show in Figure 4 the
distribution of individuals in the final generation for
F3. From this figure, we can see that the population
does not converge around the optimal solution.

Table 1: Parameter settings
Population size　 400
Crossover probability 1.0
Mutation probability 0.05
Stopping criterion (no. of generations) 500

Table 2: Simulation results for each problem
Function value R

F1 0.0 10
F2 0.0 10
F3 0.000219 0
F4 0.000155 0

3 Fitness Modification

In this section, we propose a fitness modification
method and demonstrate that the performance of the
genetic algorithm is improved by our fitness modifica-
tion method.

3.1 Fitness Modification Method

In our fitness modification method, the best indi-
vidual with the lowest function value in the population
is selected from the current population. The selected
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Figure 2: Entropy measure of 20 neighboring individ-
uals for the best individual
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Figure 3: Entropy measure of the entire population

individual is called a reference individual. The fitness
value is calculated for each individual in the popula-
tion for a function minimization problem as follows:

fitnessi = Fi ×
{(

10di

D

)2

+ 1

}
, (6)

where Fi is the function value of the i-th individual,
di is the phenotype distance from the i-th individual
to the reference individual, and D is the length of the
diagonal line in the phenotype search space.

The proposed fitness modification method in (6)
means that the fitness value is increased if di is large
(i.e., if the i-th individual is far from the reference in-
dividual.). On the other hands, if di is not large, the
fitness value of an individual is almost the same as its
objective function value.

3.2 Experiments

In this section, we use F3 and F4 in computer sim-
ulations. We applied the genetic algorithm with our
fitness modification method to each function optimiza-
tion problems ten times.

�

2.047

-2.048
-2.048 2.0471x

2x

Optimal solution2.047

-2.048
-2.048 2.0471x

2x

Optimal solutionOptimal solution

�

Figure 4: Distribution of individuals in the final gen-
eration for F3

Table 3 shows the average function value of ob-
tained solutions over ten runs and the number of runs
where the optimal solution was found. In this table,
the genetic algorithm (GA) with our fitness modifica-
tion method is denoted as GA+. From this table, we
can see that the performance of genetic algorithms was
improved by our fitness modification method. Figure
5 shows the entropy of various subpopulations in the
final generation. From this figure, we can see that
the entropy was decreased by our fitness modification
method.

Table 3: Simulation results for F3 and F4

Function value R
GA 0.000219 0F3

GA+ 0.0 10
GA 0.000155 0F4

GA+ 0.0 10

4 Adaptability for Dynamic Environ-
ment

Dynamic environments form a difficult class of
optimization problems for evolutionary algorithms.
Branke [3] suggests that his memory-based genetic al-
gorithm is able to efficiently adapt to changing envi-
ronments. In this section, we examine the performance
of our fitness modification method for a dynamically
changing function.
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final generation

4.1 Function Optimization Problems

In this section, We examine the performance of our
method on the following function:

F5 : f5(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

[
100

(
yi+1 − y2

i

)2 +
(
1− yi

)2
]
,

yi = xi − (
t

500
− 1), xi ∈ [−2.048, 2.047] (7)

where t is the index of the generation, which serves as a
time index during the execution of genetic algorithms.
The characteristic feature of the above function is that
the optimal point gradually moves over generations
while the optimal function value is always the same
(i.e., 0.0).

4.2 Experiments

We examine the performance of the genetic algo-
rithm and the genetic algorithm with our fitness mod-
ification method on the dynamically changing function
optimization problem in (7). The genetic algorithms
were executed ten times in the same manner as in the
previous section. In the genetic algorithm, we exam-
ined three specifications of the tournament size (TS):
TS=2, 3, 5. Figure 6 shows the best function value for
F5 at each generation of each algorithm. From Figure
6, we can see that the modified version of the genetic
algorithm (GA+) is more adaptable to the changing
environment than the original version without the fit-
ness modification method.
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Figure 6: Best function value for F5

5 Summary

In this paper, first we examined the behavior of
the genetic algorithm for several function optimization
problems from the viewpoint of the diversity of the
population. Next, we examined the effect of our fitness
modification method for difficult problems where the
genetic algorithm can not efficiently find their optimal
solutions. In our computer simulations, we showed
that the performance of the genetic algorithm was im-
proved by our fitness modification method. Finally, we
examined the performance of our fitness modification
method on a dynamically changing function optimiza-
tion problem. It was shown that the fitness modifica-
tion method improved the adaptability of the genetic
algorithm.
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Abstract
Recently, Data Management System (DMS) is used

in various fields, and the importance of data mining
extracting important rules from a large-scale database
has been recognized widely. Although the conven-
tional data mining using statistical techniques has
been developed, a novel algorithm of data mining us-
ing Genetic Network Programming (GNP)is proposed
in this paper. The proposed system using GNP with
directed graph structures can extract automatically
the correlation rules showing the importance of data.
GNP has been proposed and studied as a new method
of evolutionary computations. GNP is constructed by
the network structure whose gene consists of the di-
rected graph, so it is possible to search solutions effec-
tively by the implicit memory function of the network
structure. Until now, the applicability and availability
of GNP to the real-world applications have not been
studied, whereas it has been applied to virtual-world
examples such as Tile-world and its effectiveness has
been proved through the comparison with GP. We de-
scribe a method to extract correlation rules automat-
ically using support and confidence, and experimental
results are described to show the effectiveness of the
proposal method.

Keywords: Data Mining, Correlation Rule, Ge-
netic Network Programming, Evolutional Algorithm.

1 Introduction

Information is spreading in the information-
oriented society almost every day. In this circum-
stance, Data Management System (DMS) has been
attracted recently. People interested in DMS have not
only managed the data but tried to extract knowledge
from the data, and this has become important theme
in these days. In this sense, data mining capable of ex-
tracting hidden knowledge from an enormous database
has been noticed recently. Database techniques using

statistical techniques such as decision tree, correlation
rule, and cluster analysis have been proposed in order
to carry out data mining efficiently.[1][5]

Finding the correlation rules[1][5], that is, discov-
ering the relevance or pattern existing in the set of
items of the records, is one of the methods which can
be easily understood.

But, the cost of extracting the correlation rules us-
ing the traditional statistical techniques is fairly high.

In this paper, we propose a novel data mining tech-
nique using Genetic Network Programming (GNP)[2]
whose gene has directed graph structures in order to
overcome the disadvantages of the conventional meth-
ods.

A complex mathematical algorithm could not solve
the problems caused by the large size of database but
an evolutional algorithm could do it because GNP has
such features as 1) reusing the nodes and 2) having the
directed graph structure. In other words, GNP can
extract correlation rules efficiently using the directed
graph structure and keeping the size of the individuals
fixed due to the reused nodes.

The fitness of GNP having a number of correlation
rules is calculated and GNP is evolved by the calcu-
lated fitness.

Data mining and GNP are briefly discussed in sec-
tion 2 and 3, respectively. The basic structure of the
proposed method is described in section 4, followed by
simulation results in section 5, and the conclusions in
section 6.

2 Data Mining (Market Basket Anal-
ysis)

In this section, the market basket analysis is re-
viewed briefly, which is used in the simulation of this
paper as the benchmarking problem.

When we deal with the shopping cart filled with
goods in a supermarket, we can talk about the market
basket analysis.[1][5] The shopping cart tells what a
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customer buys. Each customer buys a quality of dif-
ferent items because the characteristics of customers
are different from each other. Therefore, we can get a
lot of information through them.

We can analyze the purchase lists of buyers in
the market basket analysis to understand the general
trend of the purchase of customers. The market basket
analysis can give us the insight about the information
on buying goods and can suggest us the new design of
the shopping site because it shows us what combina-
tion of the goods is sold well. Furthermore it can show
us where better sites for special goods are.

Merits of the market basket analysis are the avail-
ability and clearness of the results expressed by cor-
relation rules. The correlation rules have intuitional
properties because they express what kinds of relations
the goods on the shelves have each other. Namely, the
merits of finding the correlation rules by the conven-
tional methods are:

1. It is easy to understand the correlation results
clearly.

2. It is powerful to analyze the complicated data.

3. It is suitable to the data with variable size.

4. It is simpler than other algorithms for analyzing
the data.

However they have several shortcomings:

1. The cost of calculating correlation rules increases
exponentially with the size of problems.

2. It is difficult to deal with rare items.

We will show that the proposal method can over-
come the above shortcomings by analyzing the market
basket analysis using GNP in this paper.

3 Genetic Network Programming

In this section, Genetic Network Programming
(GNP) is explained in detail. Basically, GNP is an
extension of GP in terms of gene structures. The orig-
inal idea is based on the more general representation
ability of graphs than that of trees.[2]

3.1 Basic structure of GNP

The basic structure of GNP is shown in Fig.1. As
shown in Fig.1, the directed graph structure is used
to represent individuals. GNP is composed of plural

Figure 1: The basic structure fo GNP individual

nodes which are roughly classified into two kinds of
nodes: JUDGEMENT NODE and PROCESSING NODE.

JUDGEMENT NODEs correspond nearly to elementary
functions of GP and PROCESSING NODEs correspond al-
most to terminal symbols of GP. JUDGEMENT NODEs are
the set of J1, J2, · · · , Jm, which work as some kinds of
judging functions. On the other hand, PROCESSING
NODEs are denoted by the set of P1, P2, · · · , Pn, which
work as some kinds of action/processing functions.
The practical roles of these nodes are predefined and
stored in the library by supervisors.[3]

GP’s elementary functions and terminal symbols
are repeatedly used in a tree structure. In the same
way, there are some J1s, J2s, P1s, P2s and so on in
GNP as shown in Fig.1. These JUDGEMENT NODEs and
PROCESSING NODEs are the essential elements of GNP.
The number of these nodes may be determined as a
result of evolution like GP. Actually, GNP can use this
strategy, in other words, GNP can adopt evolving the
genotypes with variable number of nodes, but in this
paper GNP evolves only the networks with the prede-
fined number of nodes. It would be better to say that
GNP here evolves the genotypes with fixed number of
nodes. We set the number of each node in GNP equal
to each other, e.g., J1×3, J2×3, · · · , P1×3, P2×3, · · · ,
and so on.

Additional specific nodes, start node S, is involved
in GNP. Start node indicates the start point of GNP,
which corresponds to GP’s root node.

Once GNP is booted up, the execution starts from
the start node, then the next node to be executed is de-
termined according to the connection from the current
activated node. If the activated node is JUDGEMENT
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Figure 2: The genotype expression of GNP node

NODE, the next node is determined by the judgement
at the activated JUDGEMENT NODE. When PROCESSING
NODE is executed, the next node is uniquely determined
by the single connection from PROCESSING NODEs.

The genotype expression of GNP node[4] is shown
in Fig.2. This describes the gene of node i, then the
set of these genes represents the genotype of GNP in-
dividuals. All variables in these genes are described by
integer. NTi describes the node type, NTi = 0 when
the node i is JUDGEMENT NODE, NTi = 1 when the node
i is PROCESSING NODE. IDi is an identification num-
ber, e.g., NTi = 0 and IDi = 1 mean node i is J1.
Ci1, Ci2, · · · , denote the nodes which are connected
from node i firstly, secondly, · · · , and so on depend-
ing on the arguments of node i. The total number of
connection genes depends on the arity of the node’s
function. di and dij are the delay time. They are the
time required to execute the processing of node i and
delay time from node i to node Cij , respectively. GNP
can become materialized more realistically by setting
these delays.

3.2 Genetic operator of GNP

The following genetic operators[4] shown in Fig.3
and 4 are used in GNP. Mutation operator affects
one individual. All the connections of each node are
changed randomly by mutation rate of Pm (shadowed
in Fig.3). Crossover operator affects two parent indi-
viduals All the connections of the uniformly selected
corresponding nodes in two parents are swapped each
other by crossover rate of Pc between the two parents
(shadowed in Fig.4). GNP evolves the fixed number
of nodes, as I mentioned before, crossover is applied
to the corresponding nodes selected uniformly in two
parent genotypes as shown in Fig.4.[2][3][4]

Note that these genetic operators will not change
any node functions, they only change the connection
among the nodes. Therefore GNP doesn’t evolve the

Figure 3: Mutation of GNP

Figure 4: Crossover in GNP

functions of the nodes, but evolves the connections
between nodes.

4 Data Mining Structure using GNP

In this section, the proposed method for extracting
correlation rules is described. First, we describe the
fundamental concept dealing with the application of
GNP to data mining.

1. Set the structural condition of GNP to extract
correlation rules effectively.

2. Express a correlation rule by transition from the
group of judgment nodes to the group of process-
ing nodes in GNP.
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3. Determine if the extracted rules are good enough
or not using the support and the confidence.

4.1 Expression of Correlation Rules with
GNP

Here, how to express the correlation rules using
GNP is stated. The correlation rule shows the fol-
lowing relation between attributes in database,

if X then Y (X ⊂ I, Y ⊂ I, I : item set) (1)

JUDGEMENT NODE corresponds to each element of set
X, while PROCESSING NODE deal with each element of
set Y , when a correlation rule is expressed by GNP.
We define a correlation rule as the transition from the
starting node S to the PROCESSING NODE following a
JUDGEMENT NODE J . For example, a correlation rule of
if A, B then C, D is expressed by the node connection
like Fig.5.

Figure 5: The expression of the correlation rule using
nodes in GNP

4.2 Support and Confidence

When the correlation rule is expressed by (X ⇒ Y ),
where X is called antecedent and Y is called conse-
quent, we define Support as the ratio of the records
satisfying both X and Y , and Confidence as the ratio
of records satisfying Y among the records containing
X.[1][5] The following Support and Confidence are
used as the index to evaluate the importance of the
correlation rule.

Support(X ⇒ Y )
Confidence(X ⇒ Y )

(2)

For example, Support of (X(A,C) ⇒ Y (D)) is 0.25,
and the Confidence is 0.5 in Table.1. In the case of
(X(B, C) ⇒ Y (E)), Support is 0.5 and Confidence
of it is 1.0.

Comparing with the conventional data mining
method (apriori algorithm[1]) that extracts all the

Table 1: Database example
Database

ITEMTID
A B C D E

1 1 0 1 1 0
2 0 1 1 0 1
3 1 1 1 0 1
4 0 1 0 0 1

rules having more than minimum Support and
Confidence values in database, GNP has a feature
that it can extract correlation rules having high fit-
ness considering the structural condition of GNP.

4.3 Fitness

Individuals of GNP are evolved by an evolutionary
algorithm using Support and Confidence as the index
of fitness. The fitness of the proposed algorithm uses
the following:

Fitness =
1
|L|

(∑

l∈L

Support(l)× Confidence(l)

)

(3)

L : set of the number of rules
in GNP

Support(l) : Support of rule l in GNP
Confidence(l) : Confidence of rule l in GNP

4.4 Extracting correlation rules by GNP

We set up several constraints to extract the corre-
lation rules effectively in designing GNP. First, GNP
reuses the nodes. If the node already used is reused at
JUDGEMENT NODEs, a loop is created among JUDGEMENT
NODEs. To overcome the loop problem, we set up sev-
eral JUDGEMENT NODEs in GNP which express the same
item.

In addition, we set several starting nodes connect-
ing to JUDGEMENT NODEs, which means that all the
rules are created by searching all the tuples in the
database from the starting nodes.

The method to generate correlation rules using
GNP is as follows:

1. Generate if part of the rule by searching the tuples
in the database.

2. Generate then part of the rule by transfering the
PROCESSING NODEs in GNP.
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Figure 6: The flow chart of the proposed algorithm

We use a general evolutionary algorithm and select
the better individuals for the next generation.

The flow chart of the proposed algorithm is as follow
(See Fig.6).

1. Initialize GNP randomly.

2. Apply genetic operations to GNP.

3. Generate correlation rules using GNP.

4. Evaluate the generated rules by Support and
Confidence of the rules.

5. Calculate the fitness of each individual.

6. Select the better individuals to the next genera-
tion.

7. Move to 2, until a terminal condition meets.

5 Simulation

The effectiveness of the proposed algorithm is
studied by extracting the correlation rules from the
database having 10 attributes.

5.1 Simulation Parameters

200 individuals of GNP are used considering
that many rules should be extracted in a short
running time. The mutation probability and the

crossover probability were set at 0.01 and 0.1
respectively[2][3][4]. We also used the elite strategy
to move the elite individual to the next generation.[2]

5.2 Simulation Results

Database is made up of 10 attributes (from A to J)
and 100 records. Each attribute is a binary code. As-
suming the market basket analysis as an benchmarking
problem, 0 denotes that the customer doesn’t buy the
item and 1 indicates that he buys the item. Moreover,
the database used in the simulation is made artificially.
For example, we set five artificial rules in the database
like the records from 1 to 6 are the ones for extract-

Table 2: Support and Confidence of the given 5 kinds
of rules

Correlation Rule Support Confidence
1 A ⇒ J 0.050000 0.500000
2 B ⇒ E 0.060000 0.461538
3 C ⇒ D 0.070000 0.636364
4 F ⇒ G 0.060000 0.666667
5 H ⇒ I 0.060000 0.428571

Table 3: The results wiht evolutionary algorithm
Correlation Rule Support Confidence

1 A ⇒ J 0.050000 0.500000
2 B ⇒ E 0.060000 0.461538
3 C ⇒ D 0.070000 0.636364
4 F ⇒ G 0.060000 0.666667
5 H ⇒ I 0.060000 0.428571
6 A ⇒ C 0.010000 0.100000
7 BE ⇒ D 0.010000 0.166667
8 B ⇒ H 0.010000 0.076923
9 E ⇒ D 0.030000 0.214286
10 C ⇒ J 0.020000 0.181818
11 I ⇒ H 0.060000 0.400000
12 D ⇒ E 0.030000 0.250000
13 J ⇒ A 0.050000 0.416667
14 DJ ⇒ C 0.010000 1.000000
15 I ⇒ G 0.030000 0.200000
16 C ⇒ G 0.020000 0.181818
17 DF ⇒ E 0.010000 1.000000
18 J ⇒ C 0.020000 0.166667
19 G ⇒ F 0.060000 0.375000
20 B ⇒ G 0.000000 0.000000
21 I ⇒ A 0.010000 0.066667
22 D ⇒ C 0.070000 0.583333
23 E ⇒ B 0.060000 0.428571
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Table 4: Comparing the elite individual at each gen-
eration

The total number ofGeneration
extracted rules

Fitness

300 89 0.076441
500 92 0.078151
1000 89 0.080956

ing (A ⇒ J), the records (7 ∼ 12) are for (B ⇒ E),
the records (13 ∼ 18) are for (C ⇒ D), the records
(19 ∼ 24) are for (F ⇒ G), and the records (25 ∼ 30)
are for (H ⇒ I). The records from 31 to 100 are made
randomly.

Table.2 shows Support and Confidence of the
given 5 kinds of rules and Table.3 shows the results
with the proposed algorithm. Comparing Table.2 and
Table.3, we can see that the rules from 1 to 5 in Table.2
and.3 are the same. The results from 6 to 23 in Table.3
denote the rules extracted from the records (31 to 100).
These results show that it is possible to extract rules
using the proposed algorithm.

Table.4 shows the total number of rules and the
fitness from the elite individual at each generation.
According to Table.4, we can see the elite individ-
ual extracted 92 rules at 500th generation, which are
more than the ones of 1000th generation. However, we
also see the fitness at 1000th generation is higher than
500th generation. We can see the elite individual at
1000th generation extracted better rules than the one
at 500th generation according to the proposed algo-
rithm because the fitness of 1000th generation is higher
than that of 500th generation, although the elite indi-
vidual at 500th generation extracted more rules than
that at 1000th generation.

The simulation results show that Support and
Confidence of the extracted rules increase as gener-
ation goes on. This indicates that the proposed algo-
rithm is useful to extract rules and can extract many
effective rules through generations.

Fig.7 denotes the fitness of the elite individual, the
average fitness values over all individuals, and the
worst fitness at each generation. We extracted the
rules of Table.3 from the elite individual.

6 Conclusions

We proposed the data mining technique using GNP
in this paper. And we studied the effectiveness of the
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Figure 7: Simulation result

proposed method in terms of extracting rules. Con-
cretely, the fitness of each individual is calculated us-
ing Support and Confidence of the database, the bet-
ter individuals having the higher fitness are selected,
and finally the effective rules from the elite individual
are extracted.

We have studied the effectiveness of the data mining
using the proposed algorithm so far. The comparison
of the proposed method with other methods is going
underway.
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Abstract 
 In this paper, we compare the performance of fuzzy 
rule-based classification systems with that of interval rule-
based classification systems on real-world data sets. We 
generate multiple rule-based classification systems using 
an evolutionary multiobjective optimization (EMO) 
algorithm. In our EMO approach, the classification 
accuracy of rule sets is maximized, while their complexity 
is minimized. A number of non-dominated rule sets with 
different accuracy and different complexity are obtained by 
its single run. Through computational experiments on some 
data sets, we compare the generalization ability of fuzzy 
rule-based systems with that of interval rule-based systems 
using the ten-fold cross-validation technique. Furthermore, 
we perform the same computational experiments with 
fuzzified interval rule-based classification systems. From 
experimental results, we clearly demonstrate characteristics 
of each classification system: fuzzy rule-based classifi-
cation systems have high generalization ability on test data, 
interval classification systems can achieve high accuracy 
on training data, and fuzzified interval classification 
systems have these advantages of two other classification 
systems. 
 
 
1  Introduction 
 
 Fuzzy rule-based systems have been applied to various 
problems such as control, function approximation and 
pattern classification. The tradeoff between the accuracy 
and the complexity of fuzzy rule-based systems was often 
discussed in recent studies [1, 2]. When we design fuzzy 
rule-based classification systems, it should be noted that 
the maximization of the accuracy on training data often 
leads to the overfitting, which degrades the actual 
performance of fuzzy rule-based classification systems on 
test data. 
 Fuzzy rule-based systems are interpretable for human 
users. In our former study on fuzzy rule extraction [2], 
antecedent fuzzy sets in fuzzy rule-based classification 

systems are homogeneously triangular. Homogeneous 
fuzzy discretization works well because there are 
significant overlaps between adjacent fuzzy sets. Decision 
boundaries are adjustable over those overlapping regions 
using the certainty grade of each fuzzy rule. On the other 
hand, antecedent intervals in interval rule-based 
classification systems are generated from given numerical 
data using an entropy measure in some approaches to the 
design of decision trees [3]. We combine some advantages 
of fuzzy rule-based systems and interval ones into fuzzified 
interval rule-based classification systems. That is, the 
antecedent fuzzy sets in fuzzified interval rule-based 
classification systems are derived from intervals in the 
interval rule-based systems by fuzzification.  

In this paper, we compare the performance of fuzzy 
rule-based classification systems with that of interval rule-
based classification systems. All the rule-based 
classification systems are constructed by using our EMO 
approach [2]. Furthermore, we perform the same 
computational experiments with fuzzified interval rule-
based classification systems. Experimental results show 
that interval rule-based classification systems can obtain 
high accuracy on training data, while high generalization 
ability on test data can be obtained by fuzzy rule-based 
classification systems. It is also shown that the generali-
zation ability of the interval rule-based classification 
systems can be improved by their fuzzification. 
 
 
2  Rule-Based Classification Systems 
 
 We use the following type of rules for an n-dimensional 
pattern classification problem: 

Rule qR : If 1x  is 1qA  and  ...  and nx  is qnA   
               then Class qC  with qCF ,       (1) 

where )...,,( 1 nxx=x  is an n-dimensional pattern vector, 
)...,,( 1 qnqq AA=A  is an antecedent part (i.e., fuzzy sets 

in fuzzy rule-based systems, and intervals in interval ones), 
qC  is a consequent class, and qCF  is a rule weight (i.e., 
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certainty grade). First we explain how the consequent class 
qC  of the classification rule qR  in (1) is specified from 

numerical data. Let us assume that we have m labeled 
patterns =px ),...,( 1 pnp xx , mp ,...,2,1=  from M classes. 
We define the compatibility grade qAµ  of each training 
pattern px  with the antecedent part qA  of the rule qR  
using the product operator as  

)(...)()()( 2211 pnqnApqApqApq xxx µµµµ ⋅⋅⋅=xA ,   (2) 

where )( ⋅qiAµ  is the membership function of an 
antecedent set qiA . We first calculate the confidence of the 
classification rule “ hq Class⇒A ” in the field of data 
mining: 

∑∑
=∈

=⇒
m

p
pq

hp
pqq hc

1Class
)()()Class( xxA A

x
A µµ . (3) 

 The consequent class qC  of the rule qR  is specified by 
identifying the class with the maximum confidence as 

})Class({max)Class(
,...,2,1

hcCc q
Mh

qq ⇒=⇒
=

AA . (4) 

Using the confidence measure, we specify the rule weight 
qCF  as 

∑
≠
=

⇒−⇒=
M

qCh
h

qqqq hcCcCF
1

)Class()Class( AA .  (5) 

If the rule weight qCF  is negative, we do not generate the 
rule “ hq Class⇒A ”. 

Let S  be a set of classification rules. A new pattern 
px  is classified by a single winner rule wR , which is 

chosen from the rule set S as 

}|)(max{)( SRCFCF qqpqwpw ∈⋅=⋅ xx AA µµ .    (6) 

The winner rule wR  has the maximum product of the 
compatibility grade and the rule weight in S. 
 
2.1 Fuzzy Rules  
 
 All attribute values are normalized into real numbers in 
the unit interval [0, 1]. As antecedent fuzzy sets, we use 
“don’t care” and 14 homogeneous triangular fuzzy sets in 
Fig. 1 (see [2]).  
 
2.2 Interval Rules 
 
 The whole domain interval is divided into K intervals. 
To specify )1( −K  cutting points for each attribute, we use 
an optimal splitting method [3] based on the class entropy 
measure: 
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Figure 1: Four fuzzy partitions used in our computer 
simulations. 
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where )...,,( 1 KAA  are K intervals generated by the 
discretization of an attribute, jD  is the set of training 
patterns in the interval jA , and jhD  is the set of training 
patterns from Class h in jD . We can efficiently find the 
optimal )1( −K  cutting points that minimize the class 
entropy measure in (7). In computational experiments, we 
use five partitions with K intervals where =K 1,2,3,4,5 as 
in Fig. 2 (see [4]). 

 

K = 1 
K = 2 
K = 3 
K = 4 
K = 5

0 1Attribute value  
Figure 2: Five partitions with different granularities. 

 
2.3 Fuzzified Interval Rules 
 

We also examine the performance of fuzzy rule-based 
systems of the antecedent fuzzy sets in Fig. 3. The 
antecedent fuzzy sets of those rules are generated by 
fuzzifying intervals in Subsection 2.2. For more details on 
our fuzzification, see [5]. 
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Figure 3: Fuzzy sets derived from intervals. 
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3  Heuristic Rule Extraction and Genetic 
Rule Selection 

 
 As in our former studies on the design of fuzzy rule-
based classifiers [2], we handle knowledge extraction as 
the following three-objective rule selection problem: 

Maximize )(1 Sf  and minimize )(2 Sf  and )(3 Sf ,    (8) 

where S is a subset of candidate rules, )(1 Sf is the number 
of correctly classified training patterns by S, )(2 Sf is the 
number of fuzzy rules in S, and )(3 Sf  is the total rule 
length in S. The number of antecedent conditions of each 
fuzzy rule is referred to as the rule length in this paper. To 
solve (8), we apply a two-step method (i.e., heuristic rule 
extraction and genetic rule selection). 
 First, in heuristic rule extraction, a pre-specified number 
of candidate rules with the largest values of the following 
criterion are found for each class. 

∑
≠
=

⇒−⇒=
M

qCh
h

qqqq hsCsRf
1

SLAVE )Class()Class()( AA , 

(9) 

where )(SLAVE ⋅f is a modified version of a rule 
evaluation criterion in an iterative genetic learning 
algorithm called SLAVE [6], and )( ⋅s  is the support 
defined as follows: 

∑
∈

=⇒
hp

pqq m
hs

Class
)(1)Class(

x
A xA µ .           (10) 

For designing rule-based systems with high comprehensi-
bility, only short rules are examined as candidate rules. 
This restriction on the rule length is consistent with the 
third objective (i.e., to minimize the total rule length) of 
our three-objective formulation in (8). 
 Second, in genetic rule selection, let us assume that N 
rules have been extracted as candidate rules using the 
SLAVE criterion (i.e., MN /  rules for each class). A 
subset S of the N candidate rules is represented by a binary 
string of the length N as 

NsssS ⋅⋅⋅= 21 ,      (11) 

where 1=js  and 0=js  mean that the j-th candidate rule 
is included in S and excluded from S, respectively. Since 
rule sets are represented by binary strings, almost all 
multiobjective genetic algorithms are applicable. In this 
paper, we use the NSGA-II [7] because its search ability is 
high and its implementation is relatively easy. We 
incorporate two problem-specific heuristic tricks into the 
NSGA-II. One is biased mutation where a larger 
probability is assigned to the mutation from 1 to 0 than that 

from 0 to 1. This is for efficiently decreasing the number of 
rules. The other is the removal of unnecessary rules. Since 
we use the single winner-based method for classifying each 
pattern, some rules in S may be chosen as winner rules for 
no patterns. We can remove those rules without degrading 
the first objective with respect to the classification 
accuracy. At the same time, the second and third objectives 
with respect to the complexity are improved by removing 
unnecessary rules. Thus, we remove all rules that are not 
selected as winner rules for any training patterns from the 
rule set S. The removal of unnecessary rules is performed 
after the first objective is calculated for each rule set and 
before the second and third objectives are calculated. 
 
 
4  Computational Experiments 
 
4.1 Settings of computational experiments 
 
 We use six data sets in Table 1. These data sets are 
available from the UC Irvine machine learning repository. 
We do not use incomplete patterns with missing values in 
our computational experiments. All attributes are handled 
as continuous attributes in this paper.  
 We evaluate the performance of our EMO approach by 
ten independent executions (with different data partitions) 
of the whole ten-fold cross-validation (10CV) procedure 
(i.e., 10CV10× ) in [3]. We extract 300 candidate rules for 
each class in the heuristic greedy manner using the SLAVE 
criterion (i.e., 300M candidate rules in total where M is the 
number of classes).  
 The NSGA-II [7] is applied to the extracted 300M 
candidate rules to find non-dominated rule sets with 
respect to the three objectives. Each of the obtained rule 
sets is evaluated by test data. We use the following 
parameter values in the NSGA-II: 
  Population size: 200 strings, 
  Crossover probability: 0.8 (uniform crossover), 
  Biased mutation probabilities:  
    Mp 300/1)10(m =→  and =→ )01(mp 0.1, 
  Stopping condition: 5000 generations.  

During ten executions of the whole 10CV procedure, 
the NSGA-II is employed 100 times. We examine the 
average error rates only for combinations of the number of 
rules and the average rule length obtained from more than 
30 (out of 100) runs. We also calculate the average error 
rates on training data and test data using the majority vote 
where all the obtained rule sets in each run except for too 
small ones are used for the classification of each pattern. 
Due to their poor performance, we do not use small rule 
sets with less rules than the number of classes. 
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Table 1: Data sets used in our computational experiments. 
Data set Attributes Patterns Classes 

Breast W   9   683* 2 
Diabetes   8 768 2 

Glass   9 214 6 
Heart C 13   297* 5 
Sonar 60 208 2 
Wine 13 178 3 

* Incomplete patterns with missing values are not included. 
 
4.2 Experimental Results 
 
 We show the result on the Cleveland heart disease data 
set (i.e., Heart C in Table 1) in Fig. 4. A number of non-
dominated rule sets with different accuracy and different 
complexity were obtained for each classification system. In 
the comparison between fuzzy rules and interval rules, we 
can see that interval rule-based classification systems can 
obtain high accuracy on training data, while high 
generalization ability on test data can be obtained by fuzzy 
rule-based classification systems from this figure. We can 
also see that fuzzified interval rule-based classification 
systems are comparable to interval rule-based classification 
systems on training data, while their generalization ability 
outperforms two other classification systems.  
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(a) Error rates on training patterns.      (b) Error rates on test patterns. 

Figure 4: Error rates for the Cleveland heart disease data set. 

Table 2: Error rates on test data by majority voting. The best 
result for each data set is shown by boldface. 

Data set Fuzzy Interval Fuzzified int.
Breast W 3.75 4.06 3.31 
Diabetes 25.73 25.27 24.29 

Glass 39.31 30.60 32.67 
Heart C 46.77 47.58 45.74 
Sonar 22.16 25.58 23.59 
Wine 4.15 5.00 4.78 

 Table 2 shows error rates on test data by majority voting 
for each data set. The results show that the generalization 
ability of the interval rule-based classification systems can 
be improved by their fuzzification for almost all data sets. 
 
 
5  Summary 
 
 We generated multiple rule-based classification systems 
using an EMO algorithm with respect to the classification 
accuracy and the complexity, and compared the 
performance of fuzzy rule-based classification systems 
with that of interval rule-based classification systems on 
some benchmark data sets. Experimental results showed 
that interval rule-based classification systems can obtain 
high accuracy on training data, while high generalization 
ability on test data can be obtained by fuzzy rule-based 
classification systems. It was also shown that the 
generalization ability of the interval rule-based classifi-
cation systems can be improved by their fuzzification. 
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Abstract
Niche construction is known as the process whereby

organisms, through their metabolism, their activities,
and their choices, modify their own and / or each
other’s niches. Our purpose is to clarify the interac-
tions between evolution and niche construction by fo-
cusing on non-linear interactions between genetic and
environmental factors shared by interacting species. We
have constructed a new fitness landscape model termed
NKES model by introducing the environmental fac-
tors and their interactions with the genetic factors into
Kauffman’s NKCS model. Then, we conducted the evo-
lutionary experiments based on the hill-climbing and
the niche-constructing processes of species on this land-
scape. Experimental results have shown that the av-
erage fitness among species strongly depends on the
ruggedness of the fitness landscape (K) and the degree
of the effect of niche construction on the fitness of genes
(E). Especially, we observed two different roles of niche
construction which brought about the high average fit-
ness. One of the roles prevents the species from getting
stuck in the local optimums when K is large and E
is small. The other role yields the completely stable
state which maintains the high average fitness when K
is small and E is large.

Keywords: NKES fitness landscape, niche construc-
tion, ecological inheritance, epistasis, artificial life.

1 Introduction

Organisms can modify their own and / or each other’s
niches (sources of selection) through their metabolism,
their activities, and their choices. This process is calld
“niche construction”, and there are many evidences that
it has strong effects on the evolution of organisms in var-
ious taxonomic groups although it had been neglected
for a long time in evolutionary biology [1]. A typical
example of niche-constructing organism is earthworms
that change the structure and chemistry of soils through
their burrowing behaviors. These changes are accumu-
lated over generations, and then bring about different
environmental conditions which expose successive pop-
ulation to different selection pressure. This effect is also
called “ecological inheritance” which makes the genera-
tion inherit both genes and a legacy of modified selection
pressures from ancestral organisms.

The effects of niche construction on evolution have
been mainly investigated in population genetics. For in-
stance, Laland et al. constructed two-locus models, in
which one locus affects the niche-constructing behavior
which produces the resources in the environments and
the fitness of the other locus is affected by the amount
of accumulated resources [2]. They have shown that
niche construction and ecological inheritance yield un-
expected results such as the maintenance of polymor-
phisms, evolutionary momentum and so on. However,
previous studies were based on simplified cases as de-
scribed above despite the fact that real biological sys-
tems are more complex in the sense that existing species
have mutually affected their courses of evolutions by
niche-constructing their shared environment, although
only a few individual-based models which focused on
the perturbational effects of niche constructions were
investigated recently [3].

Our purpose is to clarify the complex relationships
between evolution and niche construction by focusing
on non-linear interactions between genetic and environ-
mental factors shared by interacting species. For this
purpose, we have constructed a new fitness landscape
model termed NKES model by introducing the envi-
ronmental factors and their interactions with the ge-
netic factors into Kauffman’s NKCS model [4]. Then,
we conducted the evolutionary experiments based on
the hill-climbing and the niche-constructing processes
of species on this landscape, in which each species can
increase its own fitness by changing not only its genetic
factors but also the environmental factors. Based on
experiments using various settings of the ruggedness of
fitness landscape and the strength of the effect of niche
construction on the fitness of genetic factors, we clar-
ify how niche-constructing behaviors can facilitate the
adaptive evolution of interacting species via the shared
environment.

2 Model

2.1 NKES fitness landscape

We constructed NKES model by introducing envi-
ronmental factors and their interactions with the ge-
netic factors into Kauffman’s NKCS model. There are S
species who share the same environment of which prop-
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erties are described as N -length binary values ei (i=0,
· · ·, N -1). We define ei as environmental factors which
represent abstract conditions of the shared environment
such as the chemistry of soil, the temperature, the hu-
midity, the existence of burrow or nest and so on. Each
species si (i=0, · · ·, S-1) has N genetic factors which
are represented as binary values gi,j (j=0, · · ·, N -1).

The fitness of each genetic factor gi,j has epistatic
interactions not only with other K genetic factors
gi,j+kmodN (k=1, · · · , K) in its own species but also
has non-linear interactions with E environmental fac-
tors ei (i=0, · · · , E-1). The fitness contribution of
each genetic factor caused by interactions among ge-
netic and environmental factors is defined in similar
manner to the NKCS model. For each gi,j , we pre-
pare a lookup table which defines its fitness correspond-
ing to all possible (2K+E+1) combinations of interacting
genetic and environmental factors. The value of each
fitness in the lookup table is randomly set within the
range of [0.0, 1.0]. Thus, the parameter K represents
the ruggedness of the fitness landscape of each species
and E represents the strength of the effect of niche con-
struction on the fitness of genetic factors in this model.
Figure 1 shows an example image of this model when
N=5, K=1, E=2 and S=3. Each table represents the
value of genetic or environmental factors, and thin ar-
rows that issue from these values represent the existence
of non-linear interactions with values of other genetic or
environmental factors.

2.2 Evolution and niche construction

In each generation, each species independently
chooses the process which yields the best increase in
its own fitness from “evolution”, “niche construction”
or “doing nothing” by using the following procedures:
First, we calculate the fitness of the species when ran-
domly selected one genetic factor is flipped. At the same
time, we also calculate its fitness when randomly se-
lected one environmental factor is flipped. The former
value corresponds to the expected result caused by the
evolutionary process and the latter corresponds to that
by the niche-constructing process. Then, the species
adopts the process which brings about the best fitness
by comparing these two fitness and its current fitness.
If the current fitness is the best, it does nothing in this
generation. After all species have chosen the processes,
they actually conduct the adopted processes at the same
time. Note that if some species decide to flip the same
environmental factor, it is flipped only once in each gen-
eration.

The outlined arrows in Figure 1 represent examples
of evolutionary process and niche-constructing process.
If one species flips the environmental factor by niche
construction, this can change the fitness contributions
of the other species’ genetic factors, and then can bring
about different evolutionary or niche-constructing dy-
namics of the other species. There are indirect interac-
tions among species via niche constructions instead of
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Figure 1: An example of NKES model when N=5,
K=1, E=2 and S=3.

the direct interactions among them like NKCS model.

3 Experimental results

3.1 General analyses

We have conducted experiments using various set-
tings of K and E (N=80 and S=3) for 100000 gener-
ations. The initial values of genetic and environmental
factors were randomly decided. Firstly, we focus on
the effects of K and E on the average fitness among
all species. This index does not only represents how the
species could evolve on the current environment but also
shows how the environment was modified and become
better for all species through niche constructions.

Figure 2 shows the average fitness among all species
during the last 1000 generations in various cases of K
and E. The x and y axes correspond to the conditions
of K and E, and the z axis represents the average fitness
on corresponding conditions. Each value is the averages
over 20 trials. The first thing we notice is that the av-
erage fitness is large (exceeds 0.75) when either K or E
is relatively small. In particular, there are two different
conditions which brought about the peaks of the aver-
age fitness: the cases when K=4 and E=1 (0.78), and
when K=1 and E=4 (0.77). Figure 3 also shows the
proportion of trials in which the population completely
converged to the stable state (the condition that the
fitness of any species can not be improved by neither
evolution nor niche construction). There is a peak of
the proportion of convergence (0.95) in the latter con-
dition, while it is 0.0 in the former condition. It implies
that different dynamics of evolution and niche construc-
tion brought about the high average fitness under both
conditions.

3.2 Evolutionary dynamics when K=4 and
E=1

Here, we investigate the two conditions which
brought about the high fitness respectively in detail.
First, we focus on the case when K=4 and E=1. In
this case, it should be noticed that the average fitness
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Figure 3: The proportion of the convergence to stable
state in various cases of K and E.

was higher than the corresponding condition without
niche construction (K=4 and E=0). When E=0, the
evolution of each species rapidly gets stuck in the local
optimum because each species is able to climb the fit-
ness landscape to increase its fitness only by changing
its genetic factors (not shown). Actually, Figure 3 shows
that the population always converged to the stable state
in all cases of E=0.

However, when E=1, each species can change its fit-
ness landscape by the niche-constructing process. Fig-
ure 4 shows a sample transition of the average fitness
among species during the first 30000 generations. Note
that the transition of the fitness of each species was
approximately similar to that of the average fitness, al-
though it tended to fluctuate around the average fitness.
We can see that the species gradually and smoothly in-
creased their fitness and fluctuated around 0.78, but
they never converged to the stable state.

In this model, the niche construction does not only
simply increase the fitness of performer of the niche con-
struction, but also can decrease the other species’ fitness
by changing their fitness landscapes. The difference in
the average fitness between with and without niche con-
struction is mainly caused by the latter effect of niche
construction. Figure 5 shows the transition of the evolv-
ability provided by hill climbing (HC-evolvability) and
the evolvability provided by niche construction (NC-
evolvability) in the same experiment as Figure 4. The
HC-evolvability (or NC-evolvability) represents the av-
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Figure 4: The transition of the average fitness when
K=4 and E=1.
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Figure 5: The transitions of the HC-evolvability (thin
line) and NC-evolvability (thick line) when K=4 and
E=1.

erage proportion of genetic (or environmental) factors
for each species which can increase its own fitness by
flipping them. These indices measure how often each
species can apply the evolutionary or niche-constructing
process in order to increase its fitness. Figure 5 shows
that the NC-evolvability kept a relatively large value,
while the HC-evolvability approached to almost 0.0 after
the drastic decrease in both indices until a few hundreds
generation. This means that the species were almost
getting to local optimums, but the continuous niche
constructions through generations prevented them from
getting stuck in the local optimums by slightly chang-
ing their landscapes and enabled them to obtain higher
fitness regardless of their high ruggedness. Thus, the
niche construction worked as a moderate perturbation
on the other species’ hill-climbing processes in this case.

3.3 Evolutionary dynamics when K=1 and
E=4

The other condition which yielded the high average
fitness is the case of K=1 and E=4. The important
difference compared with the previous condition is that
the population converged to the stable state in almost
all trials as shown in Figure 3. Figure 6 and 7 show the
sample transitions of indices respectively. We observe
the average fitness completely converged to 0.78 around
22000th generation after its temporal increase and sub-
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Figure 6: The transition of the average fitness when
K=1 and E=4.
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Figure 7: The transitions of the HC-evolvability (thin
line) and NC-evolvability (thick line) when K=1 and
E=4.

sequent decrease from the initial population. Such a
temporal decrease is interesting because all species are
always trying to increase their own fitness in our model.
Also, the transitions of two indices in Figure 7 were
quite similar and the HC-evolvability was just slightly
smaller than the NC-evolvability.

These phenomena are supposed to occur due to the
reason as follows: As shown in Figure 3, the high aver-
age fitness was caused by the convergence to the stable
state in this case. It means that the HC-evolvability
and NC-evolvability became 0.0 at the same time as
shown in Figure 7. When K=1, the NC-evolvability
tends to approach to the smaller value as E increases
(not shown). It is because that the strong effects of
niche construction on the fitness of genetic factors make
the species difficult to improve its fitness by niche con-
struction likewise the species more easily gets stuck in
the local optimum on the standard NK fitness landscape
as K increases. Simultaneously, the increase in E also
brings about the large fluctuation around the relatively
large value in NC-evolvability (not shown). It is because
that as E becomes large, the change in the environ-
mental factor by niche construction of one species more
drastically changes the other species’ fitness landscapes
and draws them back into the bottom of their land-
scapes. Thus, NC-evolvability frequently approaches to
0.0 when these effects are well-balanced. Also, when E

is large, the transition of HC-evolvability tends to be
synchronized with the NC-evolvability as shown in Fig-
ure 7, and the fluctuation in HC and NC-evolvability
becomes larger as K increases (not shown). Thus, the
convergent state occurs the most frequently only when
K is small and E is large. In addition, the temporal de-
crease in the average fitness in this case is supposed to
be caused by the strong perturbational effects of niche
construction as described above.

4 Conclusion

We have discussed the universal nature of interac-
tions between evolution and niche construction by using
the NKES fitness landscape model. We found that the
average fitness among species strongly depends on the
ruggedness of fitness landscape (K) and the strength
of the effect of niche construction on the genetic fac-
tors (E). It should be emphasized that the two qual-
itatively different roles of niche construction brought
about the high average fitness in different conditions.
When K is large and E is small, the niche construc-
tion by one species works as moderate perturbation on
the other species’ hill-climbing processes on the highly
rugged landscapes, which prevents them from getting
stuck in the local optimums. On the other hand, when
K is small and E is large, the strong effect of niche
constructions on the fitness of genetic factors yields the
convergence to the completely stable state which main-
tain the high average fitness. Future work includes in-
vestigations into the effects of the other parameters on
the roles of niche construction and the introduction of
learning into the model.
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Abstract Derivation of equations of motion is the central 
part of analytical dynamics, which is important in the 
design of machines and prosthetic devices and in the 
motion control of spacecraft, robotic devices, and human 
bodies.  This paper summarizes some recent 
developments of a new method for deriving equations of 
motion that was originally invented by Kalaba and 
Udwadia.  Through simple examples, we demonstrate the 
simplicity of this method, its easy numerical 
implementation in modern computing environment, and 
its advantage of handling modification of constraints.   

 

Key Words Analytical dynamics, nonideal 
nonholonomic constraints, generalized inverses of 
matrices, equation of motion 

 

Introduction  
Multibody dynamic mechanical systems occur 

in many classical and modern fields in science and 
engineering, such as in the design of vehicles, machines, 
and prosthetic devices, in the motion control of 
spacecrafts, robots and human bodies, and in the 

dynamic machinery 
control that can be 
integrated into active 
structural control 
against earthquake 
risk.  For example, 
studies of human 
motion often begin 

with a simplified mechanical system of point masses and 
rigid bodies with constraints on motion.  Flexible 
building structures (for protection against earthquakes) 
can be represented by a lumped system of point masses 
and springs.  All efforts in modeling, simulating and 
controlling such dynamic systems start with the 

                                                                                                 
1 This special presentation is dedicated to Prof. Robert 
Kalaba (September 1926 - September 2004) by his last 
student Dr. Yueyue Fan.  The work is based on their 
most recent collaboration on analytical dynamics. 

derivation of equations of motion, which is the central 
part of analytical dynamics.   

As the classical field of analytical dynamics still 
serves as the theoretical foundation for many problems in 
modern science and technology, the complexity and 
large scale of most challenging and exciting new 
problems usually demand interdisciplinary collaboration 
and the aid of modern computers.  The advanced 
mathematical concepts in classical Lagrangian 
mechanics are often difficult to understand outside of 
classical mechanics.  In addition, most classical methods 
were developed before the computer era.  Their 
formulation and derivation do not allow us to make the 
best use of the modern computing environment.  Lastly, 
much of the classical analysis is based on the principle of 
virtual work, an assumption that Lagrange made to avoid 
thermodynamics concerns.  Thus, constraints that 
involve forces that do work, such as friction, have been 
ruled out of classical methods.  This limitation makes 
modeling difficult in situations where friction is not 
insignificant.  For instance, in studies of the motion of 
sports-injured and the elderly, friction is often the driving 
force that causes great pain and limits the motion and 
cannot therefore be neglected.  Therefore, new methods, 
together with extension and generalization of classical 
methods, are required for theoretical and practical 
reasons.        

Recent development [1,2] on equations of 
motion for constrained mechanical systems opens 
possibilities for addressing the above mentioned 
limitations of classical methods.  This new method 
exploits the advantages of the modern computing 
environment.  It begins the analysis directly from the 
constraints of motion imposed on the systems, and 
arrives at an explicit set of equations of motion by using 
the chain rule of differentiation and the concept of 
generalized inverses (GI) of matrices.  No generalized 
coordinate systems or any physical assumptions are 
required in the derivation.  This new method handles 
nonholonomic2 constraints with the same ease as 
holonomic constraints.  More importantly, it takes into 
account the nonideal3 constraints in a systematic and 
convenient manner.  For brevity, the new method for 
deriving equations of motion will henceforth be referred 
to as the “GI method”. 

Recent Development of the GI Method   
The original GI method [1] is equivalent to the 

classical methods such as Lagrange equation, Gibbs-
Appel Equation, Hamilton Equation, and Gauss’s 

 
2 Nonholonomic constraints depend on time, 
displacement, and velocity, and are nonintegrable. 
3 Nonideal constraints involve forces that do work on the 
system in a virtual displacement.   
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principle of least constraint.  However, the GI method 
has the advantages of providing an explicit equation of 
motion, easily handling nonholonomic constraints, and 
requiring no extra effort in treating dependent but 
consistent constraint equations.  Later, the GI formula 
was further extended to systems including non-ideal 
constraints [3].  Further studies on its relation to other 
classical principles and its potential contribution to 
theory toward general dynamic and underdetermined 
systems are still ongoing [4].   

Suppose that a mechanical system that contains 
p point masses is subjected to m holonomic or 
nonholonomic equality constraints of the form  

0),,( =txxfi & , i = 1, 2, …, m, (0) 

where x is the displacement vector of the system of 
dimension 3p = n.  We also introduce the mass matrix M, 
which is of dimension 3p by 3p, is a diagonal matrix, is 
positive definite, and has the masses m1, m2, …, mp down 
the main diagonal in groups of three, with zeros 
elsewhere.  As usual,  is the time derivative of x.  Use 
of the chain rule of differentiation leads to a set of m 
equations that are linear in , of the form 

x&

x&&

bxA =&& ,  (1) 

where A is an m by n = 3p matrix function of x, , and t, 
and b is an m by 1 column vector that may depend upon 
x, , and t.  Given the initial conditions on x and , Eq. 
(1) is equivalent to Eq. (0).   

x&

x& x&

If only ideal constraint forces are considered, it 
has been shown that the actual system acceleration 
vector is given by the explicit formula 

)()( 2/12/1 AabAMMax −+= +−−&& , (2) 

where  denotes the usual pseudoinverse of 
the matrix 

+− )( 2/1AM
2/1−AM .  Vector a is the free motion 

acceleration if there were no constraint.  Refer to 
reference [1] for the details. 

Later, the GI formula was further extended to 
systems including non-ideal constraints [3].  The general 
equation of motion is 

CLN FFFxM ++=&& , (3) 

where 

MaF N = , (4)  

)()( 2/12/1 AabAMMF L −= +− , (5)  

cMAMAMIMF C 2/12/12/12/1 ])([ −−+−−= , (6) 

and a is the free motion acceleration vector, and c is an 
arbitrary vector, both being of dimension 3n by 1.  The 

notation recalls the names of Newton, Lagrange, and 
Coulomb.  It has been shown in reference [3] that FN is 
the newtonian impressed force vector, that FL is a 
constraint force that does no work on the system in a 
virtual displacement v, and that FC is a constraint force 
that does work on the system in a virtual displacement v.  
The type of force represented by FC is called non-ideal 
constraint force, which includes sliding friction.   

Eq. (3) is the most general possible equation of 
motion that is compatible with the constraint condition 

bxA =&& , assuming, of course, that the matrix M is 
nonsingular.  Only two essential mathematical ideas are 
essential in the derivation of Eq. (3): the chain rule of 
differentiation and generalized inverses of matrices.  
Modern computing environments, such as Matlab, have 
built-in commands for calculating the generalized 
inverse of a matrix, so it makes the approach highly 
suitable for numerical studies.  On the physical side the 
notions of mass, distance and time occur.  There is no 
mention of kinetic energy, potential energy, moments, 
etc..  In the applications to specific systems, of course, 
the customary centripetal and Coriolis forces, moments, 
and so on do appear.  These notions emerge naturally 
from the terms in the right side of Eq. (3), but no prior 
exposure to them is needed.  

In classical analytical mechanics, it is assumed 
that the constraint force does no work in a virtual 
displacement.  This means that the fundamental 
assumption of classical analytical mechanics is that 

, so that the equations of motion, Eq (3) reduce 
to Eq. (2).  More generally, though, as in situations in 
which sliding friction is significant, we shall have 

, in which case the more general equation of 
motion, Eq. (3), will apply.   

0=CF

0≠CF

 
A Simple Example   

A simple example is used to illustrate how the 
GI formula works.  Consider a double pendulum system 
subjected to ideal constraints.  The rectangular 
coordinates (x1 y1), (x2 y2) are as shown in Figure 1.  The 
two constraints on the system are 

2
1

2
1

2
1 lyx =+ , (7) 

and 
2
2

2
12

2
12 )()( lyyxx =−+− . (8) 

Eqs. (7) and (8) on two differentiations give 
bxA =&& , (9) 

where 

⎥
⎦

⎤
⎢
⎣

⎡
−−−−

=
12122121

11 00
yyxxyyxx

yx
A , (10) 

and 
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&&&&
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Figure 1:  A Double Pendulum 

 
Under ideal constraints, Eq. (2) is the equation 

of motion for this double pendulum system, with A and b 
defined by Eqs. (10) and (11).  The mass matrix in this 
two-dimensional problem is  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

2

2

1

1

000
000
000
000

m
m

m
m

M . 

Let the initial position be , , , 
and .  Let the initial velocity of both particles be 
zero.  The position and the velocity of the two particles 
at any time t can be obtained by integrating Eq. (2) with 
the given initial conditions.   

11 lx = 01 =y 212 llx +=
02 =y

Next, we will show how this double pendulum 
problem would have been solved in the classical 
Lagrangian mechanics.  Lagrange considered mechanical 
systems as being characterized by potential energy, 
kinetic energy and the constraint function, with an 
emphasis on the use of generalized coordinates to 
describe the current configuration.   

Let us use the two generalized coordinates θ1 
and θ2 as shown in Figure 1.  The virtual work done by 
the force of gravity is .  But   2211 ygmygm δδ +

111 cosθLy = , (12) 
so that  

1111 sin δθθδ Ly = , (13) 
and 

22112 coscos θθ LLy += , (14) 
so that  

)sinsin( 2221112 δθθδθθδ LLy +−= .   (15) 
Using these expressions in the expression for virtual 
work, we get 

)]sinsin(
sin[

2221112

11112211

δθθδθθ
δθθδθδθ

LLgm
gLmQQ

++
−=+

 

222211121 sinsin)( δθθδθθ gLmgLmm −+−= . 
 (16) 
Therefore, the generalized forces are 

111211 sin)( δθθgLmmQ +−= , (17) 
and 

22222 sin δθθgLmQ −= . (18) 
The kinetic energy can be written as 

)cos()(
2
1

2121212
2

1
2
121 θθθθθ −++= &&& LLmLmmT  

2
2

2
222

1 θ&Lm+ . (19) 

The first Lagrange equation  

1
11

QTT
dt
d

=
∂
∂

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

θθ&
 (20) 

yields 

)sin(

)]cos()[(

2121212

2122121
2
121

θθθθ

θθθθ

−

+−++

&&

&&

LLm

LLmLmm
dt
d

 

1121 sin)( θgLmm +−= , (21) 
and the second equation 

2
22

QTT
dt
d

=
∂
∂

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∂
∂

θθ&
 (22) 

becomes 

−−+ )]cos([ 2112122
2
22 θθθθ && LLmLm

dt
d  

2222121212 sin)sin( θθθθθ gLmLLm −=−&& .  (23) 
Differentiating the left hand members of Eqs. (21, 23) 
with respect to time, we obtain the equations of motion 
of the system,  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

−−
+−−−

=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎥
⎦

⎤
⎢
⎣

⎡

−
−+

22221
2

1212

112121
2
2212

2

1
2
2221212

21212
2
121

sin)sin(
sin)()sin(

)cos(
)cos()(

θθθθ
θθθθ

θ
θ

θθ
θθ

gLmLLm
gLmmLLm

LmLLm
LLmLmm

&

&

&&

&&

. 

 (24) 

By integrating Eq. (24) with the initial 
conditions θ1(t0) = 0 and θ2(t0) = 0, we obtain the results 
of the position of the two particles in the generalized 
coordinate system.  These results, after being converted 
to the rectangular coordinate system, are compatible with 
the results from the GI formula.   

In an ideal situation, the GI formula and the 
classical methods are equivalent.  However, the 
derivation of the equations of motion using the classical 
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method is quite complicated even for this simple 
example.   

 
Handling Modification of Constraints 

Most engineering design of mechanical systems 
involves modification of constraints on the base model.  
Handling such modification using the classical Lagrange 
mechanics requires change of the generalized coordinate 
system, and thus requires change of the generalized 
forces and the kinetic energy.  Each time a constraint is 
modified, we will have to solve a completely new 
problem starting from the beginning.  However, 
modification of constraints can be easily handled by the 
GI formula.  Changing constraints of the system only 
changes matrix A and vector b in the equation of motion, 
Eq. (4).  The rest of the procedure and the data required 
all remain the same.  We will demonstrate this easy 
implementation using two examples below. 

First, let us remove the first constraint in the 
double pendulum problem.  Because only the second 
constraint is imposed on the system, as given in Eq. (8), 
only the second row of matrix A and vector b remains.  
Thus, we have 

[ 12122121 yyxxyyxxA −−−−= ], (25a) 

and 

])()[( 2
12

2
12 yyxxb &&&& −+−−= . (25b) 

Given initial position and velocity of the two particles, 
the problem can be solved by integrating the equation of 
motion with the new A and b.  

Next, let us add an extra constraint to the 
original double pendulum problem  

dy −=2   (26)  

to keep the second particle moving along a horizontal 
line.  Differentiate both sides of Eq. (26) twice, we have 

02 =y&& , (27) 

which adds a third row to the original constraints 
.  The new A and b become bxA =&&

 , (28a) 

⎥
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1000

00

12122121
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A
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⎥
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⎥

⎦
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=
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)(

2
12

2
12

2
1

2
1

yyxx
yx

b &&&&

&&

. (28b) 

These are the only changes needed for solving the 
modified problem.  The rest of the procedure remains the 
same.  However, this one-degree-of-freedom problem 
cannot be easily handled if we were to use the classical 
methods.  To express the kinetic energy and potential 
energy of the system in terms of single variable can be 
quite messy.   
 
Conclusions and Discussion 

In this paper, we have shown that the GI 
formula is suitable for the modern computing 
environment, and has potential to facilitate the analysis 
and control of large and complex mechanical systems.  
The only inputs required are the equations of the 
constraints and the initial conditions on the system.  The 
rest of the procedure, such as differentiating the given 
functions, computing the generalized inverses of 
matrices, and integrating systems of differential 
equations, can be automated for execution by a 
computer.  In order to fully utilize the advantage of the 
GI formula, a necessary step for future research is to 
automate the entire analysis of constrained mechanical 
systems.  Full development of the new theory will 
require long-term cross-disciplinary collaboration from 
many scholars in mechanics, computational mathematics, 
and system optimization and control.  We hope this 
paper will serve as an introduction of this GI method to 
the community of biomechanics and robotics design and 
will inspire further interest in applying and extending 
this new method. 
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Abstract 
 This paper describes the problem to search the 

robot path. We solve this problem by using GA system. 
To operate GA system for searching the path, 
Quadrant Usage to Improve Zone (QUIZ), to reduce 
the search space by using a quadrant idea is proposed. 
QUIZ also includes new method, Split Coordinates 
and Avoid Method (SCAM), to avoid obstacles in the 
maze by splitting zones surrounding the obstacles and 
to find the path. The Quiz including SCAM is applied 
to some path search examples. As a result, it is 
ascertained that QUIZ is useful. 
 
Key words: Path search, GA, Obstacles, Initial 
individuals 
 
1. Introduction 
 

This research describes the problem to search the 
robot path. The search is done in the space including 
obstacles and the robot visits some places in the space. 
The path search research has been done [1]. Our 
research finds the path by using Genetic Algorithm 
(GA). We have developed the path search by using 
GA [2][3]. This paper proposes the new idea to use the 
quadrant of an x-y axis to decrease the search space in 
creating initial individuals of GA. By using the idea, 
we develop the system to search the path and apply it 
to some examples. 
 
2. Environments  
 

The problem of the paper is to search the moving 
robot path in the space including obstacles. As shown 
in Fig.1, the environments of the research have the 
maze including many square obstacles. We will search 
the path that a moving robot moves via some points 
and solve it by using GA system. 

The research for the path problem solved by 
using GA system has been done. The conventional 
research environments are simple and it did not 
include complicated obstacles. 
 

3. QUIZ and SCAM 
 

To operate GA system for searching the path, the 
paper proposes the new method, Quadrant Usage to 
Improve Zone (QUIZ), to reduce the search space by 
using a quadrant idea. QUIZ also includes new 
method, Split Coordinates and Avoid Method (SCAM), 
to avoid obstacles in the maze by splitting zones 
surrounding the obstacles and to find the path. The 
path search including QUIZ considers a moving path 
as finding the path by arranging the x-y coordinates in 
the moving space where a moving robot moves and 
indicating the coordinate points. 

Fig. 2 shows the outline of GA system including 
QUIZ. Though the conventional GA system carry out 
to generate initial individuals, calculate fitness for 
each individual generated and to give crossover and 
mutation, our GA system starts QUIZ before 
generating initial individuals. The fitness used in our 
GA system is adopted as the distance between the 
robot current point and the next point. The smaller the 
distance is, the better the fitness is. 

The characteristics of QUIZ are to reduce the 
search space in order to create the excellent 
individuals beforehand and to create initial individuals 
corresponding to the ones that will not collide with 
obstacles or will not become lethal individuals by 
SCAM system.  
 
3-1. QUIZ 
 

Quiz is the method to limit the search space by 
excluding useless points beforehand in order that a 
moving robot does not visit these points. The strategy 
of QUIZ is to consider the 4 quadrants (1st quadrant, 
2nd quadrant, 3rd quadrant and 4th quadrant) that 
divides the robot moving space with the orthogonal 
axis (x-y axis) whose origin of the coordinates is the 
robot current point and consider the search space as 
one of the 4 quadrants.  Because of the strategy, the 
search space can be reduced to a quarter.  

The algorithm of QUIZ is as follows. 
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Step1: Consider the start point and the end point as 
Ai(xi,yi) and Az(xz,yz) for each. 
Step2: Calculate the value k of the equation (1) and, 
by using the value, C1 of the equation (2) and C2 of 
the equation (3) are acquired. The next rules are 
carried out and the quadrant that Ax exists is found. 
 
 

  Fig. 1 Search space including obstacles 
 
 

GA System

・Create Initial individuals
・Start to calculate fitness
・Evaluate fitness
・Crossover and mutation
・Generate new individuals

QUIZ 

SCAM 

SCAM

   Fig. 2 Outline of GA system 
 
 

（１）・・・22 )()( iziz yyxxk −−−=  

)2(1 ・・・
k

yyc iz −=  

)3(2 ・・・
k

xxc iz −=  

if: ,0,0 21 ≥≥ cc  then: Az exits in the 1st quadrant 
if: ,0,0 21 <≥ cc  then: Az exits in the 2nd quadrant 
if: ,0,0 21 << cc  then: Az exits in the 3rd quadrant 
if: ,0,0 21 ≥< cc  then: Az exits in the 4th quadrant 
Step 3: Express all points set in the quadrant where Az 
exists as Set(Aq), from among the set, select one 

element and express it as An. 
Step 4: Carry out SCAM system (judgments to avoid 
obstacles) between the point Ai and the point An. If 
there is an obstacle, return to Step 3 and if not, 
consider An as the next Ai and go to Step 5. 
Step 5: Search a new An from among the Set(Aq) and 
if An =Az , go to Step 6, if not, return to Step 4. 
Step 6: Consider Ai and the An value sequence 
acquired in Step 3~5 as an initial individual and finish 
the algorithm. □ 
 

In this way, in the process of Step 2, QUIZ 
searches the quadrant where the current point and the 
end point exist. In other words, QUIZ calculates the 
values of sinα and cosα in Fig. 3 and searches the 
quadrant depending on the positive and negative 
numbers of the values. Because of this, whenever each 
gene of an initial individual is decided, QUIZ searches 
the quadrant corresponding to the search space and 
can reduce the search space as shown in Fig. 4. 

 

Ai(xi,yi)

Az(xz,yz)

α

k

k
xx

k
yy

iz

iz

−
=

−
=

α

α

cos

sin

Sinα ≧0

Cosα≧ 0

First quad rant

Sinα ≧0

Cosα＜ 0

Sinα ＜0

Cosα＜ 0

Second quadrant

Third quadrant

Sinα ＜0

Cosα≧ 0

Fourth quadrant

           Fig. 3 Quadrant of QUIZ 
 
 
3-2. SCAM 
 

SCAM is the system to judge whether there is an 
obstacle between two points a moving robot visits or 
not. The obstacles of the paper are square. When the 
straight line that links the current point and the corners 
of an obstacle is found as shown in Fig. 5, SCAM 
judges the existence of an obstacle whether the next 
point is included in the shaded portion or not. In other 
words, if the next point exists in the shaded portion, it 
is judged that there is an obstacle between the two 
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points. 
 

 
 

 
 

 
 

Fig. 4 Example to deduce search space 
 

4. Application Examples 
 

The developed QUIZ including SCAM was 
applied to some examples. The examples are that 
moving robots visit some machine (M1~M6) and 
finally get the end point in the space including 
obstacles. Fig. 6 and Fig. 7 are the search results. 

The examples’ moving robots start M1, visit M2, 
M3, M4, M5 and M6 in turn and finally return M1. In 
the figures, red marks indicate the bays of each 
machine and moving robots visit there. Fig. 8 shows 
the change curves for the maximum fitness of the 
result used QUIZ and the one not used QUIZ. The 
curve of Quiz converged earlier and it acquired higher 
fitness. Judging from the results, it is ascertained that 
the research to use QUIZ and SCAM is useful. 
 
5. CONCLUSIONS 
 

The research described the path search problem 
that a moving robot gets the final destination via some 
points in the space including obstacles by using GA 
system. Specifically, the idea of the quadrant in the 
x-y coordinate space was adopted in order to find  
better individuals in generating initial individuals in 
GA system. The idea can limit the solution space and 
converge early to find the solution. The idea is called 
as QUIZ and in the process of QUIZ, SCAM system 
not to generate lethal genes corresponding to the path 
that collides with an obstacle was adopted. 

After applying the developed system to some 
path search examples, it is ascertained that the 
developed system can get better paths and earlier 
converge.    
 
 

 

 
   Fig. 5 Obstacles and moving points 
 

obstacle Ai
Ai+1

obstacle

Ai

Ai+1 
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          Fig. 6  Acquired path result 1 
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ABSTRACT 
The routing algorithm of SPF (Shortest Path First) [1] is 
widely distributed in large scale network such as internet. 
Since this routing algorithm is designed in order to 
improve throughput of each packet which is sequentially 
generated at the nodes, it is not suitable for averaging load 
balance in the network. The enzymic feedback in the cell 
is the typical and basic control mechanism which can 
realize homeostasis of the value of every reactant in the 
metabolic pathway.  The purpose of this study is to 
design an adaptive routing in which the packets generated 
at the nodes can be sent to the final destinations with 
avoiding the partial and time-variant traffics in the 
network, and the load balance in the network can be 
averaged.  We have proposed here a new adaptive 
routing algorithm by introducing an enzymatic feedback 
control mechanism in the cell.  
Keywords: Adaptive routing, Biomimetics, Enzymatic 
feedback, Homeostasis and Fault-tolerant network 
topology 
 

1. INTRODUCTION AND BACKGROUND 
The metabolic pathway in the cell is so-called “a stream of 
water” and is composed of a lot of enzymic reaction steps 
in which reactant (substrate) is converted to the product by 
unique “enzyme” (catalyzed protein), and the produced 
product is converted to the product by enzyme at the 
subsequent reaction step and so on.  Enzymes are 
proteins which catalyze the turnover of substrates without 
being consumed themselves and without changing the 

equilibrium of the biochemical reaction. In metabolic 
pathways, the product of a late (or the last) step frequently 
acts as an inhibitor of the first committed step in this 
pathway (“negative feedback control”). This way, the end 
product of a pathway controls its own synthesis and 
prevents useless accumulation of intermediates. Enzymic 
feedback control can be considered to be a bandwidth 
control; rate velocity of consumption of substrate can be 
represented by the function of substrate (A) and feedback 
inhibitor (B).  There are so many function mechanisms 
of feedback control in the cell, however, for example, 
when the B is assumed to control the rate velocity of A 
with a manner of competitive inhibition [2] (one of the 
feedback functions), the rate velocity of A (d[A]/dt, t 
represents time) can be mathematically written as follows: 

 d[A] / dt =  
][)/][1(

]max[
AKiBKm

AV
++

−      (1) 

where Vmax represents maximum velocity (reaction rate) 
of enzyme activity, Km is the value of substrate giving 
0.5Vmax, Ki is the feedback coefficient.  Anyway, 
d[A]/dt is the function of the substrate A and the feedback 
inhibitor B.  In the case of accumulation of B, the 
absolute value of the term in the right-side of eq.(1) 
become to be small. Since the B is the end product of the 
pathway, we can easily considered that the accumulation 
of B corresponds to be “traffic” of the pathway; the 
absolute value of the term in the right-side of eq.(1) 
represents new metric of “traffic” from the view point of 
network routing. Thus, in this study, we define the 
following metric of routing by mimicking enzymic 
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feedback control in the cell:  
max/Vpk =                      (2) 

     
][)/][1(

]max[
aKibKm

aVp
++

=           (3) 

where [a] represents the reserved sending packet size 
(Byte) to the nearest node, [b] is the total accumulated 
packet size (Byte) at the nearest node, Vmax is maximum 
sending rate (Mbps), and Km and Ki are the arbitrary 
coefficients. The value of k in eq.(2) decreases with the 
increase in “traffic”. Furthermore, we define the following 
weighted multi-objective f: 

)/1()1( hkf αα +−=    0 < α < 1     (4) 

where α represents arbitrary coefficient; if α=1, the 
network routing will be performed according to the SPF 
(Shortest Path First) algorithm. 
At the branching of node-pathways, the value of f at each 
branching pathway is calculated and it determines the 
node to be sent with having the larger value of f.  This is 
the outline of the proposed dynamic adaptive routing 
algorithm where most of the packets will be sent to the 
final destination with escaping from the traffic nodes; the 
QOS (quality of service) of the proposed algorithm is 
expected to be “averaging the load within the network”. 

2. CASE STUDY AND VALIDATION 
The following node-network was used in order to 
evaluate our algorithm, where the numeral (0 to 5) 
represents the node-number, and the bold line is the 
connection pathway between nodes: 

 
Fig. 1   6 nodes-network 

Supposing the three kinds of sequential packets to be sent 
randomly in the network (total number of packets is 300); 
one is the packets generated at the starting node 0 and sent 
to the destination node 3, second is those generated at the 

starting node 0 and sent to the destination node 2, and the 
last one is those generated at the starting node 0 and sent 
to the destination node 5.  Each packet has 3072B size 

and is generated at every 150 µsec. The maximum 
sending rate between binding nodes is fixed at 100Mbps.  
The control packet (64B) is sending to the nearest node at 

every 5000 µsec. This control packet involves the 
information of the value of [b] (total accumulated packet 
size) in eq.(3). The time between the generating and 
arriving at the final destination (passage) of every packet 
and transient sending route of every packet were 
examined. The default route was supposed to be 0  1  
2  3 for the packets sending to the node 3 and to be 0 

1  2  for the packets sending to the node 2 and to be 
0  4  5 for the packets sending to the node 5 ; the 
route 0  1  2 is overlapped which will lead to the 
traffic of the packets at this route. 
For comparison, the passage profile with packets to be 
sent was examined in the case of SPF algorithm; every 
packet is sent to the final destination according to the 
default route.  The results can be summarized as follows: 
As shown in Fig. 2, the passage increases with the packet 
ID that means the traffic is occurred at the route between 
the nodes 0 and 2. 
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Fig. 2  Passage profile with packet by using SPF algorithm. The 

abscissa and the ordinate represent data packet ID and passage (µsec), 

respectively. A, packet sending to the nodes 2 and 3; B, packet 

sending to the node 5.  

 
Fixed the value of α in eq.(4) at 0.5, the passage profile 
with packets to be sent was examined by introducing our 
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proposed algorithm.  The results are shown in Fig. 3.  
Also the passage profiles for the packets sending to the 
node 3 and for those sending to the node 2 and for those 
sending to the node 5 are shown in Figs. 4, 5 and 6, 
respectively. The average, minimum and maximum 
passage of Figs. 2 and 3 are summarized in Tables 1 and 2, 
respectively. Those of Figs. 4, 5 and 6 are also 
summarized in Tables 3, 4 and 5, respectively. 
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Fig. 5  Passage profile with packet sending to the node 2 by using 

the proposed routing algorithm. The abscissa and the ordinate 

represent data packet ID and passage (µsec), respectively. 
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Fig. 6  Passage profile with packet sending to the node 5 by using 

the proposed routing algorithm. The abscissa and the ordinate 

represent data packet ID and passage (µsec), respectively. 

Fig. 3  Passage profile with packet by using the proposed routing 

algorithm. The abscissa and the ordinate represent data packet ID and 

passage (µsec), respectively.  The arrow shows the time-point when 

the control packet was sent to the nearest node. 
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Fig. 4  Passage profile with packet sending to the node 3 by using 

the proposed routing algorithm. The abscissa and the ordinate 

represent data packet ID and passage (µsec), respectively. 

 

Table 1  Summary of passage profile shown in Fig. 2. 

Total number of data packets 300 

Average of passage (µsec) 2129 

Standard deviation of passage 1592 

Minimum passage  (µsec) 490 

Maximum passage  (µsec) 6090 

 
Table 2  Summary of passage profile shown in Fig. 3. 

Total number of data packets 300 

Average of passage (µsec) 702 

Standard deviation of passage 206 

Minimum passage  (µsec) 490 

Maximum passage  (µsec) 2205 
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Table 3  Summary of passage profile shown in Fig. 4. 

Total number of data packets 89 

Average of passage (µsec) 831 

Standard deviation of passage 217 

Minimum passage  (µsec) 735 

Maximum passage  (µsec) 2205 

 
Table 4  Summary of passage profile shown in Fig. 5. 

Total number of data packets 114 

Average of passage (µsec) 688 

Standard deviation of passage 201 

Minimum passage  (µsec) 490 

Maximum passage  (µsec) 1455 

 
Table 5  Summary of passage profile shown in Fig. 6. 

Total number of data packets 98 

Average of passage (µsec) 601 

Standard deviation of passage 123 

Minimum passage  (µsec) 490 

Maximum passage  (µsec) 930 

 
As shown in Figs. 2 and 3, and Tables 1 to 5, most of the 
passages of data packets were averaged, which means that 
our proposed algorithm is effective for dynamic adaptive 
routing.  According to Figs. 2 and 3, part of the transient 
passage profiles of packets and route sending to the final 
destination by using SPF algorithm and by using the 
proposed algorithm are summarized in Tables 6 and 7, 
respectively.   
In Table 7, the shadowed columns represent the packets 
which were sent by using the non-default routes (default 
routes are 0 1 2 3 for the packets sending to the node 
3, 0 1 2 for those sending to the node 2, and 0 4 5 
for those sending to the node 5).  In Table 7, most of the 
packets sending to the node 2 or 5 were sent by using the 
default route, however, focused on the packets between 
242 and 247 their routes are flexible such as 0 4 5, 
0 1 4 5 and 0 1 2 5 with escaping from the 
traffic nodes. The routes for the packets sending to the 
node 3 are most flexible; the route 0 4 5 3 is another 
short-cut route and the routes 0 1 4 1 2 3 and 

0 1 4 5 3 are alternative ones with escaping from 
the traffic nodes.  Since the maximum sending rate 
between all binding nodes is fixed at 100Mbps and the 
each data packet size is 3072B, the minimum required 
time sending to the nearest node is 245µsec (minimum 
required time sending from the node to the node 3 is 245 x 

3 = 735µsec). The passages for PID=290, 297 and 299 are 
1280, 1225 and 980µsec, respectively, which were near to 
245 multiplied by the number of hops; 1280 is 
approximately equal to 245 x 5, and 1225 and  980 are 
quite equal to 245 x 5, 245 x 4, respectively.  These 
results show the proposed algorithm can find alternative 
non-traffic routes with considering the smaller number of 
hops to the destination. 
 Even if each packet arrives at the final destination with 
escaping from the traffic nodes, it is key issue that all 
packets, which constitute one data-file, arrive at the final 
destination in the order of sending from the starting node. 
For example, when the packet 3 arrives at the final 
destination prior to the packets 1 and 2, sorting process 
can not be performed until both of these packets arrive. In 
the case where this waiting time is larger than a given 
threshold value, routing system should request to the 
sending node for re-sending of packets. In the 6-node 
network shown in Fig. 1, we examined the waiting time at 
the final destinations (node 2, 3 and 5). The simulation 
conditions are as follows: (1)three kinds of sequential 
packets to be sent randomly from node 0. (2)total number 
of packets is 300, and the number of packets to the nodes 
2, 3 and 5 is 100, respectively.  (3)each packet has 3072B 

size and is generated at every 125 µsec. Figure 7 shows 
the histogram of waiting time at the node 3 when the 

weighting coefficient α in eq. (4) is fixed at 0.5.  The 
ordinate represents the relative frequency at each class. 
The abscissa shows class of histogram, for example, 1000 

and 2000 means 0-1000µsec and 1001-2000µsec, 
respectively. Figure 7 shows the average of 10 trails. Next 
we change in α value according to the following 
algorithm and examined waiting time with the same 
conditions above: 
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Table 7  Transient passage profiles of packets and the route sent to 

the final destination by using the proposed algorithm 

7.0
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)(2.05.0

)2(
5.0
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−×+=

<≤
=

>

α

α

α

sHopCntif

sHopCnt
sHop

sHopCntsHopif

CntsHopif

      (5) 

Packet ID generate arrive passage route
240 36151 36966 815 0>1>2>3
241 36301 37036 735 0>4>1>2
242 36451 37036 585 0>4>5
243 36601 37526 925 0>1>4>5
244 36751 37281 530 0>4>5
245 36901 37771 870 0>4>5
246 37051 37786 735 0>1>2>5
247 37201 38016 815 0>4>5
248 37351 38086 735 0>1>2>3
249 37501 38086 585 0>1>2
250 37651 38576 925 0>4>1>2
251 37801 38331 530 0>1>2
252 37951 38686 735 0>4>5>3

275 41401 42136 735 0>1>2>3
276 41551 42326 775 0>4>5>3
277 41701 42191 490 0>1>2
278 41851 42341 490 0>4>5
279 42001 42736 735 0>1>2>3
280 42151 42641 490 0>4>5
281 42301 43036 735 0>1>2>3
282 42451 43186 735 0>4>5>3
283 42601 43336 735 0>1>2>3
284 42751 43336 585 0>1>2
285 42901 43636 735 0>4>1>2
286 43051 43636 585 0>4>5
287 43201 43881 680 0>1>2
288 43351 44126 775 0>1>2
289 43501 44236 735 0>4>5>3
290 43651 44931 1280 0>1>4>1>2>3
291 43801 44291 490 0>4>5
292 43951 44441 490 0>1>2
293 44101 44931 830 0>1>2
294 44251 45421 1170 0>4>1>2
295 44401 45176 775 0>1>2
296 44551 45041 490 0>4>5
297 44701 45926 1225 0>1>4>1>2>3
298 44851 45341 490 0>4>5
299 45001 45981 980 0>1>4>5>3

 For example, in the case of packets generating at the 
node 0 and sending to the node 3, sHop is 3 and when Cnt 
is over 3, α value increases linearly to 0.7 with the Cnt; α 
value is 0.7 at Cnt = 2sHop (6 in this case) and fixed at 0.7 
when Cnt is over 2sHop. Figure 8 shows the histogram of 

waiting time where α value is variable according the 
above schedule. 

where, sHop and Cnt represent the number of the shortest 
hops from stating node to the final destination node, and 
the accumulated number of nodes for the packet to pass 
through, respectively.   
 
Table 6  Transient passage profiles of packets by using SPF 

algorithm. 

Packet ID generate arrive passage route
240 36150 40500 4350 0>1>2>3
241 36300 40500 4200 0>1>2
242 36450 36940 490 0>4>5
243 36600 37185 585 0>4>5
244 36750 37430 680 0>4>5
245 36900 37675 775 0>4>5
246 37050 37920 870 0>4>5
247 37200 38165 965 0>4>5
248 37350 40990 3640 0>1>2>3
249 37500 40990 3490 0>1>2
250 37650 41235 3585 0>1>2
251 37800 41480 3680 0>1>2
252 37950 41970 4020 0>1>2>3

275 41400 46625 5225 0>1>2>3
276 41550 46870 5320 0>1>2>3
277 41700 46870 5170 0>1>2
278 41850 42340 490 0>4>5
279 42000 47360 5360 0>1>2>3
280 42150 42640 490 0>4>5
281 42300 47605 5305 0>1>2>3
282 42450 47850 5400 0>1>2>3
283 42600 48095 5495 0>1>2>3
284 42750 48095 5345 0>1>2
285 42900 48340 5440 0>1>2
286 43050 43540 490 0>4>5
287 43200 48585 5385 0>1>2
288 43350 48830 5480 0>1>2
289 43500 49320 5820 0>1>2>3
290 43650 49565 5915 0>1>2>3
291 43800 44290 490 0>4>5
292 43950 49565 5615 0>1>2
293 44100 49810 5710 0>1>2
294 44250 50055 5805 0>1>2
295 44400 50300 5900 0>1>2
296 44550 45040 490 0>4>5
297 44700 50790 6090 0>1>2>3
298 44850 45340 490 0>4>5
299 45000 51035 6035 0>1>2>3

 

Compared Fig. 8 with Fig. 7, changing in α value is 
efficient method for reducing the waiting time; in Fig. 7, 
the sum-up of relative frequency at the classes over 4000 
is 16.1%, whereas in Fig. 8, the corresponding frequency 
is 0%. 
 

3. DISCUSSION 
The OSPF (Open Shortest Pass First) [3] is the routing 
protocol by using various cost parameters as metrics; the
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Fig. 7  Histogram of Waiting_time at the node 3 under fixing the α value in eq.(4) at 0.5. 
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Fig. 8  Histogram of Waiting_time at the node 3 under the condition where theα value changes with schedule (5). 
 
followings are considered to be cost parameter: reliability, 
delay, bandwidth, load, maximum transfer unit, 
communication cost.  In this study, we proposed here eqs. 
(2), (3) and (4) by mimicking the mechanism of 
enzymatic feedback function in the cell.  As shown in eq. 
(3), the p is the integrated parameter considering both the 
current traffic status between the self-node and the nearest 
bonding node (the [a] in eq. (3) numerically reflects this 
information) and the most recent traffic status between the 
nearest bonding node and the subsequent nodes (the [b] in 
eq. (3) numerically reflects this information). The Km 
represents the [a] value giving the half speed of maximum 
sending rate (Vmax); the smaller Km value gives the 
steeper decrease of p-value. The Ki determines steepness 
of the p-value vs. [a]-value; the smaller Ki value represents 
the stronger feedback control.  In metabolic pathways in 

the cell we can observe various kinds of feedback function 
mechanisms except for eq. (1) or (2) [2].  These 
functions including eq. (3) have high possibility to be 
acceptable as new metrics in OSPF. 
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Abstract 

In this paper, two problems, plant allocation prob-
lem and that of transfer routing from plants to cus-
tomers, are considered simultaneously. Especially, 
adaptation scheme for emergency cases are checked. 
To solve these problems, decentralized agent based 
optimization procedures are used. In our study, oil 
production and products transfer in Saudi Arabia are 
treated. Through numerical experiments, practicabil-
ity of the proposed method is verified. 
 
 Keywords: decentralized agents, optimization, oil 
production, ant system, allocation problem, convey-
ance planning 
 
1.  Introduction 
  In recent years, the system optimization technolo-
gies are studied briskly and applied widely to produc-
tion and distribution problems. These advancements 
are supported both by the progress of  computer tech-
nologies and that of the optimization technologies for 
large scale system.[1] This research deals with an op-
timization problem for oil production planning and its 
transfer control in case of emergency. When an emer-
gency occurs, it becomes necessary to determine 
once again the appropriate allocation of plants and 
transfer routes from plants to customers. To the pur-
poses, a decentralized agent method for optimizing 
both the allocation of plural oil plants and the transfer 
route of oil products in a wide area are studied. Op-
timization of oil production and products distribution 
system are taken up as the aimed problem of real 
scale. In order to optimize the arrangement of oil pro-
duction plants, delivery routes of a product are taken 
into consideration simultaneously. 
 
2.  Problem Description 
To treat the problem, 48 nodes representing con-
sumer places are arranged in Saudi Arabia and 3 pro-
duction plants are set up on the corresponding nodes. 
The delivery route of a product shall be constituted 
by the adjoining node sequence. The tracks made 
with a uniform velocity are belonged to each plant.  
[Emergency cases] 
 In this research, there are two kinds of emergency 
cases. One is plant damage or building a new plant to 
cover consumer’s demands for plants in work. The 

other is the interruption of transfer to some 
reason such as the destruction of a proper 
transfer rout to consumer cities. 
 
3.   Mathematical description 
 In our treatment, the time required for movement 
between nodes is made one unit period and all tracks 
are assumed to have a uniform velocity. The mathe-
matical models for track operations are described in 
the following. Decision variables are [0,1] variables 
representing moving from one node to the adjacent 
node whose attributes are track number, correspond-
ing to nodes, time and plant number. In the following, 
these definitions will be described mathematically 
together with restrictive conditions and objective 
functions for optimization. 
  
3.1 Notation for variables 
  Variables, parameters and functions used in our pa-
per are summarized as follows. 
C : city number )48,,1( ⋅⋅⋅⋅=C , )(tSC  : Volume 
of inventories , )(tDC  : amount of de-
mands , )(tRC  : amount of consumption , p : Plant 
number, pΩ :Plants Quantity of produc-
tion, αX :search track (main agent) of plant arrange-
ment , βX  : transportation track of an oil product 
(sub agent), βa  : freight per track, βb  :  loading of a 
track (if b = 1), cpl • : distance form plant to 
city , )( jilf •α : arrangement cost of a plant, 

)( jilf •β : transfer cost  between a city and a 
plant  , αI :evaluation function for optimum 
plants arrangement, βI : evaluation function for 
optimization of sub agent's transportation (convey-
ance route length), αW∆ : amount of pheromone of a 
main agent, βW∆ : amount of pheromone of a sub 
agent, αρ : evaporating ratio of  pheromone of a main 
agent, βρ :  evaporating ratio of a sub agent, Q : pen-
alty cost reflecting the number of consumption nodes 
which is not delivered, 
 
3.2 Restrictive Conditions  
Conditions for continuation are as follows.  

0,
,, =∑

∉ iNj

mk
tjix ，

 
1,

,, =∑
∈ iNj

mk
tjix       (1) 

 Where Ni denotes a set of adjacent nodes of  node 
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i# . As shown here, decision variable is x  that ex-
press the movement of a track between adjacent 
nodes in unit time. Variable mk

tjix ,
,,,β  takes 1 when a 

track k# belonging to the plant m#  moves 
from node i#  to node j#  at time period t .  
Condition for shipment from a plant is as follows. 

∑
∈

−Ω=
)(,

1,,
,),(
)(

mnNjk

mk
tjmnmm xagH β  (2) 

Where, mΩ , )(mN  and a  are the quantity of pro-
duction of a plant# m , a set of nodes corresponding 
to plant m#  and the capacity of a truck. 
Condition for inventory volume at consumer place is 
given by 

Max
CC

Min
C SSS <<         (3) 

Where, Min
CS , Max

CS and tCR ,  are minimum volume 
of stock, maximum volume of stock and current stock 
at a consumer node.  
 
3.3 Objective functions for plants arrangement  
 Delivery cost is used for the objective function in 
plants arrangement problem. Namely, the objective 
function αI is defined by equation (4). 

MinQxfI
tmji

mk
tjiji →+= ∑ 1

,,,

,
,,,., γααα      (4) 

In equation (4), penalty cost Q  depending on the 
number of consumption nodes which is not delivered 
is added to the transfer cost.  
 
3.4   Objective function for transfer routing 
 Objective function for transfer routing is defined by  

m
oe HHHHW µγ υ +++= 2             (5) 

Where, eH , oH , Hνand mH  show the transfer 
costs of approaching, returning, penalty value for in-
ventory volume at consumers and penalty for exces-
sive loading of a truck. Except mH ,these are defined 
as follows.   

∑
=

=
1,,,,,

,,
,,, )(

btmkji

bmk
tjiji

ee xlfH ββ             (6) 

∑
=

=
0,,,,

,,
,,, )(

btmji

bmk
tjiji

oo xlfH ββ             (7) 

)(,)( ∑ −=∆∆=
i

Min
iCi SSfSSfH υ

  

(8) 

Where, ef and of show the cost per unit distance for 
movement in approach and return respectively. 

)(yf  is a nonlinear function whose value takes 
positive large one if the sign of y becomes negative. 

As for the parameters in equation (6), b
jif .,β  is the 

delivery cost between nodes ji, . Where, b  denotes 
parameter showing approach or return route of a 
track. The value of b  is one when a track is on an 
approach route and is zero for return.  
 
4.   Algorithm for optimization   
  In our method the decentralized agent method is 
adopted for the optimization. [2]-[4] As shown in 
Figure 1, agents corresponding to plant accompanied 
by tracks autonomously search their locations and 
distribution area including transfer routes. 
 

 
Fig.1 planning plant location and transfer routes 

by decentralized agents 
 
4.1 Search algorithm for optimal plant allocation 
Step1. input number of plants. 
Step2. generate the node of a plant location.    

The Plant node number  is not allowed to 
overlap the node number of other plants. 

Step3. search delivery route for a track randomly.  
These serve as a primary solution candidate. 

Step4. sprinkle pheromone αW∆  on delivery             
nodes employing the following relation. 

α
α WPhk ∆=       (9) 

α
kPh : amount of accumulated pheromone. 

Step5. calculate evaluation of primary solution. 
Step6. search again the delivery course of a track ran-

domly, This serves as a secondary solution 
candidate. 

Step7. compare pheromone information for primary 
and secondary solution 

∑
≠′

′≥
kk

kk PhPh 1,2, αα
      (10) 

If the amount of pheromone for a secondary 
solution is larger, then go to Step 9, else go to 
Step8.   

Step8. calculate probability of adoption of a secon-
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dary solution candidate, )(kRa  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
= o

R

R
T

krkR ,)(expmax)(
α

α
α   (11) 1 

∑
≠′

′−=
kk

kk PhPhkr 1,2,)( αα
α        (11) 2 

If it becomes 0)( <krα , return to Step6. with 

probability )(kRα . Otherwise, go to Step9. 
Step9. pheromone is sprinkled on nodes of a secon-

dary solution. 
Step10. compare cost of the primary solution and that 

of the secondary. If the secondary solution is 
better than the primary solution, go to Step12. 
If not good, go to step 11. 

Step11. calculate probability of adoption of  the sec-
ondary solution even if its cost is not good.  

⎥
⎦

⎤
⎢
⎣

⎡ −
=

PT
kIkIkP )()(exp)(

21
αα

α      (12) 

When not improved, go to step 12 with prob-
ability )(kPα . Otherwise, return to step 6. 

Step12. Secondary solution is exchange with primary 
solution. 

Step13. Convergence condition is investigated to fin-
ish the iterations. When convergence is not at-
tained, returns to Step6.  

 
4.2 Algorithm for transfer routing  
 In transfer routing after plant allocation Algorithm 
is over plan node number and plant transfer area 
nodes, or in emergency case the arc cant be used are 
passing to transfer routing Algorithm. 
 
Step1. Input plants node number, delivery node num-

bers. 
 
Step2.  Create the track primary solution in random, 

and calculate Evaluation. 
Step3. Sprinkle pheromone βW∆  on delivery       
            nodes. 

β
β WPhk ∆=       (13) 

β
kPh  the amount of accumulation  phero-

mones. 
Step4. Create the track Secondary solution, calculate 

Evaluation. 
Step5. Compare pheromone information for primary 

and secondary solution 

∑
≠′

′≥
kk

kk PhPh 1,2, ββ
      (14) 

If the amount of pheromones of a secondary 

solution is large then go to Step 7, else go to 
Step6.   

 
Step6. Probability it calculates. 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
= o

R

R
T

kr
kR ,

)(
expmax)(

β

β
β  (15) 1 

∑
≠

−=
kk

kk PhPhkr
'

1,
"

2,)( ββ
β        (15) 2 

0)( <krβ  If it becomes, it will return Step6. 
By probability )(kRβ . Otherwise, it pro-
gresses to Step9. 
 

Step7. a pheromone is sprinkled on a secondary solu-
tion node. 

Step8. Compare the Cost of a primary solution and 
Secondary solution. If Secondary solution Cost 
is better than the primary solution, it will pro-
gress to Step6. If bad, it will progress to next. 

Step9. 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
=

PT
kIkI

kP
)()(

exp)(
21
ββ

β      (16) 

When not improved, it returns to Step6 by 
probability )(kPβ Otherwise, it progresses to 
Step10. 
 

Step10. replace a Secondary solution and primary 
solution . 
 

Step11. Convergence situation of a solution is inves-
tigated. When convergence is not enough, it 
returns to Step6. It will end, if it is converging. 

 
5. Experimental conditions  
 Numerical experiment was conducted in order to 
verify the effect of the algorithm stated above.  The 
problem of plants arrangements and distribution from 
plants to consumers was solved simultaneously. In 
the experiment, the number of plants was set as 3. 
The production data of oil plants are given together 
with data of customers in Table 1. 
  
Table 1. Plants production and customers number 
 

Plant producing No of track customers
1 11 1 
2 21 1 
3 16 1 

48 nodes
76 arcs 

 
Parameters for decentralized agents stated above are 
given as shown in Table 2. 
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Table 2. Constant in algorithm 
 

ρ  W∆  PT  RT  

0.3 4.0 12.0 18.0 
 
6 Experimental results  
 Using the algorithm and conditions described in the 

preceding sections, numerical experiments were car-
ried out. 
 
6.1 Plant allocation design  
Plants allocation search is made by decentralized 

agent algorithm explained in the above sections. The 
transition of evaluation function, cost, is shown in 
Figure 2. In the figure, three examples of calculated 
customer cities by plant #1 is shown with excess of 
iterations. According to the change in cost, numbers 
of customers converge to its final solution. The deliv-
ery zone from each plant in the target area which is 
the converged solution is shown in Fig. 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Transition of Cost during search procedure  
 

The result of the plant arrangement node and cost 
which used and searched for this algorithm is shown 
in Table 3. In Table 3, calculated numbers of custom-
ers for 3 plants are shown together with their costs. 
As shown in the table, calculated number of custom-
ers (nodes) of a plant coincides with production rate 
of the corresponding plant. Costs in the table mean 
summation of arcs on each transfer route. 
 

Table 3 Numerical experiment result 
(cost and the optimal solution) 

 Production optimal solution
  of plant Node Cost 

Plant 1  11 11 14 
Plant 2  21 21 26 
Plant 3  16 16 18 

Thus, the solution corresponding to the plant capabil-
ity and the demand in a consumer place is obtained. 
 

 
 

Fig.3 Simulation result 
 
  To check the validity of the proposed algorithm, 
pheromone consumption on the selected transfer 
route is checked.  Fig.4 shows the accumulated 
amount of pheromone corresponding to plant #1 at 
nodes #7 and #19.  As is shown in figure 3, node #7 
is served by plant #1 and node #19 is not served. 
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 Fig.4 Change of pheromone accumulation

（Plant #1） 
As shown in figure 4, accumulated amount of phero-
mone increased with iteration. Contrary to this, that 
of #19 decreased with iterations. 
 
5.2 Results for emergency cases 
 As for emergency, case of route destruction is 
considered. As shown in Figure 5, arc between 
node #8 and #14 is destructed. As the results, the 
other transfer route except this arc should be de-
termined. Using the proposed method, surrogate 
transfer route was determined as such shown in 
Figure 6.  
As shown in figure 6, new arc is created between 
nodes #7 and #8. Addition to this, transfer direction is 
changed to fulfill the minimization of transfer dis-
tance. As the result, total traveling distance  of the 
surrogate route is the same  before the destruction of  
transfer route. 
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Fig.5 Emergency case of route destruction 
 
   

 
 

Fig.6   Finding of surrogate transfer route 
 

Next, as the second case of emergency, #1 plant 
is forced to shut down due to emergency. In this 
case, two plants must cover the whole consum-
ers in the area. Figure 7 shows the result of two 
plants case. As shown in figure 7, two plants #2 
and #3 could successfully cover the whole con-
sumer cities. 
 

 

 
 

          Fig. 7    Solution for #1 plant shutdown       

6. Conclusion 
  This research examined the subject about the ar-
rangement of oil production plants, where to locate 
and to what consumer places the oil products are to 
be delivered, and how to employ the distribution 
routes. In the proposed method, a delivery tracks was 
set up as a distributed agents, and it tried for these 
agents to search for an appropriate solution autono-
mously. 
Using the developed program for planning, the ar-
rangement of three plants and the delivery problem to 
48 cities were set up supposing cities in Saudi Arabia, 
and the solution was calculated. Consequently, the 
very suitable solution could be found and the validity 
of the proposed method has been checked. The pro-
posed method is expected to extend for more ad-
vanced problems about optimization of both produc-
tion base planning and logistics in a wide area. 
Based on the result, further research will be made to 
solve the problem of seven plants of a real scale, and 
48 cities under the various conditions.  
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1 st 2 nd 3 rd 4 th 5 th 

2 1.270 0
 

0.419 0 0.247 

3 1.01 0.454 0 0.271 0 

4 0.943 0.313 0.250 0 0 

5 0.898 0.269 0.169 0.177 0 

10 0.860 0.223 0 0 0 

20 0.850 0.213 0 0 0 

50 0.846 0.209 0 0 0 
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Abstract 
 

     Presented and discussed in this paper are 
mathematical model used for expressing ship motions, 
application of Decoupling Control Methodology to 
construct the automatic control system and 
corresponding designing issues. Computer simulation 
results for a Very Large Crude Carriage (VLCC) in a 
typical harbor maneuver are given to verify the 
designing of the control method. Excellent effects of the 
automatic control system are showed by very good 
simulation results of ship motions during several 180 deg. 
turning maneuvers under various strong wind conditions. 
Robustness of the control system against parameters' 
uncertainty, strong environment disturbances such as 
strong wind and currents is also studies and presented in 
this paper.  
Keywords: Nonlinear control, Decoupling control, Ship 
dynamic, Robustness 
 
1 Introduction 
 

Controlling ship motions in harbor areas is always 
one of the most sophisticated actions carried out by 
human operators. When a ship moving at a low speed 
approaches or leaves a berth, the ship is often in the most 
complicated and dangerous operation. Therefore, to keep 
ships’ safety, it is a very important task to construct an 
automatic control system for ships’ harbor maneuvers. 

To develop such an automatic control system for 
large ships, several problems must be solved. Among 
them the most difficult is the how to lead the ships follow 
a desired trajectory precisely. Then a suitable 
mathematical model of ship maneuvering motions in 
harbors and a proper control method are necessary. Since 
ship dynamics in harbor maneuvers are fundamentally 
non-linear in nature, a multi-term mathematical model of 
ship motions should be adopted to describe a wide range 
of ship maneuvering motions in harbors. The model used 
here was based on a well-known and widely applied one, 
known as the MMG model that expresses surge, sway 
and yaw motions of ship by open-water characteristics of 
hull(s), propeller(s), rudder(s) individually and 
interaction terms among them [1]. The model was 
originally presented by K. Kose et al. [2] and has further 
been developed by Le and Kose [3], [4] recently. All the 
parameters (in the model) for a Very Large Crude 
Carriage (VLCC) have also been estimated with high 
accuracy, and used in this study for simulation purpose.  
Besides, to automatically control such a non-linear 

system, a robust control methodology must be employed. 
Over the last three decades, the problems of achieving 
decoupling, or non-interaction, in MIMO control 
systems has been widely studied and Decoupling Control 
Method (DCM) has been motivated by the needs of a 
wide range of applications. Because of highly coupled 
nature of ship dynamics, high performance requirements, 
and possibility to divide ships’ maneuvering motions in 
harbors into elemental motions for practical purposes [5], 
the DCM can be seen as the best solution for this study. 

Recently several studies concerning automatic 
control systems for ships’ harbor maneuvers have been 
carried out [6] - [10], however, in most of those studies, 
bow and stern thrusters were used as the means to 
provide controlling forces and moment. But in practical 
handling of ships, control of large ships in harbor areas, 
especially in berthing and de-berthing maneuvers, 
usually involves the use of tugboats. This study applies 
the DCM to construct an automatic control system for 
large ships in harbor maneuvers through the use of 
tugboats. Excellent effectiveness of the automatic 
control system is illustrated by simulation results of the 
VLCC in a typical pattern of approaching and berthing 
maneuvers. Moreover, not only the accuracy of the 
position tracking is emphasized, but the robustness of the 
control system is also considered carefully.  

 
2 The mathematical model and a typical 
pattern of approaching and berthing for 
large ships 
 
The non-linear, multi-term mathematical model 

The MMG model [1] shown in formula (1) 
(non-dimensional form) consists of the open-water 
characteristics of hull(s), propeller(s) and rudder(s) 
individually and interaction terms among them: 

***********

**********

****2******

)(
)(
)(

ERPHGzz

ERPHG

ERPHG

NNNNruvxmrI
YYYYrxruvm

XXXXrxrvum

+++=++

+++=++

+++=−−

&&
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&
                (1) 

Here, *** ,, rvu are the ship’s surge, sway and yaw 
velocities, respectively and *** ,, rvu &&& are their 
corresponding derivatives with respect to time; **, zzIm  
are ship mass and moment of inertia; *

Gx  is distance from 
mid-ship to the ship’s center of gravity; NYX ,, terms 
with subscripts ERPH ,,,  respectively are forces in 
longitudinal and lateral directions and moment induced 
by ship hull(s), propeller(s), rudder(s) and external 
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effects, respectively. With the aim of controlling large 
ships in harbors, only the forces and moment produced 
by hull(s) and tugboats are considered in this study. 

The forces and moment induced by ship hull(s) in low 
speed motions are described by a multi-terms 
mathematical model [2], its form is given in formula (2). 
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, here: 2*2** vuU +=  and )/(tan ** uv−=β , *** ,, zzyx Jmm  
are added mass and moment of inertia in the forward, 
transverse, and yaw directions, respectively.  

Figure 2 shows the coordinate systems used in this 
study. All the terms in the above mathematical model are 
expressed in the ship-fixed coordinate system XYZ  
with the origin at the center of symmetry of the hull, and 
the Earth-fixed coordinate system is 000 ZYX . 

Typical patterns for harbor maneuvers of large ships 

A typical pattern of harbor maneuvers for a large 
tanker [5] is shown in Fig. 2. The ship firstly enters the 
approaching maneuver, stops at some point located in 
front of a berth (this position is called as a “false goal”). 
There is enough safety distance between the false goal 
and the real berth (about 2-3 B, where B is the ship 
breadth molded [5]). The ship then turns around the false 
goal, her heading is adjusted parallel to the real berth, her 
longitudinal position is also adjusted to the just in front 
of the berth. Lastly, the ship enters the berthing 
maneuver by shifting laterally to the berth. 
 
3 Application of the decoupling control 
methodology 
 
Decoupling control methodology applied to the 
non-linear model of ship in harbor maneuvers 

System of equations (1) and (2) can be rewritten in 
the following form of non-linear equation system: 

TNM =+ ),( ηνν&                                                  (3) 
νηη )(J=&                                                                (4) 

, where Tyx ][ ψη = and Trvu ][=ν are the vectors that 
express ship position (and Euler angle) and velocity in 
the horizontal plane (surge, sway, yaw), respectively. 
Both η  andν are usually assumed to be measured. M , 
N , T  are matrices expressing influence of inertia, 
damping part, and control forces and moment as well as 
environment effects, respectively; J  is transformation 
matrix that expresses the relationship between the 000 ZYX  
and XYZ  coordinate systems (see Fig. 1). 


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Equation (3) suggests a non-linear solution νa  (in the 
body-fixed reference frame) that satisfies: 

),( ηνν NMaT +=                                           (6) 
Taking differentiation of both sides of the equation 

(4) with respect to time yields: 
 νηνηη )()( JJ &&&& +=      or  ])([)(1 νηηην JJ &&&& −= −         (7) 
Denoting: 
 )()( 1 ηηη

−−= JMJM T  and ηa = νηνη aJJ )()( +&      (8) 
, and using equations (3) and (6) with notation (8), the 

following result is derived: 
][ ηη η aM −&&  = 0                                            (9) 

This equation suggests that ηη a−&&  should have the 
form of a 2nd order differential expression: 

ηη a−&& = ηηη ~~~
pd KK ++ &&&                                      (10) 

, where η~  = η  - dη  and dη  denotes the desired vector 
of state variables, dK  and pK  are two positive definite 
matrices. In order to keep the error dynamics of the 
control system stable, the real part of solutions of the 
characteristic equation 02 =++ pd KSKS  for (10) should 
be negative. 
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Figure 2. A typical pattern of approaching and berthing 
for large ships. 
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Figure 3. Tracking errors of the controller during a  
typical pattern of approaching and berthing 
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The commanded acceleration should be chosen as: 

ηa = )~~~( ηηηη pd KK ++− &&&&& = ηηη ~~
pdd KK −− &&&      (11) 

 
4 Compute simulation results and 
robustness of the control system 
 
Simulation results of a typical harbor maneuver 

Applying the above described method, a position and 
attitude tracking controller was designed for the VLCC 
[4], [11]. To illustrate the application, let examine ship 
motions in a simple harbor trajectory similar to the 
typical pattern of approaching and berthing maneuvers 
described Fig. 2, with position and heading (x, y, Psy) of 
marked points in the ship trajectory given as: 

- Starting position: (1000m, 900m, -145deg.), 
- False goal: (0m, 150m, -180deg.), 
- Real berth: (0m, 0m, -180deg.). 

Figure 3 shows tracking errors (deviations from the 
designed trajectory) of the controller. Except for some 
small periods when the ship entered new manoeuvres, 
the tracking errors are considerably small and the final 
errors were limited to the allowable values for harbour 
manoeuvres (of the order of decimetre level). 
 
Robustness of the control system again parameters’  
uncertainty 

Since in de-berthing process ships often have to turn 
180deg. in a very limited space, it is important to study 
the turning ability of the ship in this manoeuvre. 
Denoting the largest distance from initial mid-ship 
position to any point in the ship during ship manoeuvring 
by maxR , the minimum required diameter 
(non-dimensional) of the basin’s space for that 
manoeuvre is given by: 

LRD /2 maxmin =                                       (12) 
, where L  is the ship length. The smaller the value of 

minD is achieved, the better the controller is. 
Suppose that M and N respectively are the true 

values of added mass and moment, and damping 
coefficients in the formula (3) while eM  and eN are the 
corresponding estimated values of M and N . 

Defining the relative values: 

MMm e /=  and NNn e /=                         (13) 
, then the relations between the values of m , n  and the 
corresponding values of minD  show the influence of the 
coefficients’ mismatch on the performance of the 
automatic control system. 

Simulation results of these relations are shown in Fig. 
4, for 5 values of m and n : 0.25, 0.5, 1.0, 2.0, and 4.0. 
m = 1.0 means that there is no coefficients’ mismatch on 
added mass and moment. Similar thing does for damping 
coefficients. For the cases of added mass and moment 
coefficients’ mismatch, it is clear that the coefficients’ 
mismatch has almost no influence on the control results. 
For damping coefficients’ case, although the value 

minD = 1.07 when n = 4.0 is little bit larger compared to 
other values of minD  (about 1.01), the influence of 
coefficients mismatch is not significant. In other words, 
the controller can well compensate influence of the 
uncertainty of model’s coefficients. 

 
Robustness of the automatic control system again 
environmental disturbances 

To study the ability of the controller in dealing with 
influence of environmental disturbances, several 
simulations of the VLCC’s motions in the 180 deg. 
turning maneuver under various wind conditions were 
carried out. Simulations were carried out with the wind 
direction varied each 30deg. in the range from – 180deg. 
to 180deg., while wind velocities varied with 5 values of 
m and n : 0.25, 0.5, 1.0, 2.0, and 4.0. Fig. 5 gives overall 
results of influences of the 15 m/s wind and coefficients’ 
mismatch on the 180 deg. turning. In the case of added 
mass and moment coefficients’ mismatch, although the 
value of minD varies with the change of the wind 
direction, value of minD is only a little different from the 
corresponding value where no mismatch has occurred 
( m = 1 and n = 1).  In the case of damping coefficients’ 
mismatch, results are quite different. If eN ≤ N  (or 
n ≤  1), value of minD is as small as the in the situation of 
no mismatch, no environmental disturbances. But if 

eN > N  (or n > 1), values of minD  are a bit larger than 
the corresponding value of minD  when there is no 
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 Influence of added mass and moment's mismatch
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Figure 5. Influences of coefficients’ mismatch 
and 15m/s strong wind on the control results 
during the 180 deg. turning manoeuvre. 
 

mismatch occurred. However, even in this case values 
of minD are smaller than 1.2 and that shows excellent 
effect of the controller on cancelling the influence of the 
wind since the value 1.3 is considered as desired value 
for advanced controllers. 
 

5 Conclusions and future works 
 
The Decoupling Control Methodology has been 

applied to design an automatic control system using a 
non-linear model of ship harbor maneuvers. The control 
method helps to reduce the complicity of the ship control 
system. Excellent simulation results of a typical pattern 
of approaching and berthing maneuvers using the control 
system show that the automatic control system can very 
well deal with the non-linear dynamics of ship motions 
in harbor maneuvers. The Decoupling Controller also 
produces extremely robustness in canceling influences 
of the parameter uncertainty and the environmental 
disturbances such as strong wind. 

Some future works can be pointed out as follows: 
more effective methods to deal with the influence of 
strong current and shallow water conditions in harbour 
are necessary. Another possible future work is to study 
the use of tugboats in practice, including an optimal 
method for allocation of required control forces and 
moment to the tugboats. 
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Abstract

CPU resource of a computer has a case of using
all the power and a slight amount of the power, ac-
cording to time and circumstances. A company wants
to buy CPU resource when large-scale processing or
processing of emergency is performed, and wants to
sell CPU resource when it uses a slight amount of the
power. The way of marketing an electronic auction is
performed actively. In a general way of auction, it has
problem that the auctioneer finds out identity of bids.
In case an auction is performed among companies, it
can not make use of the auction with a sense of secu-
rity unless such problem is solved. Since, if a company
bids, a trend of the company leaks out as a company
secret from the bid price whether it goes through or
not. Moreover, if a company finds out that the trad-
ing partner is rival company, there is possibility of ad-
verse effect to the auction. In this paper, we describe
a set of protocols of CPU resource electronic double
auction system among companies for protect identity
of bid from other companies and the auctioneer by us-
ing Secret Sharing Scheme, public key encryption, and
particular method for sending data.
keywords:resource, auction, Secret Sharing Scheme

1 Introduction

CPU resource of a computer has a case of using all
the power and a slight amount of the power, according
to time and circumstances. Thus research on utiliza-
tion of idle CPU resource is increasing in recent years,
suchlike grid computing [1].

As a general trend, company has large-scale CPU
resource and there are often two distinguishing situ-
ations. One is a case of using all the power when
large-scale processing or processing of emergency is
performed, in this instance the company wants to buy
CPU resource from other companies at a low price to
speed up processing. The other is a case of using a
slight amount of the power, in this instance the com-
pany wants to sell idle CPU resource for profit.

In the way of marketing, an auction is the best
mechanism for price setting since a product of the

auction can be sold at a price determined by inter-
actions in the auction. Moreover, the Internet is the
most suitable for carrying out a real time auction since
participants can bid anytime regardless of a particu-
lar place. Therefore, at present an electronic auction
spread. However, an auction has problem of leaking
of personal information from bid history or a corrupt
auctioneer.

Especially in case trading among companies, it is
necessary to conceal identity of a bid for protecting
an intellectual property. Since a company must not
know worth of CPU resource needlessly. Moreover, it
is necessary to conceal trading partner too. Since if
it turns out that a trading partner is a rival company,
there is possibility of adverse effect to the auction. On
the other hand, buying and selling prices are published
to all participants since trading are made easy to do.

Kikuchi et al. [2], propose anonymous protocols
based on a multiparty secret computation protocol [3].
This auction protocol is based on that identity of seller
is known by the auctioneer, and bid price distribution
is concealed to the auctioneer and all participants. In
double auction, both seller’s identity and buyer’s iden-
tity should be concealed, and bid price distribution is
published to all participants. Therefore, this protocol
is not able to use double auction system.

In this paper, we describe a set of protocols of CPU
resource electronic double auction system among com-
panies for performing protected identity of bid. An
identity means the thing of what can be specified a
participant, such as IP address, account which was as-
signed by the auctioneer and so on, in paper.

In our system, there are four features.
First, the system conceals an identity of bid from the
auctioneer and all participants of the auction. Second,
the system publishes selling and buying price distri-
bution to all participants. Third, the system makes
known an identity of participant whose trading was de-
cided to only the auctioneer. Fourth, the system con-
ceals trading partner from a participant whose trading
was decided.

For realizing these terms, the following things are
required.
· A bid data, which is sent when a participant bid,
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has the feature that the bid-price is found out and the
identity can not be found out. Moreover when trading
goes, only the auctioneer finds out the identity.
· It is necessary to change a method of sending bid
data, since by using a usual auction method an identity
of the bidder founds out from IP address.
· It is necessary to work out the way of processing
using the bought CPU resource.

These tasks are realized by using Secret Sharing
Scheme (SSS), public key encryption, and particular
method for sending data. At the following section, we
describe details of the auction-protocol.

2 Proposed Protocol

2.1 Auction Style

We consider an electronic double auction formed
by the auctioneer and participants registered by the
auctioneer.

A participant can bid a selling and buying price
and cancel a previous bid any time one likes. A par-
ticipant sends these orders to the auctioneer as a bid.
The auctioneer publishes selling and buying price dis-
tribution obtained from these bids to all participants,
and selects pair of bid to trade.

In case a trading goes through, only the auctioneer
can know identity of the pair of bids, and a participant
can know his bid were decided except identity of his
trading partner.

In order to conceal a trading partner, the following
procedure is done. A participant which bought CPU
resource from other participant hands over a process
to the auctioneer, and a seller participant receive the
process from the auctioneer and return the result to
the buyer participant through the auctioneer.

In this auction, volume of CPU resource is defined
as Bi which is possible number of processing which was
decided beforehand in a unit of time. Bi is assigned
interger value.

2.2 Bid data

A selling or buying bid data is sent to the auction-
eer. If the bid data includes identity of the bidder, the
auctioneer finds out it. Therefore, it is necessary to di-
vide the bid data into a price-data, denoted by p-datai,
including selling or buying price from an identity-data,
denoted by i-datai including account, denoted by aci,
which was assigned by the auctioneer. A p-datai is
sent to the auctioneer (i ∈ N :N is a set of partici-
pants). The auctioneer selects trading partners from
p-datai. But an i-datai can not afford to be sent to
the auctioneer, since auctioneer finds out identity of
bid. Therefore, an i-datai is kept by participant.

If a bidder own self i-datai, there is fear, such as
a participant who is not bidding the selected bid in-
sists on his bid, and a participant who bided the se-
lected bid erase the i-datai for misbehave. Therefore,
an i-datai is kept by all participants. But in this way,
they can see i-datai of other participant. Though a
bidder encrypts a i-datai with a public key of the auc-
tioneer, a participant can see i-datai of others by at
most one participant cooperates with the auctioneer.
Therefore, a bidder encodes the aci into multiple dis-
tributed codes by SSS.

2.3 (k, n) threshold SSS

(k, n)threshold SSS make the number of n dis-
tributed data, denoted by wj(1 ≤ j ≤ n), from secret-
data [4]. It has a feature that if the number of k or
more of wj are collected the secret-data can restore,
but in case less than the number of k it can not restore
even partial information of the secret-data.

A bidder makes the number of n i-datais, denoted
by Wij , including one of wij which is distributed from
aci, and one of them own himself and remainder sends
to other participants.

Figure 1A shows destination of p-datai and Wij .

Figure 1: A:Destination of p-datai and Wij . B:Method
for sending data

It is impossible that restore variable aci of other
participant unless the number of k or more partici-
pants cooperate and misbehave by using this method.

Figure 2 shows image of this method.
This algorithm is shown below. A bidder obtains

the j-th distributed data (wij), by evaluating a k − 1
polynomials of the form

f(x) = a + r1x + r2x + ... + rk−1x
k−1 (mod p)

at x = j :
wij = f(j)

where p is a large prime number greater than any of the
coefficients and is made available to all participants
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sign type explanation

aci integer value of optional digit identity of a participant which was assigned by the auctioneer
Bi integer value possible number of processing which was decided beforehand

pricei integer value selling or buying bid price
M1i string result from SHA algorithm of a bid time and aci

M2i string result from SHA algorithm of M1i

p-datai {M1i, Bi, pricei} be sent to the auctioneer
wij integer value of destributed data of aci by using SSS
Wij {M2i, wij} be sent to other participants

Table 1: Contents of data

Figure 2: image of using SSS

and the auctioneer, and the coefficient a is account of
the bidder while other coefficients r1, r2, ..., rk−1 are
all randomly chosen. Wij includes one of these wij .

When a trading goes through and the auctioneer
collects the number of k or more of Wijs, it can recon-
struct the original polynomial by solving a set of lin-
ear equations over a finite field GF (p). Assume that
the auctioneer collects the number of k wijs, which
is wi1, wi2,

� , wik, from the number of k Wijs. The
original polynomial f(x) can be restored by Lagrange
interpolation.

f(x) =

k∑
i=1

(wi ·
k∏

j=1,j 6=i

x− j

i − j
) (mod p)

The variable aci can be restored by calculating f(0).

2.4 Marks

When the auctioneer collects Wij , a mark which
associates a p-datai with Wij is necessary. The auc-
tioneer selects trading partners from p-datai and when
pair of bids are selected, and collect the Wij based on
this mark.

On the other hand a participant cancels a bid, a
mark which associates a cancel order with bid is nec-
essary too.

If these marks are equal, a participant can cancel a
bid of other participant since participant has a mark of
others Wij . Therefore, these two makes have to differ-
ent things. Moreover, it is necessary to be connected
with two marks.

These two marks must not overlap with it of other
participants. Since, if same marks exist in database
of the auctioneer, the marks can not be recognized.
Therefore, these two marks are assigned a value of
one-way function.

This algorithm is shown below. First, a bidder cal-
culates the value, denoted by M1i, from SHA algo-
rithm, which is one-way function, of a present time
and his account. Next, bidder calculates the value, de-
noted by M2i, from SHA algorithm of the M1i. M1i

and M2i are assigned by string. M1i is attached to
p-datai and M2i is attached to Wij . In case cancel
a bid, it is necessary to M1i. A participant can not
cancel bid of other participant by using this method,
since it is very difficult to calculate M2i from M1i.
When a trading goes through, the auctioneer collects
Wij based on a value (M2i) from SHA algorithm of
the M1i which is attached p-datai.

Table 1 shows compilation of these data.

2.5 Method for sending data

When a participant sends p-datai to the auction-
eer, the data is sent to the auctioneer not directly
but through several participants selected at random.
Since, if the data is sent to the auctioneer directly like
Figure 1A, the auctioneer finds out the identity of the
sender.

If a number of roam participants is decided, the
original sender is found out from the number. There-
fore, the number is decided from probable. Moreover
time limit of roam participants is set, since it has pos-
sibility that the p-datai is hard to be sent to the auc-
tioneer.

The algorithm is shown below. First, a bidder
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chooses integer number, denoted by NUMi, from 1 to
10, and set a limit time. Next, a bidder sends p-datai

to a participant selected at random. Participants who
receive the p-datai check the limit time and NUMi.
In case run past the limit time or NUMi equal to 0,
the participant sends the p-datai to the auctioneer; the
other case, the participant subtracts 1 or adds 1 from
NUMi, leaves it, or is set to 0 by restrictive proba-
bility, and sends the price-data to other participant
selected at random. This operation is repeated until
the p-datai is sent to the auctioneer.

But using this method, a participant can see p-datai

of others. Therefore, bidder encrypts a p-datai with a
public key of the auctioneer.

Figure 1B shows an example of p-datai’s path.
In case of sending Wij , it is in the same way that

sending p-datai, since it has same problem. There-
fore, Wij includes a destination of sending. Moreover,
a bidder encrypts a Wij with a public key of a partici-
pant of destination of sending, since a participant who
receives k or more of Wij can restore the account.

3 Procedure

3.1 Selling or Buying Bid

When a participant bids selling or buying bid, the
same procedure is performed. Here is a procedure of
the algorithm.

Step 1: A participant makes M1i and M2i, to use
method of described at preceding section.

Step 2: A participant makes p-datai include M1i,
Bi, and pricei.

Step 3: A participant encrypts the p-datai with a
public key of the auctioneer, and attach NUMi and
time limit.

Step 4: A participant sends the encrypted data to
the auctioneer, to use method of described at preced-
ing section.

Step 5: A participant make wij from aci, to use
method of described at preceding section.

Step 6: A participant makes Wij include M2i and
one of wij .

Step 7: A participant encrypts Wij with a public
key of a participant of destination of sending, and at-
tach NUMi and time limit.

Step 8: A participant sends the encrypted data to a
participant of destination, to use method of described
at preceding section.

3.2 Cancel a previous Bid

When a participant bids cancel bid, the procedure
is equal to Step 1 to Step 4 of selling or buying bid. In
case a participant cancels bid, he uses M1i and M2i

which restored at bid the selling or buying bid and the
value of Bi and pricei is set to 0.

3.3 Auctioneer

Role of the auctioneer in auction is publishes price
distribution which be sent as a p-datai, selects trading
partners, collects pair of Wij and restores a variable
aci of participant whom dealings determined, and re-
lays process between participants. Here is a procedure
of collect pair of Wij and restore a variable aci.

Step 1: The auctioneer selects trading partners
from p-datai, and calculates M2i from SHA algorithm
of M1i of the p-datai.

Step 2: The auctioneer collects Wij of the M2i from
all participants, and order them to delete the Wij .

Step 3: The auctioneer restores a variable aci from
the Wij , to use method of described at preceding sec-
tion.

4 Conclusion

We presented protocol of CPU resource electronic
double auction system among companies. Using this
proposed protocol, identity of bid will not become
clear to the auctioneer and all participants unless k,
that is threshold, or more participants cooperate and
misbehave. Moreover, only selling and buying price
distribution is published to all participants and the
auctioneer.

If the auctioneer collects Wij unjustly, a bidder no-
tices this misbehave since the bidder owns one of his
Wij . Therefore, the auctioneer who has the authority
to collect Wij can not misbehave either.

It should be noted that in a general protocol of elec-
tronic double auction, auctioneer can find out identity
of all bids. A construction of a system using the pro-
posed protocol will be studied in future work.
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Abstract:  
Robot control using internet basically uses the 

internet as command transmission medium and obtain 
feedback signals. This paper introduces the fundamentals 
of such robot control relationships. Four variations of 
robot control relationship have been identified and they 
are one to one, one to many, many to one and many to 
many. Samples for each of the relationship are given. The 
development of internet are further considered in the 
various applications areas. The applications made by 
various projects are referred. Some research issues and 
problems brought up by the projects are also reflected. 
The issues directed are time delay, communication, 
dynamic environment and dispersing the whole robot 
system on the internet. 

 
Keywords: Internet robot, robot control  
 
1 Introduction 

Robot control using internet basically uses the 
internet as command transmission medium and obtain 
feedback signals. Our laboratory is developing a 
technique to remote control a group of autonomous 
mobile robots (Tarou) by mobile phone or via the internet 
[1]. The remote control equipment used in Tarou is 
transmitter/receiver RDIS/LT-08 which has 8 input ports, 
8 output ports, 2 analog input ports and RS232 port.  
 
2 Robot Control Architecture 

Internet operated robot generally uses hardware 
which includes the robot, the robot server workstation, 
web server workstation and other user computers [2]. The 
user access the worldwide web and give commands. The 
web server receives these commands and transmits them 
to the robot server. The robot server decides the robot 
motion and behavior. The tasks are transmitted to the 
robot which is supposed to carry out the commands. The 
relationship of the user and the control system can be 
classified into four control architectures which are; one to 
one, one to many, many to one and many to many.  

 

2.1 One to one 
An interesting internet controlled pet robot with 

arithmetical inclination has been developed within this 
architecture [3]. The robot is programmed to recognize 
the image signals of the arithmetic operation using the 
binary method. If the equation is right it will nod and if the 
equation is wrong it will shake its head 

 
2.2 One to many  

The ARMAGRA Project [4] also depicts the same 
robot control architecture. It involves a few robots with an 
assistance system for disable persons. Both robot projects 
illustrated uses a decentralize system which enables each 
part of hardware to be develop individually. The 
flexibility of decentralize system is also economical as the 
web server workstation can be shared through LAN or a 
WAN. Our robot TAROU allows one remote user to 
control a group of autonomous robots. The operator sends 
commands using interface in HTML to the internet host 
onto the internet system. The command is received by 
RDIS/LT which is attached to Tarous body. Upon 
execution of command, reports are generated by Tarous 
and sent to the operator.  

 
2.3 Many to one 

A system that allows multiple users to control and 
industrial arm robot has been developed [2]. Each users 
monitors different sensors and submits control inputs 
based on different control information. The inputs are 
combined to a single control signal for the robot. However, 
time delay and transmission latency remain as two 
prominent areas of concerns.   
 
 2.4 Many to many 

  Marin et all [5] has described an experiment on 
multirobot internet based architecture. In the experiment, 
they tested on several telerobotic configurations that 
enable access from multi-users. They highlighted that 
having many robots connected to the servers manager 
would cause a bottleneck and proposed a configuration 
for the synchronization of the robots operation and 
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specification for reliable multirobot tasks.  
 
3 Application 

The literature reviews have revealed many aspect of 
internet robot. Many of it has focused on the technical 
aspect of the robot system development. This part of the 
paper discusses the research of internet robot which has 
been developed within an application area. The recent 
developments in the research and development for 
internet based robot have been focused on eight areas of 
application. The areas identified are; industrial robot, 
medical robot, entertainment robot, autonomous robot, 
service robot, hazardous environment robot, educational 
robot and other types of robot. 

 
3.1 Industrial Robot 

Industrial robots are used in various areas in 
manufacturing and production environment.  The robot 
are used to assemble parts, paint, weld and do other tasks. 
An internet based robotic assembly planning system 
namely the WebROBOT has been developed using a 
modular architecture [6]. User can model desired 
assembly sequence using a variety of parts in the 
assembly area. The objects are classified onto two 
categories which are the stationary objects and the 
movable objects. Users plan an assembly sequence using 
the movable objects onto the stationary objects. A 
common assembly done by the robot involves placing five 
cylindrical parts into an array of holes of a block in polar 
fashion. This way the user can specify the assembly 
operation while the robot converts the orders into detailed 
robot path by computing robot joint positions using 
inverse kinematics. The ability to automatically generate 
the robot path enable the WebROBOT to carry out robot 
programming at the task level compared to the commonly 
used strategies which is at joint level or teach-in type 
robot programming. 

An added  feature of industrial robot has been 
developed using the Virtual Reality Modeling Language 
VRML model [7]. The VRML model is developed using 
various software components and it has the capability to 
control and monitor the robot via the internet. The system 
is designed as such it allows users to control the robot 
without the need to know the details of the programming 
language used. In factory environment, it allows the 
operators or managers to visualize the robot system in the 
factory online at remote locations. 
 
 3.2 Medical Robot 

The main advantage of medical robots in ultrasound 

examinations is it alleviates the problems of human 
physical conditions among the sonographers [8]. This 
robot assisted system for medical diagnostic ultrasound 
helps to reduce the problem of having to perform 
awkward body positions in doing the test.  The system 
comprises of a master hand controller, a slave manipulator 
and a computer control system. It enables the operator to 
remotely position the ultrasound transducer onto the 
targeted patients body parts. The teleoperated quality 
enable the operator to position the ultrasound at ease with 
additional assistance of machinery force and image 
controllers enable the robot to be remotely position and 
used in telemedicine.  

Another medical robot system is developed by the 
Kanagawa Institute of Technology in the area of Face 
Robot [9]. The robot system is within a personal computer 
(PC). The purpose of the robot is to remind the patients 
when and which medication is to be taken using facial 
expression, a voice communication system and a display 
on the PC. 

                                                                                     
3.3 Entertainment Robot  

Entertainment robots are developed as a variation of 
amusement means. However its potentials can be 
extended for other arising needs. The interesting internet 
controlled pet robot with arithmetical inclination has been 
explained earlier is a good extension of entertainment 
robot. Apart from the basic movements of walking, 
seating and standing up it can also do fundamental 
mathematics calculations. The pet robot can determine the 
equation of addition, subtraction; multiplication and 
division are correct or otherwise. If the equation right the 
pet robot will nod and if it is wrong, the pet robot will 
shake its head. Another entertainment robot is being 
developed by the LunaCorp Inc. and Carnegie Mellon 
University [10]. They aimed to operate a pair of 
teleoperated robotic vehicles on the surface of the moon 
with a television network as customer. 
 
3.4 Service Robot 

The service robot can provide many services in home 
or office. Sawasaki et all [11] describe the application of 
Humaniod robots to building and home management 
service. The system enables users to remote control 
humanoid robot in home environment. Another service 
robot WorkPartner has been developed to perform tasks 
like garden work, transferring of light weight obstacles 
and environment mapping. The centaur like service robot 
is a hybrid, lightweight outdoor robot [12]. Its hybrid 
system combines both legged and wheeled locomotion, 
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providing good terrain negotiation and large velocity 
range.  

 
3.5 Autonomous Robot 

Unlike the conventional conveyance robot system 
which uses the line trace system, the autonomous robot 
can make judgment and equipped with dynamic sensors. 
Ohchi et all [13] described its robot which can follow the 
infrared rays emitted by a transmitter on a guide and move 
to the destination. An interesting autonomous robot with 
book browsing system has been developed [14]. The 
development has been made with consideration on the 
application and usability in book browsing environment. 
The aspects of movement towards the bookshelf, 
extraction and return of book and book perusal have been 
developed. 

 
3.6 Hazardous Environment Robot 

Environment such as managing spent nuclear fuels is 
obviously hazardous due to its high radioactivity nature. 
Cragg and Hu [15] proposed an integrated architecture 
which combines the strengths of available distributed 
computing, autonomous multiple robot and internet robot 
architectures for the use in nuclear decommissioning 
environment. Korea Atomic Energy Research Institute 
(KAERI) has developed a 3D graphic simulator to 
monitor the operation of multiple devices operated in such 
hostile environment [16]. Most of the devices are operated 
within a hot cell involving various sensors. They have 
successfully transmit the operational information from the 
actual system to the graphic workstation in realtime and 
visualization of the operating devices was simulated 
successfully in the virtual workcell. 
 
3.7 Educational Robot 
Safaric [17] has made an application of internet robot for 
education and training in using expensive equipment. The 
trainees uses offline virtual environment for task planning 
which then, exported to remote physical hardware 
through the internet for robot execution. This method has 
increases the training possibility and it is low cost.  The 
downtime of the critical equipment is minimized while 
the gaining of valuable experience is minimized. 
 
3.8 Other Internet Based Robotic 

A space robot experiment ROTEX has been carried 
out [18]. One of its control modes operated from the 
ground using predictive computer graphics. 

 
 

4 Research Issues 
Most recent researches highlighted the issues 

concerning the robot work environment, communication 
delay and the tools needed for robot performance.  

 
4.1 Usage in Dynamic Environment 

Using such robot in dynamic environment is a 
concern due to a few reasons. One of the concern is on the 
information gap about the robot remote workplace. 
Virtual Reality (VR) is one of the common counter 
measure [16]. 3D graphic simulator is usually used as the 
human interface for robot in remote place operation. It is 
also used to visualize the work place environment in 
offline simulation to preview the robot movements in 
virtual workcell before operating the real robot. The 
KAERI project uses real time monitoring by gathering the 
task based operation data from the sensor to the graphic 
workstation which is then used to simulate the operation 
of the real device [16]. They proposed dedicated 
communication protocols and dividing the simulation 
programs into a number of small modules to execute each 
event massage from the control computer. 

 
4.2 Communication, Time Delay and Other 
Unresolved Issues 

The underlying problems of communication and time 
delay are rooted in the data transmission of the robot and 
the operator. The whole system also can be upset due to 
irregular time delay. Accumulation of these problems 
then leads to time varying system which requires various 
control methods. Kikuchi et all [19] proposed a system 
which consist of three subsystems; a bilateral 
teleoperation subsystem, a visual information subsystem 
and an environment predictive display subsystem. The 
first subsystem is stabilized using the virtual time delay 
method and the second subsystem transfers the visual 
information. Finally the third subsystem predicts the 
behavior of the environment for the operator. Other 
theories proposed on maintaining the system stability and 
synchronization of operator and robot terminal. This 
would involve predictive methodology including 
traditional predictive control, internal model control and 
Kalman filtering [20]. Other issues involve having the 
whole robot system being disperse on the internet. The 
sensor, the operator and controller are located in different 
nodes and coordinated via internet connection [21]. A 
perfect example would be a homeland security robot 
which have sensors at various locations, operator and the 
robot at remote places, all connected through the internet 
for full execution.  
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Conclusion 
The direction of research for robot control using 

internet is patterned on having the operator and the robot 
in remote areas.  The capitalization on true quality of the 
internet should be reap for closer correlation.  
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Abstract
Particle filtering is an approach to Bayesian esti-

mation of intractable posterior distributions from time
series signals with non-Gaussian noises. Several parti-
cle filters employing different sampling methods have
been proposed for approximating Bayesian computa-
tion with finite particles. Our previous work first stud-
ied the difference between two filters, Condensation
and Auxiliary Particle Filter. They can be consid-
ered compensatory in terms of accuracy and robustness
under severe circumstances having unknown occluders
and/or distracters. We then proposed a new parti-
cle filtering scheme, called switching scheme, which al-
lows robust and accurate visual tracking under severe
circumstances. This scheme utilizes the two comple-
mentary sampling algorithms above by switching them
based on the confidence of filtered state of the visual
target. This article presents an alternative switching
method called soft switching while we call the pre-
viously proposed method hard switching. The soft
switching method softly changes the population ratio
of each sampling method for assigning particles. We
examine their properties in terms of accuracy and ro-
bustness via real visual tracking experiments as well as
computer simulations.

keywords – particle filter, sampling, real time, visual
tracking, switching

1 Introduction

Particle filtering is an approach to Bayesian esti-
mation of intractable posterior distributions from time
series signals with non-Gaussian noise. This approach
has been attracting attention in various research ar-
eas, including real-time visual processing which deals
with images contaminated by non-Gaussian noises due
to not only signal noises but also the existence of ob-
stacles and/or distracters. Several particle filters have
been proposed for approximating Bayesian computa-
tion with finite particles. The performances of such

algorithms have not, however, been fully evaluated un-
der circumstances specific to real-time vision systems,
i.e., there are unknown occluders and distracters. It is
important for real-time visual tracking systems to re-
alize high accuracy and robustness, coping with these
difficulties.

Our previous work studied the difference between
two filters, Condensation [1] and Auxiliary Particle Fil-
ter [2] (APF). Condensation employs the Sampling Im-
portance Resampling (SIR) method, and can run on
a cheap standard PC. Condensation, however, has a
problem called an outlier problem, i.e., large differ-
ence between prior and true distribution causes crude
approximation of the posterior distribution. Unfortu-
nately the outlier problem often occurs in a real-time
visual tracking task due to unknown occlusions, dis-
tracters and target dynamics. APF was proposed to
solve the outlier problem using the information of cur-
rent observation. These two filters can be considered
compensatory in terms of accuracy and robustness un-
der the circumstances specific to real-time vision sys-
tems. To exploit their advantages, we proposed a new
filtering scheme that switches these filters according to
a simple criterion [3].

This article presents an alternative switching
method called soft switching while we call the pre-
viously proposed method hard switching. The soft
switching method softly changes the population ratio
of each sampling method for assigning particles. We,
then, examine their properties of accuracy and robust-
ness via computer simulations that model realistic cir-
cumstances include occlusion and distracters. Next,
the effectiveness of our methods are demonstrated by
real visual tracking experiments. In our tasks, the
tracking target is a red ball, and the ball moves sinu-
soidally behind a board as an occluder. Because there
are in addition many objects similar to the tracking tar-
get in the background as distracters, they are realistic
visual tracking tasks.
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2 Particle Filters

Particle filters are based upon point-mass represen-
tation of probability densities. A continuous state vec-
tor of a target object at time step t is denoted by
xt ∈ RNx , and a measurement vector is zt ∈ RNz .
Using a sample set {(x(n)

t , π
(n)
t ), n = 1, ..., N} at time

step t, the posterior density is approximated as

p(xt|zt) =ktp(zt|xt)p(xt|zt−1), (1)

where kt is the normalization term. Then, prediction
density p(xt|zt−1) as prior is approximated as

p(xt|zt−1) ≈
∑

n

π
(n)
t−1p(xt|x(n)

t−1). (2)

The weights π
(n)
t are determined by π

(n)
t = p(zt|x(n)

t ).
If we can prepare sufficient large number of particles,

Eq.2 becomes accurate. However, we cannot prepare
such a large number of particles for real-time process-
ing.

In Condensation, p(xt|xt−1) used as the proposal
density is independent of observation zt at each time
step t, and the state space is explored regardless of zt.
This property suffers from the outlier problem [2], i.e.,
model-implausible observations may occur when there
are unexpected occluders, distracters, and changes in
the target motion.

Auxiliary Particle Filter [2] proposed by Pitt and
Shepherd employs elegant resampling method that
solves the outlier problem. In their approach, likeli-
hoods are calculated as weights at any likely point that
characterizes p(xt|x(n)

t−1), e.g., mean or mode. Then, by
resampling with the weights that include information
of current observation p(zt|xt), the estimation around
the likely points tends to be more accurate in APF than
in Condensation. The diversity of particles, however,
is lower in APF than in Condensation. For particle
filters, we need to prepare an observation model, or
likelihood function, of the target to be tracked. In this
article, we employ the same observation model as that
in [3].

3 Hard / Soft Switching Particle Filters

As described in the last section, Condensation em-
phasizes prediction of target transition (prior) more
than APF, while APF emphasizes observation more
than Condensation for estimating current target state.
Emphasis on observation makes tracking accurate,
while emphasis on prior would make tracking robust
especially under the severe circumstances having un-
known occluders and distracters. To exploit their ad-
vantages, we previously presented switching sampling
scheme based on the confidence of filtered state of the

visual target [3]. Our proposed method fully switched
the two sampling algorithms according to a simple cri-
terion, the variance of current estimated target states
as confidence in the estimation. We call it hard switch-
ing method. The variance of the current estimated tar-
get states is defined as

Vest(t) =(σ2
est,1, ..., σ

2
est,Nx

)T (3)

=
∑

n π
(n)
t (x̂t − x(n)

t )(x̂t − x(n)
t )T

N − 1
, (4)

where, x̂t =
∑

n π
(n)
t x(n)

t . Then, using threshold vector
γ, the hard switching method is described as

if σest,i > γi (∃i), then use APF,
otherwise, use Condensation.

The vector γ is a thresholding parameter that discrim-
inates successful tracking from unsuccessful tracking
based on the confidence of the current estimated tar-
get states. We set γ at the variance of estimated tar-
get states during successful tracking. For example, in
our experiments described later, γ was set as follows.
We assume that the ball size on the image plane is in-
variant and xi(i = 1, 2) are independent of each other
for simplicity. Under such assumption, the covariance
components of the current estimated target state are
expected to be 0, and all we have to do is to compare
the threshold vector γi(i = 1, 2) to the standard de-
viation of the current estimated target state

√
Vest(t).

If we cannot assume the component-wise independence
of state vector, we need to extend the variance Vest(t)
to the variance-covariance matrix. In our experiments
we employ the target ball radius as threshold γ be-
cause we found the standard deviation of the current
estimated target states during successful tracking were
almost equal to the ball radius.

In this article, we propose an alternative switch-
ing method called soft switching. Although the soft
switching method is the same as the hard switching
method except that it controls the population ratio of
each sampling method for assigning particles, based on
confidence level of estimation. The number of particles
sampled by each sampling method, Ncond and Napf, are
determined as

Ncond = N −Napf, Napf = max
i

Napf,i,⎧⎨⎩
Napf,i = 0 (σest,i < γmin,i)
Napf,i = N(σest,i−γmin,i)

γmax,i−γmin,i
(γmin,i ≤ σest,i ≤ γmax,i)

Napf,i = N (σest,i > γmax,i)
,

meaning that the more confident of tracking the tracker
has, the larger number of particles are sampled by Con-
densation, while the less confident of tracking it has,
the larger number of the particles are sampled by APF.
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The threshold vectors in the soft switching method
are also determined using the target ball radius. We set
γmin at smaller than the ball radius, and γmax at larger
than the ball radius. We will examine the performance
of the soft switching method with various combinations
of γmin and γmax in the next section.

4 Simulation Results
occlusion

width

tracking

target

distracter

occluder

distracterdistracter

time step

s
ta

te

true target state

success area

Figure 1: The setting of the computer simulations (left)
and the success area defined encompassing the true tar-
get state (right).

To investigate the performance under realistic cir-
cumstances, we prepared simulated image sequences
in which occlusion width, distracter size and positions
varied (cf. Figure 1 (left)). The radius of the target was
5 pixels, and the target moved sinusoidally with am-
plitude 200 pixels and frequency 1 Hz. The occlusion
width varied from 5 to 100 pixels with step size 5 pixels.
For each image sequence, three distracters were ran-
domly chosen from six candidate positions, and their
radius were varied from 1 to 20 pixels. The length of
each image sequence was set to 60 frames.

First, the hard switching method (γ = 5) and the
soft switching method (γmin = 4, γmax = 20) were
tested for the simulation image sequences. We exam-
ined robustness of the two methods in terms of the
tracking success rate, where “success” means the num-
ber of failure frames in which estimated target state
deviated from the success area (cf. Figure 1 (right))
was smaller than 15 frames. Their accuracies were also
examined based on the mean tracking error in success-
ful trials.

To examine difference in the success rate, we used
the χ2 test. Figure 2 (left) shows results of the χ2 test
(p < 0.01), indicating the hard switching method is
more robust against unknown occluder and distracters
except for too severe conditions, i.e., large occlusion
and distracters, or very simple conditions, i.e., small
occlusion and distracters.

To examine difference in the tracking error, we ap-
plied the Wilcoxon test because the tracking errors
and the number of successful trials were too small for
the t-test under the severe condition with low success
rate. Figure 2 (right) shows results of the Wilcoxon
test (p < 0.05), indicating the hard switching method
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Figure 2: Result of the χ2 test (left) and the Wilcoxon
test (right). White, black, gray, dark gray colors mean
that the hard switching method was better signifi-
cantly, the soft switching method was better signifi-
cantly, there was no significant difference between their
performances, and neither the χ2 test nor the Wilcoxon
test was not applied because of the too small number
of successful trials, respectively.

maintain its accuracy of tracking under the broad con-
ditions better than the soft switching method.

In order to use switching methods, switching thresh-
old γ must be set beforehand. Although we found
that the target ball radius was enough in our exper-
iments, the switching methods depends on this pa-
rameter, which is more salient for the hard switching
method. An inappropriate parameter causes failure
tracking because the tracker misses timing of switch-
ing and then the balance of divergence and conver-
gence of particles is broken. As for the soft switching
method, setting γmin at smaller than the ball radius,
and γmax at larger than the ball radius adding a mar-
gin to the timing of switching leads to robust track-
ing. The soft switching method becomes equivalent
to the hard switching method in terms of the num-
ber of particles sampled by each sampling method if
γmin = γmax. When sufficient resource cannot be allo-
cated as in real-time visual tracking, the hard switch-
ing method is more efficient than the soft switching
method if the precise switching threshold can be pre-
determined.

5 Real Experiments

In this section, we compare the performance of the
hard and soft switching methods with Condensation,
APF and Unscented Particle Filter (UPF) [4]. Similar
to APF, UPF proposed by Merwe et al. emphasizes the
information of current observation. Its proposal distri-
bution is estimated by Unscented Kalman Filter for
maintaining accurate estimation of target states. Be-
cause we cannot calculate xt from zt, we use weighted
mean by redness at each pixel as an observation in
UPF. We evaluate the effectiveness by comparing the
number of lost-target frames and mean error in suc-
cessful trials.
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5.1 Experimental Setup

The task was to track a red ball moved sinusoidally
either by hand or by a robot manipulator. Real video
images were taken by a digital video camera and pro-
cessed by a Pentium 4 (2 GHz) Linux PC. These im-
ages were downloaded to the PC by Video for Linux at
a resolution of 640 × 480 pixels, then reduced to 320
× 240. We also need to determine the number of par-
ticles. From simulation results using artificial images,
we set the number of particles to 800 to maintain the
accuracy and real-time quality. Our system processed
one frame in about 8 msec.

5.2 Tracking with an Occluder and dis-
tracters

To statistically compare the performance of different
particle filters under usual circumstances for vision sys-
tems, we prepared an environment in which we placed
a board as an occluder between a red ball and a cam-
era, cf. Figure 3. There were also some distracters, i.e.,
red objects around the trajectory and the board.

bord

red ball

Figure 3: A sample image in the our task.

Figure 4 (left) shows histograms of “lost” frames
(length of video sequence is 423 frames for 14 sec).
“Lost” means that the estimated target state deviated
from the success area defined around the true target
state (cf. Figure 1 (right)). Figure 4 (right) shows the
mean absolute position error of each tracker in success-
ful trials. A successful trial means that the number of
lost frames was less than 100.

These figures show that our switching scheme out-
performs the other filters including UPF. Because APF
takes particular note of the current observation, it
sometimes failed in tracking the target due to dis-
tracters, especially as it crossed behind the board.
Condensation was more robust for crossing the board,
but subsequent convergence to the target was very slow
and not promising. The UPF was more robust and
accurate than those two filters, but its accuracy was
much worse than that of the switching methods. Be-
cause the current target state cannot be observed di-
rectly from the image (only the redness at each pixel is
observed), we choose the weighted mean of pixels using
their redness as the observed state in UPF. In spite of
inaccurate observation, UPF worked well. In a severe

circumstance with occlusion and distracters, however,
UPF was not able to keep accurate tracking.
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Figure 4: Lost frames (left) and mean absolute position
errors (right).

6 Summary

We have examined new particle filtering methods,
hard and soft switching particle filters, devised for du-
ality with real-time vision systems. These filters em-
ploy two particle filters, Condensation and Auxiliary
Particle Filter (APF), which incorporate different re-
sampling algorithms. To exploit their advantages, our
proposed filters switch them dynamically according to
a simple criterion: the confidence level of the current
estimated target state. The two methods, hard switch-
ing and soft switching, were examined in their prop-
erties in terms of accuracy and robustness via com-
puter simulations that model realistic circumstances in-
clude occlusion and distracters. The simulation results
showed that the soft switching method is more tolerant
to the switching threshold, although the hard switching
method is more efficient if precise switching threshold
is pre-determined, especially when sufficient resource
cannot be allocated as in real-time visual tracking. We
also demonstrated that the switching methods outper-
form other well-known particle filters through real vi-
sual tracking experiments.

Automatic determination of the threshold parame-
ter can be regarded as learning of a hyper-parameter,
which will be our future work.
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Abstract
A new method is presented for the analysis of complex

multi-agent robotic behaviours, based on observing be-

haviour and abstracting models on which to base con-

trol. This involves (i) building an appropriate represen-

tation of the scene using the ‘best’ features, (ii) classifying

each scene by its features, and (iii) learning the correla-

tion between scene classes and the actions performed in

each. A novel aspect is the use of Q-analysis to investigate

relational structure between many possible observable fea-

tures, and configurations in the scene. Q-analysis helps in

the selection of appropriate features and is the basis of our

combinatorial classification. The methods and algorithms

presented are experimentally validated using data from the

RoboCup simulation league. We conclude that Q-analysis

could be a powerful new approach in robot control.

1 Introduction

We refer to behaviour analysis as the task of con-
structing a model of the behaviour exhibited by an
agent or multiagent system (MAS) using observations.
In this paper the agents are autonomous robots work-
ing together as a team to play soccer.

Behaviour analysis starts by observing scenes as
the interaction between agents and their environment.
Scenes have sub-scenes, here called configurations. In
the first step, the configurations are described by a
set of observed features, for example, ‘opponent to
left’, ‘ball moving fast’, ‘team-mate to right’, ‘close
to goal’, or any other ‘relevant’ characteristic. In the
second step, the configurations are classified, based on
combinations of their features. Finally, the configu-
ration classes are correlated to the observed actions
performed by the agents. This is then used as the ba-
sis of control for the agents, effectively giving a learned
behaviour [1, 2]. In order to analyse behaviours in this
manner, the following issues need to be addressed:

1. Which features “best” describe a scene?

2. How can the features be used to classify scenes?

3. How can relationships be learned between config-
uration classes and the agent control actions?

The first issue, known as feature extraction in pat-
tern recognition, relates to which features should and
should not be part of the representation. In general,
adding irrelevant features “obscures” the effects of rel-
evant features. Thus it is desirable to find a method to
include only ‘relevant’ features in the representation.
The second issue is a general problem in classification,
which relates to finding an appropriate criteria of ‘sim-
ilarity’ between instances. The third issue is related
to machine learning, in finding a method for learning
from classified observed behaviours.

This paper develops a framework for behaviour
analysis based on the Methodology of Q-analysis [3, 4].
As explained in the next section, Q-analysis is a mul-
tidimensional generalisation of network theory, able
to model general n-ary relations between features and
configurations. Through its notion of ‘q-connection’ it
provides a graded method of classification according
to shared features.

This is in marked contrast to methods of classifi-
cation that map objects into multidimensional data
spaces, and cluster them into components based on
similarity metrics. The essential difference is that Q-
analysis is very sensitive to the selection of features,
and this can be exploited to detect and remove fea-
tures that add little or no information.

Before starting the discussion, we establish some
basic notation. A scene is an instantaneous observa-
tion of the system including the robots and environ-
ment. Scenes have sub-scenes associated with subsets
of players that we will call configurations. In this paper
we are concerned with selecting features to describe
those configurations, and classifying the configurations
for control purposes.
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2 The Methodology of Q-analysis

2.1 Classifying Multidimensional Data

Of the large literature on classification, we can
abstract two complementary approaches. To illus-
trate this, consider a set of objects to be classified,
A = {a1, a2, ..., am}, and a set of classificatory fea-
tures, B = {b1, b2, ..., bn}. An observation of an object
ai consists of making two decisions for each bj :

1. is object ai related to feature bj?

2. what is the strength of that relationship, weighted
as a number?

Behind the first of these questions is a subtlety of-
ten lost by unquestioning use of standard classificatory
techniques. Whether or not an object is related to a
feature is a binary yes/no decision. For example, con-
sider whether or not a battery-powered robot has a
power source. If the battery is removed it does not
(relationship). Suppose the robot has a battery fitted,
but the battery is flat. Then it does have a power
source (relationship), currently capable of delivering
zero power (number).

This distinction makes a big difference in the appli-
cation of classification techniques. When ‘non-present’
characteristics are included in the classification with
weight zero, this impacts on the classification. In
particular, it established ‘similarity’ between objects
weakly related to a feature, and objects that are log-
ically unrelated to that feature. In the case that the
feature represents a dimension with little or no infor-
mation, this creates spurious similarities.

This is one of the reasons why it is not possible to
solve all problems using fully connected neural net-
works as classifiers. Neural networks such as the mul-
tilayer perceptron effectively map an m-dimensional
input space to an n-dimensional output space. The
distinction being made above corresponds to there be-
ing no connection between input xi and neuron yj (not
related), and there being a connection for which all
the input values are zero, or the weight, wij, being
held at zero. In fact this last possibility cannot be
guaranteed within the standard multilayer perceptron
architecture, and the only way to achieve the required
effect is to cut the link between xi and yj .

The practical implications of this are profound. The
idea that one can throw any combination of ‘data’ at a
network, or any other classifier, founders on combina-
torial complexity. In principle the network will filter
out the ‘irrelevant’ data by assigning low weights to

their connections. In practice a network with a mil-
lion inputs will never converge.

Thus, the classification of multidimensional data
addressed by many clustering techniques often begs
the essential question: what are the relevant dimen-
sions for the particular application?

As we will show, Q-analysis is an approach that
stays very close to the data. At times its sensitivity
to the dimensions used can be frustrating, as can the
effects of objects that dominate the structure. But
often, this just reflects the nature of the system under
investigation.

2.2 Similarity

In classification, geometric models are often used to
evaluate the similarity between instances. Geometric
models represent instances as points in a multidimen-
sional coordinate space and define similarity between
instances as the Euclidean distance separating them.
This means that the information stored in a set of di-
mensions is subsumed into a distance value, and thus,
it is critically important that this distance reflects ac-
curately the relevant information in the data [5]. Fig-
ure 1 illustrates an example of geometric similarity; on
the left, three robots (R1,R2,R3) are positioned with
respect to a goal, on the right, two different coordinate
spaces are used to represent each situation. Following
the top coordinate space, robots R1 and R3 are in
more similar situations than R2. On the bottom co-
ordinate space, the angle feature (α) has been scaled
differently (e.g. changed representation units), as an
effect R1 and R2 are now more similar. This exem-
plifies the importance of finding a distance value that
accurately represents similarity among instances.

Goal2

Goal3

Goal1

R1

R2

R3

d1

d2

d3

"1

"2

"3

d

"

R1

R3

R2

"

d

R1

R3

R2

Figure 1: Mobile robots in different situations with re-
spect to a goal and their similarity based on Euclidean
distance.
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2.3 Representing relations by simplices

Given the limitations of geometric models based on
geometric similarity metrics, the Methodology of Q-
analysis offers new insights to the concept of similar-
ity. This analysis is especially suited for discovering
relational structure in multidimensional data. In Q-
analysis, similarity is no longer defined as a distance,
but is based on structural ideas of connectivity be-
tween particular instances.

Q-analysis provides a set-theoretic approach to the
study of relationships. In general a relation R between
a set of elements, {x0, x1, ..., xp}, can be considered
to determine a new object called a simplex, denoted
〈x0, x1, ..., xp;R 〉.

Simplices can be represented by polyhedra in mul-
tidimensional spaces. Let the individual xi be called
vertices, denoted as 〈xi〉. Then a simplex with one ver-
tex is a point, a simplex with two vertices is a line, a
simplex with three vertices is triangle, a simplex with
four vertices is a tetrahedron, a simplex with five ver-
tices is a 5-hedron, and so on. This is illustrated in
Figure 2, where (a) and (b) are tetrahedra, (c) is a
triangle, and (d) is line. As can be seen, a simplex
with p + 1 vertices is a p-dimensional object. Thus we
refer to a simplex with p + 1 vertices as a p-simplex.

We illustrate this using an example from robotics.
Let {x0, x1, ..., xp} be a set of features describing a
sub-scene, or configuration, in a robot soccer game.
Let a configuration be denoted by cj , so that each xi

is R-related to cj . Then we can write the simplex
associated with cj as σ(cj) = 〈x0, x1, ..., xp; R 〉.

To illustrate this consider a matrix M representing
five configurations, {c1, c2, c3, c4, c5}, related to sub-
sets of six binary features {x1, x2, ..., x6}:

M =

x1 x2 x3 x4 x5 x6

c1 1 1 0 1 1 0
c2 0 1 1 1 0 1
c3 0 1 0 1 0 1
c4 0 0 0 0 1 1
c5 1 1 0 1 1 0

Table 1: a configuration-feature incidence matrix.

Each row, i, of matrix, M , can be represented by a
simplex, σ(ci). Thus σ(c1) and σ(c5) are the 3-simplex
or tetrahedron 〈x1, x2, x4, x5〉 (Figure 2(a)). σ(c2) is
also a 3-simplex, 〈x2, x3, x4, x6〉, (Figure 2(b)). σ(c3)
is a 2-simplex or triangle, 〈x2, x4, x6〉, (Figure 2(c)),
and σ(c4) is a 1-simplex or line, 〈x5, x6〉 (Figure 2(d)).

(a) (b) (d)(c)

x4

x2

x6

x5x1

x2

x4

x5

x2

x3

x4

x6 x6

Figure 2: Some examples of different simplices.

An important idea in Q-analysis is that high dimen-
sional simplices can be decomposed into their lower
order simplices called their faces. For example, the
simplex representing, σ(c1), (Figure 2a) can be decom-
posed into the following face simplices of dimension q:

q # simplices

3 1 σ(c1) = 〈x1, x2, x4, x5〉
2 4 〈x1, x2, x4〉〈x1, x2, x5〉〈x1, x4, x5〉〈x2, x4, x5〉
1 6 〈x1, x2〉〈x1, x4〉〈x1, x5〉〈x2, x4〉〈x2, x5〉〈x4, x5〉

2.4 q-nearness and structural similarity

Let the intersection of two simplices be defined to
be their shared face. For example, σ(c1) ∩ σ(c2) =
〈x1, x2, x4, x5〉 ∩ 〈x2, x3, x4, x6〉 = 〈x2, x4〉 (Figure 3).

x1

x2

x5

x3

x4

x6

Figure 3: Q-connectivity of two simplices.

More generally, two simplices σ and σ′ are said to
be q-connected if there is a chain of pairwise p-near
simplices between them, p ≥ q.

When the relation is represented by a binary ma-
trix, M the q-nearness can be calculated as, MMT−1,
where, MT , is the transpose of M and 1 is a matrix
with all elements equal to 1.

c1 c2 c3 c4 c5

c1 3 1 1 0 3
c2 1 3 2 0 1
c3 1 2 2 0 1
c4 0 0 0 1 0
c5 3 1 1 0 3

Table 2: A shared face matrix.

For example, the symmetric matrix above repre-
sents the q-nearness of the simplices in M given in the
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previous section. The diagonal of this matrix repre-
sents the dimension of each simplex, this value is also
known as q-top.

This shared face matrix represents the direct con-
nectivity of the simplices based on their shared ver-
tices. Every p-simplex is p-near to itself. In this case,
c1 is 3-near to c5 because they are related to the same
set of vertices, and are identical with respect to this
vertex set. On the other hand, c1 and c2 are both
3-simplices (tetrahedra), but they are only 1-near be-
cause they share only a 1-dimensional face.

The conjugate matrix, calculated using MT M − 1,
gives the number of configurations shared by pairs of
features. It represents the connectivity between fea-
tures, and we call it the feature shared face matrix.

3 Q-analysis in Behaviour Analysis

This section investigates the suitability of the Q-
analysis framework for behaviour analysis, defined in
the Introduction.

The underlying hypothesis is that classes of ‘sim-
ilar’ configurations can form more abstract concepts.
These can be associated with particular control actions
that have been experienced previously by the robot as
successful. Thus the classification is the means of gen-
eralising from particular experiences.

The study is conducted by analysing the example
of robot football passing behaviour. The data for this
come from observing ‘passing configuration’ from the
Log-Files of the RoboCup 2003 Competition, and con-
structing a model of a passing behaviour. As seen ear-
lier, to construct such model the following issues need
to be addressed: (i) selecting ‘relevant’ feature, (ii)
using these ‘relevant’ features to best classify ‘similar’
configurations, (iii) using these classes as the basis for
learning behaviour.

3.1 Representing Configurations

The number of possible features that could be used
to describe a configurations, or position, in a robot
soccer game is enormous. Also, there is no obvious a
priori ‘best-set’ of features. We constructed our set of
features as follows.

Figure 4a illustrates a ‘passing scene’, simplified to
5 players per team rather than the 11 used in this
experiment. Player, p, is the one holding the ball,
while the players ai are on the same team as p, and
players bj are the opposition team.

a2

a1

a3

a4

b2

b1

b3

b4
b5

"4

d4

p a1

b2

b1

p

(a) (b)

Figure 4: a) Passing scene. b) Player configuration

For a configuration, many features could be ab-
stracted. For example, let player p have possession of
the ball. Then each other player has an associated tri-
angular area of ‘controlled space’ defined by p and the
positions of other neighbouring players (Figure 4(a)).
Then each triangle has an angle, αi, and a distance,
di between the player and p.

Both, αi and di are continuous variables that are
segmented into four intervals, ‘very-small’, ‘small’,
‘big’, and ‘very-big’, denoted as vs, s, b, vb. Two re-
lations indicating whether or not the right and left
neighbouring players are of the passer’s team are also
represented. We also use the feature of whether or not
an opponent player is closer to the ball than a team-
mate. Many other features could be incorporated, but
we arbitrarily select these 11 binary variables:

4 distances: dvs, ds, db, dvb

4 angles: αvs, αs, αb, αvb

2 neigbours: Rneigh own team, Lneig own team

1 opponent closer: oppcloser

Thus, each configuration (Figure 4(b)) can be de-
scribed by simplex with vertices subsets of these eleven
features. As will be explained, these vertices them-
selves were the result of a selection process according
to relevance.

3.2 Feature Selection using Q-analysis

Given an arbitrary set of features, which ones are
the most ‘relevant’? The usual approach to this ques-
tion has been to leave it to the designers intuition to
decide which are the most important features, whether
new ones need to be added or if any need to be dis-
carded. In this context, a method to evaluate features
as ‘relevant’ or otherwise, could be helpful to human
robot designers, and in the longer term, could lead
into automating the feature selection process. Here
we present a method of feature selection based on Q-
analysis.

Let X be a configuration represented by n binary
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features, Xi = {x1, x2, ..., xn}. For illustration it will
be assumed that each configuration is classified by ex-
perience into ‘passing configuration’ and ‘non-passing
configuration’. Thus the configurations will be de-
noted cj,passing and ck,non−passing. Some features add
no discriminative information for a classification, while
others give complete information.

For the simplest cases, we will define a feature to
be ‘distracting’ when observing it adds little informa-
tion in its context. For example, a feature related
to all configurations adds no information, and a fea-
ture related to no configurations adds no information.
The first case would apply when a thermometer al-
ways recorded xtemperature above a safety threshold
in all cases, associated with the action “sound alarm”,
while second case would apply when a thermometer al-
ways recorded xtemperature as below the safety thresh-
old associated with action “do nothing”.

A feature xi is a perfect classifier if all configura-
tions of one class are are related to that feature, and no
configuration from other classes is related to that fea-
ture. This last occurs when, for example, xtemperature

below a safety threshold is related to a class “do noth-
ing”, or otherwise “sound alarm”.

In this paper we are concerned with discovering fea-
tures that are neither distracting or perfect classifiers,
but become relevant in combination with other fea-
tures. In order words seek features that form the ver-
tices of classifying simplices. These simplices can be
considered to be ‘concepts’ at a higher level or repre-
sentation [1, 2, 6].

In the next section we will illustrate a number of
heuristics for selecting ‘relevant’ features for the case of
passing and non-passing configurations. These heuris-
tics amount to seeking feature simplices that are faces
of many configuration simplices. In other words, we
seek combinations of feature vertices that give the
most powerful discrimination, and we seek features
vertices that belong to many such combinations.

3.3 Q-analysis of a Games

To investigate the use of Q-analysis as a classifi-
cation method, we took the Final game of RoboCup
2003 and studied the passing behaviour observed in it.
Let, S, be the set of successful passing configurations
(passer and receiver players belong to the same team)
observed in that game.

For every pass that is made, the pitch can be di-
vided into 21 triangular configurations, one for each
of the 21 players not possessing the ball. Of these we
focus on the areas of the 10 team-mates of the passing
player.

Each of the ten ‘team-mate’ areas can be described
by the eleven features defined above. Some of these
are mutually exclusive, and the maximum dimension
of the simplices representing the triangular configura-
tions is q = 4. The pass can only be made to one
of these areas, so the remaining nine become ‘non-
passes’.

We now apply Q-analysis on this data to study
whether any structural difference emerges between the
pass and non-pass simplices, both enabling us to iso-
late powerful classificatory simplices, and thereby rel-
atively the powerful features that make up their ver-
tices.

3.3.1 The Shared Face Connectivity Matrices

(a)

12 0 0 0 7 1 4 0 5 2 11

0 45 0 0 13 9 13 10 10 18 30

0 0 44 0 11 10 16 7 20 15 33

0 0 0 17 8 4 2 3 8 4 10

7 13 11 8 39 0 0 0 12 16 35

1 9 10 4 0 24 0 0 8 8 19

4 13 16 2 0 0 35 0 21 14 23

0 10 7 3 0 0 0 20 2 1 7

5 10 20 8 12 8 21 2 43 11 34

2 18 15 4 16 8 14 1 11 39 33

11 30 33 10 35 19 23 7 34 33 84

x_1   x_2   x_3  x_4  x_5   x_6  x_7   x_8   x_9 x_10 x_11

x_1

x_2

x_3

x_4

x_5

x_6

x_7

x_8

x_9

x_10

x_11

(b)

33 0 0 0 10 13 6 4 17 7 24

0 108 0 0 29 38 29 12 46 54 76

0 0 187 0 68 58 41 20 82 73 116

0 0 0 734 465 211 48 10 300 315 344

10 29 68 465 572 0 0 0 243 233 314

13 38 58 211 0 320 0 0 136 150 172

6 29 41 48 0 0 124 0 57 54 60

4 12 20 10 0 0 0 46 9 12 14

17 46 82 300 243 136 57 9 445 164 308

7 54 73 315 233 150 54 12 164 449 307

24 76 116 344 314 172 60 14 308 307 560

x_1   x_2   x_3  x_4  x_5   x_6  x_7   x_8   x_9 x_10 x_11

x_1

x_2

x_3

x_4

x_5

x_6

x_7

x_8

x_9

x_10

x_11

Figure 5: a) Pass shared face matrix, M . (b) Non-pass
shared face matrix, M̃

Let M be the incidence matrix of the relation be-
tween the set of triangular configurations associated
with passing. Let M̃ be the incidence matrix of the re-
lation between the set of triangular configurations not
associated with passing. Then we form the two shared
face matrices MT M and M̃T M̃ , for the passing and
non-passing configurations. Figure 5 illustrates these
matrices.

The diagonal entries of the two shared face matrix
give the number of passes or non-passes related to the
diagonal feature. For example, out of 118 passes, x1

is related to 12 of them while x11 is related to 84 of
them. There are many more non-passes (1062) than
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passes, and x1 is related to 33 of them while x11 is
related to 560 of them.

Already it is clear that the vertices are respond-
ing differently to pass and non-pass configurations.
For example, a comparison of the diagonals of
the matrices using the ‘normalised ratio’ formula
(MT Mii/((M̃T M̃ii)/9) gives the following:

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

0.3 0.2 0.5 4.8 1.6 1.5 0.4 0.2 1.1 1.3 0.7

This means, for example, that x1 is related to rela-
tively less non-pass positions than it is pass positions
(1 : 0.3), as is x11 ( 1 : 0.7). However, x4 has a relative
large ratio of ( 1 : 4.8 )in favour of non-pass positions.
This is easy to explain, since x4 means “large distance
to team mate”. In fact x4 approaches being a perfect
classifier, as far as non-passes are concerned.

The further the ratios are from unity in the table
above, the more discriminating are the features, xi.
As we have noted, some numbers are less that unity
(better response to pass configurations) and some are
above unity (better response to non-pass configura-
tions). In combination these features may exploit
these differences to give robust classification.

For example, recall that there are 118 passes and
1062 non-passes in the data. 〈x7〉 is related to 35
passes (30%), 〈x9〉 is related to 43 passes (36%), while
〈x7, x9〉 is related to 21 passes (18%). In contrast, 〈x7〉
is related to 124 non-passes (11%), 〈x9〉 is related to
445 passes (42%), while 〈x7, x9〉 is related to 57 passes
(5%). Thus the q-nearness analysis suggests that x7

and x9, in combination, have more subtle discrimi-
nating power. In other words we should classify by
simplices rather than vertices.

3.3.2 Star-Hub Analysis

Given any set of simplices, σ1, σ2, ..., σn, their hub, is
the largest face of them all. Thus hub(σ1, σ2, ..., σn)=
∩n

i=1σi. In the light of the comment at the last sec-
tion, we should be seeking those simplices that have a
relatively large hub for the ‘passing’ class, and a rel-
atively small hub for the ‘non-passing’ class. For our
set of eleven features its is possible to examine all of
its 128 possible combinations (4 × 4 × 2 × 2 = 128).
Table 4 shows a summary of this star-hub analysis.

hub simplex # pass % # non-passes %

〈x4, x5, x9, x10, x11〉 1 1% 57 5%
〈x4, x6, x9, x10, x11〉 0 0% 35 3%

... ... ... ... ...
〈x3, x7, x9, x10, x11〉 4 3% 7 1%
〈x3, x8, x9, x10, x11〉 1 1% 1 0%

... ... ... ... ...
〈x3, x9, x10, x11〉 7 6% 36 3%
〈x3, x7, x9, x11〉 8 7% 13 1%

... ... ... ... ...
〈x4, x5, x10, x11〉 2 2% 120 11%
〈x5, x9, x10, x11〉 2 2% 74 7%

... ... ... ... ...
〈x4, x5, x11〉 6 5% 232 22%
〈x4, x6, x9〉 2 2% 86 8%
〈x5, x10, x11〉 14 12% 157 15%

... ... ... ... ...
〈x7, x9, x11〉 15 13% 42 4%
〈x3, x7, x9〉 12 10% 16 1%
〈x2, x5, x11〉 12 10% 23 2%

... ... ... ... ...
〈x9, x11, 〉 34 29% 308 29%
〈x4, x11〉 10 8% 344 32%
〈x4, x5〉 8 7% 465 44%

... ... ... ... ...
〈x2, x11, 〉 30 25% 76 7%
〈x7, x11〉 23 19% 60 6%
〈x7, x9〉 21 18% 57 5%

... ... ... ... ...
〈x4〉 17 14% 734 69%
〈x5〉 39 33% 572 54%
〈x11〉 84 71% 560 53%

... ... ... ... ...
〈x2〉 45 38% 108 10%
〈x3〉 44 57% 187 18%
〈x8〉 20 17% 46 4%

Table 3: A selection of hubs and their frequencies.

Any discussion of Table 3 must be qualified by the
observation that the frequencies are small, especially
for passes. Nonetheless, distinct patterns emerge.
For example, even at the relatively high dimension of
q = 4, the 〈x4, x5, x9, x10, x11〉 is associated with 5%
of non-passes and almost no passes. At q = 3 there is
a marked difference for 〈x4, x5, x10, x11〉 between 2%
passes and 11% non-passes. At q = 2, for example,
〈x3, x7, x9〉 accounts for 10% of the passes and just
1% of the non-passes. At q = 2 〈x2, x11〉 accounts
for 25% of the passes and 7% of the non-passes. At
q = 0 it can be seen that the vertices alone have con-
siderable discriminating power. For example 〈x4〉 is a
strong precursor for a non-pass (14% passes to 69%
non-passes, while 〈x2〉 is a strong precursor for a pass
( 38% passes to 10% non-passes).
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4 Discussion

In this paper we have identified passing configura-
tions in robot soccer. When a player makes a pass,
they have a choice of ten other members of their team
to pass to. Each team member has a structure, rel-
ative to the player possessing the ball, determined as
combinations of the eleven features (simplices) to char-
acterise the game. In simple systems any one such
feature or simplex would be sufficient to classify the
configurations as ‘pass’ or ‘non-pass’. In more com-
plicated cases it is not so clear cut. We have shown
that particular vertices and simplices may have strong
predispositions toward one class or another.

The ‘better’ the vertices, the stronger will be the
discriminating power. It is suggested that ‘weak’ ver-
tices can be identified by belonging to few ‘powerful’
simplices, while ‘strong’ vertices can be identified by
belonging to many simplices with strong discrimina-
tion between classes. Elsewhere we develop this idea
towards a methodology providing heuristics for the in-
clusion and exclusion of features in the classification
of objects determined by relational data [8].

4.1 The dynamic context

In the current context, the classification of the po-
sition is intended to underlie the decision as to which
team member to pass to. In practice this is only part of
the story, since the passing decision may also depend
on the current (static) system state being part of a
(dynamic) trajectory of states [7]. However, in this
context a player may decide that the demands of the
trajectory to pass the ball to particular player should
be over-ridden by the strong possibility that this could
lead to loss of possession given the structural position.
In this circumstance the player may abort the previous
plan and initiate a new trajectory.

4.2 Learning from observed populations

The examples given here have come from a single
game, the 2003 RoboCup Simulation League Final,
which 118 pass configurations and 1062 non-pass con-
figurations. As the tables show the frequencies of some
configurations are relatively small - probably too small
for any reliable generalisation on which to base learn-
ing. Although they are outside the scope of this paper,
the research prompts the following questions:

Question 1: for any given simplex used to discrim-
inate two classes such as pass/non-pass, what is the
minimum number of observations required to make the
discrimination ’significant?

Question 2: can the observed frequencies for one
game be added to those of another game in a mean-
ingful way for this kind of analysis?

Question 3: can the observed frequencies of one team
be added to those of another team in a meaningful way
for this kind of analysis?

Question 4: what is the impact of adding features on
generalisation - does combinatorial explosion reduce
the frequencies to statistically insignificant levels?

These issues are studied by Iravani [8]. There he
reports that the patterns observed here persist for the
same team in different games, and between different
teams. This suggests that data from many games can
be combined to give much larger sample sizes as a more
robust basis for machine learning.

Iravani also addresses the issue of machines learn-
ing over time, and even changing their tactics based
on experience. For example, a particular configura-
tion may give a good outcome initially, but then given
a bad outcome when another team invokes a new strat-
egy. In such circumstances the frequencies associated
with the particular simplex(es) will ‘drift’ from pass
to non-pass, or vice-versa, and the robot’s behaviour
will change as it learns and adapts.
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Abstract 
This paper proposes a method for multiple 

autonomous mobile robots to acquire cooperative 
behaviors through a garbage-collection problem. In 
the proposed method, robots select the most available 
target garbage for cooperative behaviors by visual 
information in unknown environments, and move to 
the target avoiding obstacles. The learning system in 
the robot uses Profit sharing (PS), which is one of the 
reinforcement learning, and the feature of this method 
is using two kinds of PS-tables. The one is to learn 
cooperative behaviors using information of other 
robot’s positions, the other is to learn how to control 
movements. This paper demonstrates effectiveness of 
the proposed method through simulation and real 
experiments. 

 
1. Introduction 

Recently, many researches on solving problems 
cooperatively with plural agents have been studied 
enthusiastically. Specially, a research field that agents 
get cooperative behavior through reinforcement 
learning in a dynamic environment has gotten a lot of 
attention. 

Reinforcement learning is a method that agents 
will acquire the optimum behavior by trial and error 
by being given rewards in an environment as a 
compensation for its behaviors. Most of studies on 
reinforcement learning have been done for a single 
agent learning in a static environment. Q-learning 
which is a typical learning method is proved that it 

converges to an optimum solution for Markov 
Decision Process (MDP). However, in a multiagent 
environment, as plural agents’ behavior may effect 
state transition, the environment is considered as non 
Markov Decision Process (non-MDP), and we must 
face critical problems whether it is possible to solve. 

In such situation, Arai et al.[1] evaluated both 
Q-learning and PS for the pursuit problem which is 
one of the multiagent tasks, and suggested that PS is 
suited to a multiagent environment more than 
Q-learning. 

In this paper, we propose a learning method for a 
multiagent environment based on PS. And the feature 
of this method is using two kinds of PS-tables. The 
one is to learn cooperative behaviors using 
information of other agent’s position and present state, 
the other is to learn how to control own basic 
behavior like movements.  

We apply the proposed method to garbage 
collection problem which is one of the multiagent 
tasks, and demonstrate effectiveness of the proposed 
method through computer simulation and real 
experiment. 

 
2. Reinforcement Learning 

Reinforcement learning is to learn what to do 
(how to map situations to actions) so as to maximize 
a numerical reward signal [2]. 
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Figure 1. System architecture. 
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Profit sharing (PS) is one of the learning methods. 
PS defines a pair of state s and action a as a rule. 
Rules are stored in PS table each step, and when a 
learner achieves a goal PS reinforces weight w(s,a) 
based on PS table. W(s,a) is updated with equation 
(1). 

),(),(),( rtfaswasw tttt �m   (1) 

w(s,a) : weight of rule (s,a) 
f : reinforcement function 
t : time , r : reward 
 

3. Proposed System 
3.1 System architecture 

Figure 1 shows proposed system architecture. 
The system is composed of three parts; action 
controller, learning controller and evaluator. The 
feature of the system is to divide behavior of agent 
into cooperative and basic behavior to learn 
separately. The learning of cooperative behavior is 
using information of the other agent’s position and 
present state. The learning of basic behavior is to 
learn how to control own basic behavior like 
movements. In a general learning method, when an 
agent acquires a reward it can hardly estimates own 
action whether it can cooperate or not. To solve this 
problem, the proposed system divides the learning 
into two kinds of behavior, and each behavior is 

evaluated using different criteria. 
 

3.2 Action controller 
The agent controls its action based on w(s,a). It 

selects an action using following Boltzmann 
distribution which is one of the probability action 
selections (equation (2)). 

¦
�
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Tasw
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i

ie
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p(a|s) : probability of a on s 
T : temperature parameter 
A : set of all actions 
 

3.3 Learning controller 
The agent learns using PS (as shown in Section 

2.1). The parameter w(s,a) is updated by equation (3) 
and the reinforcement function uses geometric 
decreasing function. 

t
tttt raswasw J��m ),(),(   (3) 

J  : rate of attenuation 

 
3.4 Evaluator 

The behavior of the agent is evaluated using next 
state s’. The evaluation of behavior is similarly 
established by two criteria. 

 
4. Experiment 

We apply the proposed method to garbage 
collection problem which is one of the multiagent 
tasks. There are plural agents, garbage and one trash 
can in the environment, and agents collect garbage 
and take it to the trash can. Agents learn cooperative 
behavior and basic behavior by themselves. 

 
4.1 Computer Simulation 

Figure 2 illustrates the simulation environment 
which field size is 21x21 and there are 10 garbage, 2 
agents and a trash can on the field. One trial is 
defined as until all garbage are collected, and 100 
trials are considered as 1 episode. We calculate the 
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Table 1. The average number of steps to the goal one agent 
can observe the other or not. 

 agent can observe agent cannot observe 

conventional method 118.7 111.1 

proposed method 113.3 123.8 

 

number of average steps after repeating 100 episodes. 
At this time, w(s,a) are initialized for each episodes. 
To verify the effectiveness of the proposed method, 
we compare the proposed method with the 
conventional method which also learns using a 
PStable. 

Figure 3 and Table 1 show the result of the 

experiment. In the case that one agent can observe the 
other, the agent using the proposed method learns 
faster than the agent using conventional method. 
However, when the agent is compared with the agent 
which is using the conventional method and do not 
observe the other agent, the performance of the 
proposed agent is similar to that of the conventional 
agent. 

Figure 4 illustrates a cooperative behavior 
observed in the experiment in which agent observes 
the other one. After agent 1 took garbage to the trash 
can (Figure 4 (a)), it do not select the garbage near 
agent 2 as the object, but another one opposite to 
agent 2 (Figure 4 (b)). Such behavior often occurred 
after learning with observing the other agents. 

 
4.2 Real Experiment 

Figure 5 illustrates the field of the experiment 
which field size is 1x1(m) large and has 5 garbage, 2 
robots and a trash can. We try following three kinds 
of the experiments.  

Exp 1: Using weights which are learned in the 
computer simulations repeating for 10 trials 
in Figure 5(a) 

Exp 2: Using weights which are learned in the real 
experiments repeating for 10 trials in 
Figure 5(a) 

 100

 120

 140

 160

 180

 200

 220

 240

 260

 280

 0  10  20  30  40  50  60  70  80  90  100

N
u
m
b
e
r 
o
f 
S
te
p

Number of Trial

Conventional Method (considering agent)
Conventional Method (not considering agent)

Proposed Method (considering agent)
Proposed Method (not considering agent)

 
Figure 3. Change of the number of steps. 

①,② ：agent 
△ ：garbage 
■ ：trash can 

Figure 2. Initial positions of agents, garbage, 
and trash can. 

 
 

(a)Agent 1 arrives at  (b)Agent 1 goes to garbage 
the trash can.     opposite to agent 2 

△  :garbage 
①、② :agent 
■  :trash can 

Figure 4. Cooperative behavior acquired by the 
experiment with observing the other agent.  
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Exp 3: Using weights which are the same as Exp 2 
repeating for 10 trials in Figure 5(b) 

Table 2 illustrates the result of the experiment. 
Table 2 illustrates that the number of average steps of  
Exp 2 is decreased compared with Exp 1. Thus the 
weights learned in computer simulation are available 
for the real environment, and furthermore, the 
proposed method can learn flexibly in real 

environment. On the other hand, the number of 
average steps in Exp 3 is not increased compared with 
Exp 2. Thus the weights learned in real environment 
are applicable to different environments, and this 
shows that the proposed system is robust. 

 
5. Conclusion 

In this paper, we proposed the method which 
separates the learning of the cooperative behavior and 
the learning of the basic behavior for a multiagent 
environment. We demonstrated availability of the 
method through computer simulation and real 
experiment, and confirmed that the agents learned 
quickly and behaved cooperatively. 

However, there are two problems in the proposed 
method. The first is that most of cooperative 
behaviors are emerged by agents acting basic 
behaviors each other, so it is difficult to separate the 
learning of the cooperative behavior and the learning 
of the basic behavior in other multiagent tasks. 
Therefore, to apply the proposed method to many 
multiagent tasks, it should be generalized more. The 
second is that separating two ways of learning may 
restrict emergences of cooperative behavior. The 
cooperative behavior should be emerged 
fundamentally. Therefore we should establish the 
framework of the learning of the cooperative behavior 
not restricting emergences of the cooperative 
behavior. 
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Agent 1 Agent 2 

△：robot 
○：garbage 
□：trash can 

Figure 5. Initial positions of robots, 
garbage, and trash can. 

(a) Initial Position 1 

(b) Initial Position 2 

Table 2. The number of average steps to garbage 
collection in the experiment 1-3. 

 Number of average steps 

Exp 1 201.9 

Exp 2 178.2 

Exp 3 161.1 
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Abstract

Multi-agent learning requires effective means be-
cause of its vast learning space. One means is that
agents share their knowledge. However, thoughtless
knowlege sharing can disturb its learning process. In
this paper, we investigate the relatioship between the
effect of knowledge sharing and information on other
agents’ positions.

We proposed a novel rule-sharing mechnism em-
ploying LCS. Through experiments using simplified
soccer, we demonstrated that if agents can find other
agents, sharing rules is effective; if not, then sharing
rules is ineffective.

Keywords: multi-agent, learning, rule sharing,
learning classifier system

1 Introduction

Arai [1] and others have shown that multi-agent
learning includes many difficulties. Those problems in-
clude the simultaneous learning problem, the reward-
assignment problem, and so on. Another problem is
that even if a single agent has a small learning space,
the whole learning space is enormous because of the
number of possible combinations. Thus, a more effec-
tive method is required for multi-agent learning. One
means of this is that agents share their knowledge.

Generally, it seems that two conditions should be
fulfilled to achieve knowledge sharing. The first is that
representation of knowledge is sharable, while the sec-
ond condition is that imported knowledge from other
agents can be interpreted. One approach that fulfills
these conditions is that agents have the same mechan-
ical functions so as to interprete knowledge from each
other, and to employ a rule-based system for importing

∗This research was conducted as part of ’Research on Human
Communication’ with funding from the National Institute of
Information and Communications Technology.

and exporting their knowledge. Though such agents
can share knowledge, thoughtless knowlege sharing
can disturb the learning process, since knowledge shar-
ing homogenizes agents’ knowledge. Inoue [2] showed
that the effect of knowledge diversity has a relation-
ship with position information on other agents. This
paper focuses on this problem.

In this paper, we investigate the relationship be-
tween the effect of knowledge sharing and information
on other agents’ positions.

This paper is organized as follows. Section 2 starts
with a description of the rule-sharing mechanism. Sec-
tion 3 explains the experimental settings, and Section
4 provides the results. Section 5 we discuss the results,
and conclude in Section 6.

2 Rule-Sharing Mechanism

There are various possible mechanisms for sharing
rules. For the purpose of this paper, we should con-
sider a general mechanism. An inevitable aspect of the
general mechanism is sharing priorities of rules. In ac-
cordance with this, in this section we propose a novel
mechanism based on the Learning Classifier System
(LCS: proposed by Holland [4]).

LCS is a general learning system in which a set
of condition-action rules called classifiers compete to
control a target system, gaining reward from the envi-
ronment. We employ ZCS (Zeroth level Classifier Sys-
tem) proposed by Wilson [5], which has no message
list, and propose the Rule-Sharing Learning Classifier
System (RS-LCS), extending ZCS to share rules be-
tween agents.

RS-LCS has the following differences to ZCS: (1)
RS-LCS does not use GA because the effectiveness of
GA is ambiguous and still under discussion. Also, RS-
LCS does not use #. # is used to condition parts of
rules and matches any condition. # does not work
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effectively without GA. (2) The covering process in
RS-LCS creates rules so that all kinds of actions can
be chosen. (3) RS-LCS does not use the roullette
selection process. Twenty percent of all actions are
random, while the rest are chosen from the rule that
matches conditions and has the highest priority. (4)
RS-LCS does not use a bucket brigade process; instead
it uses a profit-sharing process proposed by Grefen-
stette [6] because the profit-sharing process fits multi-
agent learning. We employ Miyazaki’s profit-sharing
process [7], and its decreasing ratio is 0.9.

LCS, including ZCS, is basically a mechanism for
single agents. Hence, RS-LCS should include an ex-
tension for rule sharing. This paper has the assump-
tion that agents simultaneously acquire a reward from
the environment. Based on this, agents share their
rules every ten reward events. In the rule-sharing pro-
cess, all of the agents’ rules are merged, an if any of
those rules have the same condition parts and action
parts, their strengths are averaged. The merged rules
are then returned to each agent.

3 Experimental Setting

3.1 Simplified Soccer

We employ simplified soccer as an example. The
following is a discription.

Figure 1 shows the landscape of simplified soccer.
(The meaning of dotted lines is described in the fol-
lowing section.) The field has 8×30 squares, and there
are two teams, a left team and a right team, and a ball.
Each team has three agents. The vertical line on the
right side is the left team’s goal, and vice versa.

At every step, all agents move simultaneously, to
the left, right, above, or below squares. Agents can
also stay in the same squares, and the agents and the
ball can freely move into the same square. If at least
one agent moves into the same square as the ball, the
ball is moved (kicked). If more than two agents move
into the same square, one agent is selected randomly,
and the ball is moved. If the left team’s agent moves
the ball, the ball moves 12 squares to the right, and
also moves vertically and horizontally by less than two
squares. This is also applied to the right team, but the
direction of movement is left. If the ball goes over the
left goal, the left team gets a goal, and vice versa. If
the ball goes over the horizontal lines, it goes back to
within the range of the horizontal lines.

At the beginning of experiments, or after a goal,
positions of the agents and the ball are reset. The ball
is set randomly from a choice four squares in the center

of the field. The left agents are set to the left half of
the field randomly, and the right agents are also set in
the same way.

Figure 1: Simplified Soccer

Each right agent has a greedy mechanism, which
always makes an agent chase the ball. Through all ex-
periments, the right agents’ mechanism is the greedy
mechanism. On the other hand, left agents have RS-
LCS implemented. By fixing the right agents, perfor-
mance comparisons with the left agents are possible.

The greedy mechanism does not need any addi-
tional description. To use RS-LCS, however, sensor
description is necessary, which is provided in the fol-
lowing section.

3.2 Left Agent Sensor

In Section 2, the substance of the sensor was not
mentioned. In fact, the sensor includes six bits in total.

The first four bits are assigned to information on
positions of other agents in the left team 1 . The dot-
ted lines in Fig. 1 are two imaginary lines for an agent.
Based on those two lines, the field is divided into four
areas. The squares on the border are included in the
right area, or left area, and the square in which the
agent sits is included in the right area. If at least one
other of the left agents is found in an area, the bit for
that area is set to 1, if not, it is set to 0.

Next, three bits are assigned to directions of the
ball. If the ball is in the right area, 000 is set. (The
distance is not considered.) In the same way, left,
above, below are set to 001, 010, 011, respectively.
The remaining areas, upper-right, upper-left, lower-
right, and lower-left, are set to 100, 101, 110 ,111.

The last one bit is assigned to the distance of the
ball. The horizontal difference of position between the
agent and the ball is calculated and its absolute value
is taken. If the sum of the horizontal value and the

1 Position information of right team’s agents can be included.
But because of large learning space experiments are difficult to
conduct. Hence this information is omitted here.
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vertical one is larger than 10, the bit is set to 0. If
not, it is set to 1.

3.3 Reward Assignment

As we mentioned in Section 1, the reward-
assignment problem for multi-agent is still being dis-
cussed. Hence we describe a specific method of reward
assignment for the simplified soccer problem, because
the validity of reward assignment cannot be discussed.

To assign a reward, an episode of moving the ball is
recorded. This episode records a left agent moving the
ball every step. If no left agent moves the ball, that is
also recorded. When the left team scores a goal, left
agents obtain a reward. The last agent that moved the
ball gets a 1.0 reward. After that the episode is traced
back, and at every one step the reward is multiplied by
0.9. If a record of an agent is found, the reward is given
at that step. However if the agent has already received
a reward, the reward is not given. After tracing back
the episode, the agents which did not receive a reward
get a 0.0 reward, and the episode is cleared.

If the right team scores a goal, all left agents get
0.0 reward. The episode is then cleared.

3.4 Experimental Combinations

The purpose of this paper is to verify whether or
not sharing rules is always effective. Therefore we con-
duct the following experiments. (1) Left agents cannot
find other teammates, and cannot share their rules.
(2) Left agents cannot find other teammates, and can
share their rules. (3) Left agents can find other team-
mates, and cannot share their rules. (4) Left agents
can find other teammates, and can share their rules.

4 Results

Figure 2 shows the two experimental results. The
vertical axis represents the number of goals every 2,000
steps, and the horizontal axis representss the steps.
Both results are the average of ten trials. In both ex-
periments, agents cannot find other teammates. In one
experiment, agents can not share their rules, whereas
in the other, they can. At the start, the number of no
share agents’ goals is smaller than that of share agents’
goals. At the end, however, no share agents overtake
share agents.

Figure 3 shows the two other experimental results.
The axes of Figure 3 are identical to those in Fig. 2. In
both experiments, agents could find other teammates.
At the start, the number of share agents’ goals is larger

Figure 2: Result (Agents cannot find other team-
mates)

than that of no share agents’ goals, but the number of
finite goals is similar between two agents.

Figure 3: Result (Agents can find other teammates)

5 Discussion

5.1 Construction on Results

If left agents take the same greedy strategies as right
agents, the performance should be identical between
them. The performance, however, is not identical: the
left agents are superior to the right agents. (Because
of space restrictions, the right agents’ results can not
be included.) This is because each left agent performs
different roles, which enables them to pass the ball to
each other so as to outwit right agents. The important
point is the method of performing those roles. The
difference between Fig. 2 and 3 can be analyzed in
light of this point.

In these experiments, role assignments are similar
to positioning. That is, left agents try to take their
appropriate posiions. If left agents cannot find other
teammates (Fig. 2), each agent has to take a specific

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 549



position; otherwise they may conflict in their positions.
This specialty can only be realized by the difference of
rules. Hence, if agents share their rules, that special-
ization collapses, and the performance deteriorates.

If left agents can find other teammates (Fig. 3),
none of the agents have to take a specific position be-
cause they can arrange their positions dynamically.
Thus even if agents share their rules, the performance
does not deteriorate.

Sharing rules makes agents homogeneous, and vice
versa. As we mentioned in Section 1, there are con-
cerns with the results. This is because heterogeneity
between agents is necessary when agents cannot find
other agents, as Inoue [2] demonstrated.

From the above discussions, we could show the rela-
tionship between the effect of sharing rules and infor-
mation of other agents’ positions. Especially, if agents
can find other agents, rule sharing is effective. If not,
rule sharing is not effective.

5.2 Open Problems

This research has only just started. Therefore,
many open problems still remain, as the described bel-
low.

5.2.1 Constraints of Problems

In this paper, agents do not communicate with each
other. It should be investigated as to whether the find-
ing of this paper is still valid, if agents do communicate
with each other.

Rule-sharing has a cost, which is not discussed in
this paper. Not only the ability to find other agents,
but also the cost should be taken into account.

5.2.2 Rule-Sharing Mechanism

A rule-sharing mechanism has many parameters. For
example, the number of rules for sharing, the timing
of rule sharing, and so on. The sensitivities of these
parameters need to be investigated.

This paper’s rule-sharing mechanism has all agents
merge their rules. However, there are various kinds of
merger. For example, specific two agents always merge
their rules.

Another important open problem is the contradic-
tion of rules between agents. There are some solutions
to this problem proposed by Inoue [8], but these are
not insufficient.

Although this paper’s rule-sharing mechanism has
agents merge their rules, agents do not necessarily
merge their knowledge. One such mechanism has been

proposed by Inoue [9]. In that mechanism, agents re-
tain other agents’ rules as different rule sets and ex-
ploit them according to the situation the agent faces.

6 Conclusion

Multi-agent learning requires effective means be-
cause of its vast learning space. One means is that
agents share their knowledge. We proposed a novel
rule-sharing mechnism employing LCS. Through ex-
periments using simplified soccer, we demonstrated
the relationship between the effect of sharing rules and
information of other agents’ positions. In particular, if
agents can find other agents, sharing rules is effective.
If not, it is not effective.
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Abstract

Biosensors are chemical sensors, in which recogni-
tion processes rely on biochemical mechanisms utiliza-
tion. There are several kinds of nanoparticles that can
be used as biosensors components. Most of them work
as probes recognizing and differentiating an analyte of
interest for diagnostic and screening purposes.

The probes are used to bind and signal the pres-
ence of a target in a sample by their color, mass,
or other physical properties. This paper provides a
brief description of the following nanoprobes: quan-
tum dots, nanobarcodes, metallic nanobeads, silica
nanoparticles, magnetic beads, carbon nanotubes, and
nanopores.

1 Introduction
The most common definition of nanotechnology is

that of manipulation, observation and measurement at
a scale of less than 100 nanometers (one nanometer is
one millionth of a millimetre). In biology and chem-
istry nanoscale operations are involved in the synthe-
sis of inorganic, organic and hybrid nanomaterials for
use in nanodevices, the development of novel nanoan-
alytical techniques, and the manipulation of biological
molecules such as DNA and the evolution of molecu-
lar machines. This review is focused on the potential
of nanotechnology in the developing and constructing
artificial nanodevices, such as biosensors.

Biosensors consist of a biological element (responsi-
ble for sampling), and a physical element (transmit-
ting sampling results for further processing) [1, 2].
The biological element of a biosensor contains a bio-
sensitive layer, which can either contain bioreceptors
or be made of bioreceptors covalently attached to the
physical element. The type of biological element de-
fines biological specificity conferring mechanism used.

The physical element translate information from the
biological element into a chemical or physical output
signal with a defined sensitivity.

There are several kinds of nanoparticles that can be
used as biosensors components. Most of them work as
probes recognizing and differentiating an analyte of in-
terest for diagnostic and screening purposes. In such
applications biological molecular species are attached
to the nanoparticles through a proprietary modifica-
tion procedure. The probes are used then to bind and
signal the presence of a target in a sample by their
color, mass, or other physical properties. The other
biosensors employ nanoparticles in a different way.
They work as sieves through which charged molecules
are transported in an electrical field.

In the next section a short description of nanopar-
ticles used in biosensors as nanoprobes and nanosieves
is provided.

2 Nanoparticles as parts of biosensors

Most of nanoparticles used in biosensors work as
probes translating information from the biological el-
ement into measurable signal. Nanoparticles made of
solid-state materials currently available (see Figure 1)
are presented in the foregoing paragraphs.

Nanocrystals, quantum dots – these particles
are inorganic crystals of cadmium selenide, 200–10000
atoms wide, coated with zinc sulphide. They emit flu-
orescent light when irradiated with low-energy light.
The size of the dots (< 10 nm) determines the fre-
quency of light emitted. The dots usually have a poly-
mer coating with multivalent bio-conjugate attached,
or are embedded into microbeads. Collection of dots
of different size embedded to a given microbead emits
distinct spectrum of colors - spectral bar code specific
for this bead. Detection technique with the use of 10
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intensity levels and 6 colors could theoretically provide
106 distinct codes. Quantum dots, for example CdSe-
ZnS nanocrystals, do no emit in the near infrared, so
they cannot be used for analysis in blood [3].
Area of use: multicolor optical coding for biological
assays [4]; labelling of the breast cancer marker HeR2
on the surface of fixed and live cancer cells; stain actin
and microtubule fibbers in the cytoplasm; detection of
nuclear antigens in side nucleus [5]; immunohistochem-
ical analysis of paraffin-embedded tissue sections [6];
in vivo targeting [7].

Nanobarcodes are cylindrical nanoparticles with
specific patterns of submicron stripes of noble metal
ions, produced by alternating electrochemical reduc-
tion of the appropriate metals. They are between 12
nm and 15 µm in width and 1-50 µm in length. The
striping patterns make them distinctive under light, or
fluorescent microscopy, or mass spectrometry. Nano-
barcodes are easy to make in a nearly unlimited num-
ber of uniquely identified flavors [8, 9].
Area of use: coding in multiplexed assays for pro-
teomics, population diagnostics and in point-of-care
hand-held devices; proteins detection by either mass
spectrometry or fluorescence measure.

Metallic nanobeads are made of noble metals with
diameters between 15 to 60 nm [10, 11]. They can be
detected by the transmissive and reflective light mea-
sure, plasmon resonance, quartz crystal microbalance,
and differential pulse voltametry.
Area of use: cancer diagnosis [11]; DNA detection as-
say [10]; DNA diagnostics [12].

Silica nanoparticles are synthesized using stan-
dard water-in-oil microemulsion method (60nm in di-
ameter.) They are silanised, and coated by oligonu-
cleotide before use (DNA immobilization.) They
are observable by fluorescence measurements methods
[13].
Area of use: efficient nucleic acid hybridisation; de-
tection of nanomolar range target DNA probes; ultra-
small nano-biosensors for trace analysis [13].

Ferrofluid magnetic nanoparticles are particles
(25–100 nm in radius) consisting of a magnetic core
surrounded by a polymeric layer (biological substrate)
coated with affinity molecules, such as antibodies.
Macro magnetic beads are bigger in size. They might
be coated with streptavidin to bind to biotin with a
single-stranded DNA probes specific for a bioagent or
sample DNA attached. They are detectable trough
amperometry or resistance measure. They can be also
manipulated in a magnetic field [14].

quantum dot nanobarcode

magnetic nanoparticles

silica nanoparticlemetalic nanobead

nanopore

10-15 nm

CdSe

ZnS

polymer

bio-conjugate
1-50 mm

Au

15-60 nm

SS

S

SS

Ssilica
silan

~60 nm

1.8-3 nm 5-10 nm

50-200 nm

magnetic
core

polymeric
layer

12-15 nm

30-150 nm

~25 mm

carbon nanotubes

Figure 1: Schemes of different nanoparticles used for
diagnostic and screening purposes.

Area of use: imaging specific molecular targets using
nanoparticles as magnetic resonance contrast agents
[15]; very sensitive cells or other tissue samples capture
and/or separation.

Carbon nanotubes are carbon cylinders rising in
the process of folding graphitic layers. The cylinders
have remarkable strength and unique electrical prop-
erties making them insulting, semiconducting or con-
ducting depending on their structure. They may be
composed of a single shell single-walled nanotubes
(SWNTs), or of several shells multi-walled nanotubes
(MWNTs) [16, 17]. They are produced by microwave
plasma enhanced chemical vapor deposition. Carbon
nanotubes may be grown on a wide variety of sub-
strates (including quartz and glass slides, platinum
substrates) in the presence of catalyst (like nickel.)
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Average length of these nanoparticles is of 25 mm or-
der. Mean diameter may vary from 30 nm up to 150
nm. But with the use of super-lattice nanowire pattern
transfer individual semiconductor nanowires can be
created that are as little as 8 nm in diameter with the
same distance between each wire [18]. In most cases
electrical properties of carbon nanotubes are utilized
for measurement purposes. When used in biosensing,
carbon nanotubes have specific biomolecules attached.
Area of use: promotion of electron transfer reactions
when used to fabricate electrodes for the oxidation
of biomolecules including dopamine, protein and b-
nicotinamide adenine dinucleotide [19, 20]; extracellu-
lar analysis[21]; in vivo diagnostics.

Optical fibres are made from optical fibres pulled
down to tips having distal end sizes of approximately
3060 nm. Fabrication procedure involves pulling from
a larger silica optical fibre using a special fibre-pulling
device what yields fibre with submicron diameters.
One end of such fibre is polished from 600-mm sil-
ica/silica to a 0.3 mm finish. The other end is pulled
then to a submicron length using a fibre puller. Thus
the distal end of the fibre reaches 60 nm size. To pre-
vent light leakage of the excitation light on the tapered
side of the fibre, the side wall of the tapered end can
be coated with a thin layer of silver, aluminium or gold
(100-300 nm) leaving the distal end of the fibre free.
These nanoparticles are not subject to electromagnetic
interferences from static electricity, strong magnetic
fields, or surface potentials. Fibreoptic nanoprobes
can be covalently bound either with bioreceptors, such
as antibodies, or with other, synthetic receptors, such
as cyclodextrins [22, 23].
Area of use: in situ measurements of benzopy-
rene tetrol in single cells with the antibody-based
nanoprobe [24, 1]; specific detection of target DNA
at zeptomole levels, in the presence of non-cDNA [25];
analysis of mRNA isoforms in human cancer cell lines
in conjunction with a new enzymatic detection method
termed RNA-based annealing, selection and ligation
(RASL) [26].

Nanopores are molecular-scale pores fabricated
from variety solid-state materials (like silicon nitride)
by ion-beam sculpting technique [27, 28]. The tech-
nique uses low-energy ion beams to slowly shape
the surface of a material, while a feedback loop en-
ables single-nanometre control over the pore dimen-
sion. Nanopores can be fabricated in two ways: they
can be created from a cavity in the membrane under
conditions where the sputtering erosion process dom-
inates, or can be made by filling in larger pores un-
der conditions where the lateral mass transport pro-

cess dominates. The depth of nanopore fabricated in
a membrane 510 nm thick is smaller than the molecule
persistence length (50 nm for dsDNA), and a pore di-
ameter 3-nm is slightly larger than the cross-sectional
size of the molecule (∼2 nm.) In another attempt
nanopores are created as an array of cylindrical gold
nanotubes with as small as 1.6 nm inner diameter [29].
Area of use: manipulation and electronically register-
ing of single DNA molecules in aqueous solution [30];
discrimination and characteristic of unlabelled DNA
molecules at low copy number [31].

3 Conclusion

This paper highlighted few examples of nanopar-
ticles with their applications. Nowadays technology
provides tools which allow researchers to produce sev-
eral kinds of nanoparticles. Over the next couple of
years it is widely anticipated that nanotechnology will
continue to evolve and expand in many areas of life
and science, and the achievements of nanotechnology
will be applied in medical sciences, including diagnos-
tics, drug delivery systems and patient treatment.
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Abstract

Based on the biological model of cell-to-cell communi-
cation proposed by A. Rustom et al. in [5] we consider
cells able to dynamically form connections (channels)
between them according to speci�c constraints possi-
bly relying on some attribute assigned to the mem-
branes of the cells as well as of their contents. From a
theoretical point of view, such P systems with dynamic
channels transporting membrane vesicles are compu-
tationally complete even when using only some of the
characteristic features of the general model. Also the
e¢ ciency of modelling speci�c processes in various ap-
plication areas depends on the speci�c features of the
chosen model of P systems with dynamic channels
transporting membrane vesicles.

1 Introduction

Membrane systems were introduced in 1998 by Gh.
P¼aun in [2] as a parallel distributed model of computa-
tion abstracted from cell functioning. In a membrane
structure (that can be represented as a tree in P sys-
tems or as an arbitrary graph in the more general case
of tissue P systems), multisets of objects can evolve
according to given evolution rules. Many variants of
membrane systems (P systems) have been considered
so far, see [3] for a comprehensive overview and [4] for
the actual status of research.
Like in the biological model of cell-to-cell communi-

cation proposed by A. Rustom et al. in [5], in this pa-
per we consider cells (like in tissue P systems) able to
dynamically form connections (channels or nanotubes
in the sense of [5]) between them according to spe-
ci�c constraints possibly relying on some attributes as-
signed to the membranes of the cells as well as of their
contents. In contrast to the P systems considered so
far, through these nanotubes (channels) of P systems
with dynamic channels transporting membrane vesi-

cles, multisets of elementary objects are transported
in a membrane vesicle, which is the most important
new feature of the model introduced in this paper.
Attributes assigned to the cell membranes, for exam-
ple, can be their electrical charges (polarizations) as
this was formally already considered in P systems with
active membranes. Moreover, the transport of a mem-
brane vesicle through a nanotube between two cells
may depend on the contents of the membrane vesi-
cle itself as well as on the objects contained in the
two cells connected by this nanotube and on the spe-
ci�c attributes assigned to the cell membranes and the
membrane of the vesicle to be transported through the
nanotube.

As it is often observed in the P systems area,
processes may happen in parallel according to a uni-
versal clock; yet although in nature many processes
are carried out in parallel, they are not synchronized.
Therefore, to model these biological systems as de-
scribed by A. Rustom et al., we consider P systems
with dynamic channels transporting membrane vesi-
cles also working in the asynchronous mode (an arbi-
trary number of rules that do not interfere with each
other can be carried out in parallel in one derivation
step) or in the sequential mode (exactly one rule is
carried out in one derivation step); for an overview on
P systems working in the asynchronous or in the se-
quential mode see [1]. On the other hand, processes
in computers as for simulating mobile software agents
can be simulated by P systems with dynamic chan-
nels transporting membrane vesicles working in the
maximally parallel mode (which means that as many
processes as possible are carried out in parallel).

In the second section, we now will introduce the
general model of P systems with dynamic channels
transporting membrane vesicles. From a theoretical
point of view, P systems with dynamic channels trans-
porting membrane vesicles are computationally com-
plete, i.e., in the sense of Turing we can simulate the
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actions of Turing machines; depending on the working
mode (sequential, asynchronous or maximally paral-
lel), di¤erent variants of rules and corresponding mem-
brane attributes are needed to obtain this computa-
tional universality (we will prove universality for one
speci�c variant working in the sequential mode in the
third section). Also the e¢ ciency of modelling speci�c
processes in various application areas depends on the
speci�c features of the chosen model of P systems with
dynamic channels transporting membrane vesicles as
we will discuss in the fourth section.

2 The General Model

In this section we describe the general model of P sys-
tems we are going to investigate in this paper. In-
tuitively, we consider cells enclosed by a membrane
which allows for communication with the environment
as well as for dynamically forming connections (chan-
nels or nanotubes in the sense of A. Rustom et al. in
[5]) between cells that transport (multisets of) objects
enclosed in a membrane (vesicle).

A P system with dynamic channels transporting
membrane vesicles (in the following we shall use the
notion P system only) � is a construct

(O;OT ; O1; C;Q; F; I;R)

where

� O is the set of objects;

� OT � O is the set of terminal objects;

� O1 � O is the set of objects occurring in�nitely
often in the environment of the cells;

� C � O is the set of catalysts; a catalyst is never
changed or moved by a rule;

� Q is the set of states for the channels between
cells;

� F is the set of attributes assigned to a cell or a
vesicle;

� I speci�es the initial contents of the environment
(only those objects not occurring in an in�nite
number of copies, which were already speci�ed by
O1) as well as the cells and the vesicles and their
initial contents the system starts with (observe
that we assume no channels to exist at the begin-
ning);

� R is a set of rules.

The set of rules R itself consists of several sets of
di¤erent types of rules:

� Re;c is a set of evolution rules for objects in a cell;

� Re;v is a set of evolution rules for objects in a
vesicle;

� Rc;e is a set of communication rules for exchang-
ing (multisets of) objects between a cell and the
environment;

� Rc;v is a set of communication rules for exchang-
ing (multisets of) objects between a vesicle in a
cell and the surrounding cell;

� Rc;c;i is a set of rules initializing a channel (nan-
otube) between two cells (or a cell and the envi-
ronment);

� Rc;c;t is a set of rules transporting a vesicle
through a channel (nanotube) between two cells
(or a cell and the environment);

� Rc;c;d is a set of rules deleting a channel (nan-
otube) between two cells (or a cell and the envi-
ronment; a vesicle sent out from a cell into the
environment gets the status of a cell).

In some restricted variants, the sets Rc;c;l; l 2
fi; t; dg ; may be combined in only one set Rc;c of rules
which establish a channel between two cells for mov-
ing a vesicle from one cell to another one (or between
a cell and the environment for expelling a vesicle into
the environment) and immediately after having moved
this vesicle deletes the channel again.

� Rd is a set of rules eliminating a vesicle in a cell
(in a biological sense, this deletion of a vesicle
re�ects a kind of phagocytosis);

� Rg is a set of rules generating a new vesicle in a
cell.

� R� is a set of rules eliminating the membrane of
a vesicle and expelling its contents into the sur-
rounding cell;

� R� is a set of rules generating a new vesicle con-
taining the whole contents of a cell.

All the rules described above may depend on the
features currently assigned to the involved cell(s)
and/or the involved vesicle and possibly also change
these features. In static variants of the general model,
we omit the sets of rules Rd; Rg; R�; and R� and do
not allow vesicles to be expelled into the environment.
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Moreover we should like to point out that all the
sets in the general model described above need not be
�nite, e.g., the set of objects may be the set of strings
over a given alphabet, and the set of attributes may
be in�nite, too. If the sets of rules are in�nite, we
assume that given an instance of the P system, we
are able to e¤ectively list the rules applicable to this
instance and to decide whether a set of rules chosen
so far is maximal or not.

The P system � may work in di¤erent derivation
modes: In the maximally parallel mode, for each
derivation step we choose such a subset of the rules
in R that cannot be extended any more; in the asyn-
chronous mode, an arbitrary number of rules is applied
in parallel; in the sequential mode, exactly one rule is
applied.

3 Theoretical Results

The general model of P systems with dynamic channels
transporting membrane vesicles introduced in the pre-
vious section is very powerful from a theoretical point
of view, i.e., not all possible features are needed to ob-
tain computational completeness. Moreover, we may
use these P systems for di¤erent tasks, e.g., as gen-
erating devices or as accepting devices (P automata),
but also for modelling di¤erent processes carried out
by other devices, yet needing only speci�c features of
the general model for obtaining e¢ cient simulation re-
sults. We here restrict ourselves to a model which
works in the sequential mode and only uses communi-
cation rules (antiport rules) as well as, of course, rules
for transporting vesicles from one cell to another one,
and we show how in this restricted model we can sim-
ulate graph-controlled grammars (which are devices
well known to be computationally complete (e.g., see
[6]).

Now let us consider a �nite set of elementary ob-
jects constituting O and a subset OT to be the set
of terminal objects. A graph-controlled grammar GC
then is a construct

(O;OT ; w;R; Lin; Lfin)

where w is the initial multiset overO; R is a �nite set of
rules r of the form (l (r) : p (l (r)) ; � (l (r)) ; ' (l (r))),
with l (r) 2 Lab (GC), Lab (GC) being a set of labels
associated (in a one-to-one manner) with the rules r in
R, p (l (r)) is a rewriting rule of the form a (r)! u (r)
with a (r) 2 O and u (r) being a multiset over O;
� (l (r)) � Lab (GC) is the success �eld of the rule
r, and ' (l (r)) � Lab (GC) is the failure �eld of the

rule r; Lin � Lab (GC) is the set of initial labels,
and Lfin � Lab (GC) is the set of �nal labels. For
r = (l(r) : p (l (r)) ; � (l (r)) ; ' (l (r))) and v; u being
two multisets over O we say that (u; k) is directly
derivable from (v; l (r)) if and only if

� either p (l (r)) is applicable to v, v is the result of
the application of p (l (r)) to u, and k 2 � (l (r)),

� or p (l (r)) is not applicable to v, u = v, and
k 2 ' (l (r)).

The language generated by GC is the set of all mul-
tisets u such that (u; k) can be derived in an arbitrary
number of steps from (w; l) for some k 2 Lfin and
l 2 Lin:
We now de�ne a restricted variant of the general

model of P systems with dynamic channels transport-
ing membrane vesicles that allows for the simulation
of graph-controlled grammars: Let

(O;OT ; w;R; Lin; Lfin)

be a graph-controlled grammar (without loss of gen-
erality, we may assume Lin and even Lfin to contain
only one label and, moreover, l (r) =2 � (l (r)) for all r).
Then we construct the P system with dynamic chan-
nels transporting membrane vesicles � working in the
sequential mode

(O;OT ; O1; C;Q; F; I;R�)

as follows:
We do not use catalysts, and we do not need states

for the channels to be created dynamically; therefore,
we omit C and Q; as well as O1; because we assume
all objects from O to be available in the environment
in an unbounded number, hence, � is speci�ed as a
quintuple (O;OT ; F; I; R�) only.
As set of attributes F we take Lab (GC)[f�; 0;+g ;

where we assume Lab (GC)\f�; 0;+g = ;: The initial
con�guration consists of card (Lab (GC)) cells having
the labels from Lab (GC) as attributes; moreover, the
cell with attribute l (r) contains the multiset u (r) ; and
�nally, the initial cell (having the initial label from Lin
as attribute) also contains a vesicle with attribute 0
and the contents w (i.e., the initial multiset from GC).
The rules in R� simulate the rules in R as follows:

� (l (r) ; 0; a (r) =u (r) ;+) 2 Rc;v: In the cell with
attribute l (r) ; a (r) in a vesicle (with attribute 0
which by the application of this rule is changed
to +) contained in this cell is replaced by u (r)
which is taken from the cell and regained by
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� (l (r) ; a (r) =u (r)) 2 Rc;e; in that way, one appli-
cation of the rule r is simulated.

� (l (r) ; 0;:a (r) ; �=�;�) 2 Rc;v: Provided that
the symbol a (r) is not present in a vesicle con-
tained in the cell with attribute l (r) ; the at-
tribute of the vesicle is changed from 0 to � (with-
out communicating symbols between the vesicle
and the cell, which is indicated by the notion �=�;
where � denotes the empty word).

� Rc;c consists of all rules of the form (i; k; j; 0) such
that

� k = + and j 2 � (i) or
� k = � and j 2 ' (i) :

The application of (i; k; j; 0) means establishing a
channel between the cells with attributes i and j
for transporting a vesicle with attribute k from
cell i to cell j thereby changing the attribute of
the vesicle from k to 0:

As results of a computation in � we take the con-
tents of any vesicle which appears in the �nal cell (i.e.,
the cell carrying the attribute from Lfin) and contains
only terminal symbols. In that way � generates the
same set of terminal multisets as GC :

As is well-known (see the results cited in [1]), P sys-
tems with antiport rules are computationally complete
in only one membrane when working in the maximally
parallel mode, whereas in the sequential mode univer-
sality cannot be reached even with an arbitrary num-
ber of membranes. The proof sketched above takes
advantage of the inherently new feature of P systems
with dynamic channels transporting membrane vesi-
cles allowing for transporting the complete multiset of
symbols in a vesicle from one cell to another one.

4 Variants for Applications

The biologically motivated model of P systems with
dynamic channels transporting membrane vesicles in-
troduced in this paper can be used for modelling var-
ious mechanisms in di¤erent application areas. Again
the main feature we have to take advantage of is the
possibility to establish connections between cells and
to transport whole multisets of objects from one cell
to another one in a single step.
As the model of P systems with dynamic channels

transporting membrane vesicles incorporates several
other features well motivated from biology, it can be
used for modelling various aspects of arti�cial life. The

cells themselves are organisms that may interact in
an unguided manner via the environment or else, in
a direct way, by establishing channels for exchanging
complete sub-organisms (vesicles). By using suitable
evolution rules, the organisms may develop also based
on the development (evolution) of their components
mostly represented by the vesicles contained in them,
which usually happens in a parallel but unsynchro-
nized way (and which corresponds with the asynchro-
nous working mode of the P systems).
On the other hand, the vesicles can also be seen

as packages of information transported from one com-
puter (cell) to another one or as autonomous agents
performing their tasks on di¤erent servers. In that
case, these agents work in parallel, either in an unsyn-
chronized way (which corresponds with the asynchro-
nous mode of the P system) or even in a synchronized
way (which corresponds with the maximally parallel
mode of the P system); using su¢ ciently powerful op-
erations (evolution rules) in the vesicles, we are able
to describe the processes taking place in distributed
systems.
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Abstract
DNA molecules are functional materials to apply

to nanotechnology. DNA polyhedra are one of DNA
nanostructures and are expected to be implemented
to nanomachines and other fields. There are many
technical difficulties to construct DNA polyhedra. We
employ some techniques developed in DNA computing
research to construct DNA polyhedra. In this paper,
we design Soccer-ball-shape (truncated icosahedron)
DNA Molecules by means of gradual self-assembly us-
ing circular single-stranded DNA molecules (ssDNA).
Then we report some preliminary experimental results
toward the construction of the whole soccer-ball-shape
structure.
key words: DNA nanotechnology, DNA polyhedra,
constructive method

1 Introduction

1.1 DNA nanotechnology

DNA nanotechnology is a research field that aims
at a construction of nanostructures, nanodevices,
and nanomachines using DNA molecules [1]. DNA
molecules have some advantages as follows. DNA
molecules are stable materials. DNA molecules have
ability to associate with and to recognize other DNA
molecules by means of Watson-Crick complementar-
ity. Watson-Crick complementarity is that four nu-
cleotides A (adenine), T (thymine), C (cytosine), and
G (guanine) form two complementary base pairs (A,
T), (G, C). Therefore the states of DNA molecules
can be controlled by using the hybridization of ssDNA.
Moreover, by using properly designed DNA sequences,
we can control a self-assembly of DNA molecules in or-
der to construct a target structure.

1.2 DNA nanosturctures

DNA tiles and DNA polyhedra belong to DNA
nanostructures. DNA tiles are formed structures
that some double-stranded DNA molecules (dsDNA)
crossover their ssDNA at some point. DNA tiles are
utilized as a two-dimensional periodic structure and a
scaffold for the production of a nanowire [2]. DNA
polyhedra are three-dimensional structures. Since
DNA polyhedra have a characteristic that can trap
some materials within them, DNA polyhedra are ex-
pected to be applied to a drug delivery and crystal
structure analysis etc. However, a construction of
DNA polyhedra have many technical difficulties in it-
self, DNA polyhedra have not reached to be utilized
actually yet. Hence we employ some techniques devel-
oped in DNA computing research to construct DNA
polyhedra. In DNA computing, reactions of DNA
molecules must be controlled with more remarkable
accuracy than traditional molecular biology. There-
fore we can use experimental methods and proto-
cols researched in DNA computing to perform a self-
assembly of DNA molecules. Moreover, we can use
the sophisticated sequence design methods developed
in DNA computing to construct a certain structure
of DNA molecules because a lot of constraints used
in DNA nanotechnology are common to that of DNA
computing.

In this paper, we design Soccer-ball-shape DNA
Molecules by means of gradual self-assembly using cir-
cular ssDNA as the basic structures. Soccer-ball-shape
DNA Molecules have 90 edges, 60 vertexes, and 32
faces. Each edge of Soccer-ball-shape DNA Molecules
consists of 22-mer oligonucleotides. The diameter of
Soccer-ball-shape DNA Molecules is approximately 40
nm. The more faces DNA polyhedra have, the more
difficult the material trapped in them escape out-
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side. Therefore our proposed Soccer-ball-shape DNA
Molecules are more effective in terms of feature as the
cages that trap some materials than typical DNA poly-
hedra such as DNA cube [3] and DNA octahedron [4].

2 Design of Soccer-ball-shape DNA
Molecules

2.1 Structure design

To construct DNA polyhedra, several constructive
methods are proposed as follows.

The first method is self-assembly of one DNA three-
arm junction that same DNA three-arm junctions are
formed from three ssDNA by hybridization reactions
and self-assemble into DNA cages [5]. This construc-
tive method is simple and required sequence number
is only three. However, to construct desired struc-
tures are unfavorable. The second method is stepwise
self-assembly that substructures are formed from mul-
tiple ssDNA and gradually self-assembly into desired
structures. This method can construct desired struc-
tures confirming construction of substructures grad-
ually. However, this method requires more sequence
than the first method. DNA cube [3] is constructed
this method. The third method is self-assembly uti-
lizing DNA foldings that one long ssDNA folds into
polyhedra by several short ssDNA help. The advan-
tage of this method is that long ssDNA can amplify
by the polymerase chain reaction. However, one long
ssDNA sequence must be designed in one DNA polyhe-
dra. DNA octahedron [4] is constructed this method.

In view of constructing Soccer-ball-shape DNA
molecules, the products may contain many undesirable
polyhedra in the first method. Designing long ssDNA
folding into soccer-ball-shape is difficult in the third
method because truncated icosahedron has more faces
than octahedron. Therefore we design Soccer-ball-
shape DNA Molecules based on the second method.
When required sequence set is designed in accordance
with the edge length, the number of required sequence
is 90 in total edge number of Soccer-ball-shape DNA
Molecules. However, there is a trade-off between the
size of sequence set and the constraint of sequence.
Therefore we propose reutilization of edge sequence
subset that utilized at previous reaction and is ex-
pected not to affect next. Thus we succeed in reducing
required number of designed sequences to 14.

The construction step is shown in Fig. 1. Firstly
we synthesize circular ssDNA corresponding to the
pentagon of Soccer-ball-shape DNA Molecules. Se-
quences of circular ssDNA are designed that all edge

have either same sequence or unique. Secondly we
construct the intermediate unit that is made from cir-
cular ssDNA concatenated and intertwined by mul-
tiple arm molecules. Arm molecules are 44-mer ss-
DNA molecules that associate with circular ssDNA
and formed hexagons. In consideration of the reaction
efficiency, we design and utilize two types of the arm
molecules: the type 1 arm molecules are concatenated
by circular ssDNA help; the type 2 by hybridization
of sticky-end is formed by two arm molecules. The
intermediate unit consists of six pentagons and five
hexagons. Finally Soccer-ball-shape DNA Molecules
is completed concatenating two intermediate units by
the arm molecules. The details of Soccer-ball-shape
DNA Molecules in Fig. 2. Each edge of Soccer-ball-
shape DNA Molecules forms dsDNA (20 base pairs).
Bulged T2 loops are placed at each of the junctions to
give flexibility at vertexes of Soccer-ball-shape DNA
Molecules [6].

Figure 1: Construction step of Soccer-ball-shape DNA
Molecules.

2.2 Sequence design

In using DNA molecule, experimental accuracy and
efficiency depend on DNA sequences as well as experi-
mental methods. To construct DNA polyhedra, DNA
sequences must avoid mis-hybridization and folding
undesirable secondly structures. With the reduction
of sequence number by structure design, we can design
DNA sequences satisfy strict constraints and decrease
the undesirable reactions.

The sequence design process is proceeded as fol-
lows. Firstly we make a sequence set that consists
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Figure 2: The ditails of structure.

of sequence satisfy constraints such as Energetic con-
straints, Hamming Distance, and Consecutive Match
by Two-Step search algorithm [7]. Secondly we use
Mfold [8] as a sieve to eliminate undesirable sequences
that are expected to fold secondly structure from se-
quence set.

3 Gradual self-assembly by chemical
experiments

We practically performed experiments in vitro. 5’
end of ssDNA are phosphorylated for ligation reac-
tions that concatenate ssDNA. We generally perform
ligation reactions at 16◦C for over 1 hour. We use
constant denaturing polyacrylamide gel electrophore-
sis (CDPAGE) to detect the desired structures.

3.1 Synthesis of circular ssDNA

The synthesis of circular ssDNA is shown in Fig. 3.
First, we mix 56-mer, 54-mer, and complementary ss-
DNA (non phosphorylated) to form circular structure
by hybridization reactions at room temperature. Next,
we concatenate ssDNA by ligation reactions. Next,
we confirmed these products circularly concatenated
or not by restriction enzyme digestion reactions with
ExonucleaseIII. Finally, we purify circular ssDNA with
the column purification.

3.2 Construction of intermediate unit

The construction of two intermediate units with the
type 1 arm molecules is shown in Fig. 4. First, we
mix circular ssDNA (c1) and the arm molecules. All
edge of c1 are same sequence. The conditions of hy-
bridization reactions are: room temperature, heated
at +5.0◦C/s, 94◦C for 10 s (denaturation), cooled at

Figure 3: Result of synthesizeing circular ssDNA. Lane
1:after ligation; lane 2:after digestion; lane 3:after pu-
rification; lane 4, 5, 6:110 mer, 56-mer, and 54-mer ss-
DNA; lane 7:complementary ssDNA. Since a new band
excepts the material ssDNA are appeared in lane 1 and
remain lane2, we obtain circular ssDNA.

−0.01◦C/s, 4◦C for over 1 hour (annealing). Next, we
mix the mixture and other circular ssDNA (c2 or c3).
All edge of c2 and c3 are unique sequence. Next, we
mix the arm molecules that concatenate between c2 or
c3 at 4◦C and perform ligation reactions.

The construction with the type 2 is shown in Fig.
5. First, we mix each circular ssDNA and correspond-
ing the arm molecules that associate with circular ss-
DNA and form sticky-ends. We use equal condition of
hybridization reactions in type 1 arm molecules. We
label after hybridization products as c1−h, c2−h, and
c3−h that c1, c2, and c3 circular ssDNA hybridize with
the corresponding five arm molucules. Next, we mix
c1−h with c2−h and c3−h at 4◦C and perform ligation
reactions.

4 Conclusion

We proposed design of Soccer-ball-shape DNA
Molecules and significantly reduced required number
of designed sequences by our methods. Reutilization of
DNA sequences will be indispensable for meeting more
complex needs in DNA nanotechnology. Moreover, we
reported some experimental results of the synthesis
of circular ssDNA and the construction of the inter-
mediate units toward the construction of the whole
soccer-ball-shape structure. We confirmed construc-
tion of the ring structure that several circular ssDNA
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Figure 4: Construction of the intermediate units with
the type 1 arm molocule. Lane 1, 2:after and before
ligation with c2; lane 3, 4:after and before ligation with
c3; lane 5, 6:circular ssDNA and the arm molecules.
Compare with after and before ligation reactions, new
bands appeared in lane 1, 3 are partial products;lower
bands are 88-mer and upper are 132-mer ssDNA that
two and three arm molucules are concatenated

Figure 5: Construction of the intermediate units with
the type 2. Lane 1,2:after and before ligation with
c1−h and c2−h; lane 3, 4:after and before ligation with
c1−h and c3−h; lane 5, 6:circular ssDNA and the arm
molecules. New bands of 88-mer and 132-mer ssDNA
are apppeared in lane 1, 3 as well as with the type
1. Moreover, new bands are appeared upper 132-mer
ssDNA. Since density of circular ssDNA bands in lane
1, 3 are thinner than that of in lane 2, 4, circular
ssDNA and arm molecules form the ring structures
that several circular ssDNA are intertwined. However,
we cannot detect the construction of the intermediate
unit yet.

intertwined. Since our detection method of CDPAGE
is unfavorable to detect complex structure, we must
additionally use other detection methods such as a
scanning probe microscope using in nanothecnology
field.

As the future work, we will improve experimental
protocols and methods to construct Soccer-ball-shape
DNA Molecules.

References

[1] N. C. Seeman, “DNA in a material world”, nature,
Vol. 421, pp. 427-431, 2003.

[2] H. Yan, S. H. Park, G. Finkelstein, J. H.
Reif and T. H. LaBean, “DNA-Templated Self-
Assembly of Protein Arrays and Highly Conduc-
tive Nanowires”, science, Vol. 301, pp. 1882-1884,
2003.

[3] J. Chen and N. C. Seeman, “The synthesis from
DNA of a molecule with the connectivity of a
cube”, nature, Vol. 350, pp. 631-633, 1991.

[4] W. M. Shih, J. D. Quispe and G. F. Joyce, “A
1.7-kilobase single-stranded DNA that folds into a
nanoscale octahedron”, nature, Vol. 427, pp. 618-
621, 2004.

[5] K. Matsuura, T. Yamashita, Y. Igami and
N. Kimizuka, “’Nucleo-nanogages’: designed
ternary oigodeozyribonucleotides spontaneously
form nanosized DNA cages”, Chem Comm pp. 376-
377, 2003.

[6] P. Sa-Ardyen, N. Jonoska, and N. C. See-
man, “Self-assembling DNA Graphs”, Eighth In-
ternational Meeting on DNA-Based Computers
(DNA8), in Lecture Notes in Computer Science,
pp. 1-9, 2003.

[7] S. Kashiwamura, A. Kameda, M. Yamamoto, A.
Ohuchi, “Two-Step Search for DNA Sequence De-
sign”, IEICE (The Institute of Electronics, Infor-
mation and Communication Engineers) TRANS-
ACTION. FUNDAMENTALS, Vol. E87-A, No.6,
pp. 1446-1453, 2004.

[8] M. Zuker, “Mfold web server for nucleic acid fold-
ing and hybridization prediction” , Nucleic Acids
Res, Vol. 31, pp. 1-10, 2003.

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 566



Amoebic ability to arrive at signal sources in an obstacle-rich space

Shin I. Nishimura Sasai Masaki
Graduate School of Engineering Graduate School of Information Science

Nagoya University Nagoya University
Nagoya 464-8061, Japan Nagoya 464-8061, Japan

shin@sasai.human.nagoya-u.ac.jp sasai@info.human.nagoya-u.ac.jp

Abstract

Amoebic cells are able to trace signal molecules and
arrive at sources of those molecules. An interesting
problem is on how amoebic cells can avoid obstacles
and find the correct way to reach the signal source.
To answer this problem, we develop a discrete model
of amoeba. We put a wall in the model space with
a hole through which the amoeba can migrate. The
wall also has a dummy hole or “permeable membrane”
through which the signal permeates but the amoeba
can not pass. If we place the cell near by the permeable
membrane, the cell initially tries to pass it but finally
finds the true hole and succeeds in passing it.

1 Introduction

Amoebic cells are widely seen in many eukaryotic
species. Cellular slime mold at the unicellular period,
for example, moves and searches foods with the amoe-
bic locomotion [1]. Human neutrophils which attack
the external microbes are also well-known examples of
amoebic cells [2].

One of important features of amoebae is “chemo-
taxis”. Immune cells migrate from vessels to the in-
flamed tissue in order to destroy the external microbes.
Cells in the inflamed tissue are known to produce sig-
nal molecules (usually called “chemokine”). Immune
cells detect the gradient of the signal and move along
the gradient to get to the tissue.

The mechanism that amoebae can detect the very
small difference in signal density between their head
and tail, which is often as small as the signal fluctu-
ation, has been a challenge to researches, and many
secrete mechanisms of chemotaxis have been brought
to light through intensive studies [3, 4, 5, 6, 7].

However, many problems remain elusive. One of in-
teresting problems is the mechanism that amoebic cells
can migrate among tissue cells which are constructed
as if a maze in animal bodies. There suppose to be

dead-ends, narrow holes, and other unexpected diffi-
culties. In order for amoebic cells such as immune cells
to arrive at appropriate tissues, they need to avoid
these difficulties. The aim of this paper is to eluci-
date amoebic abilities of migration in an obstacle-rich
space.

2 Model

Our model has discrete two-dimensional grids on
which some concentrations of molecules are defined.
A cell is defined on the grids as a domain. We adopt
hexagonal grids for convenience. A grid is either ex-
ternal or in the cellular domain. When the grid is in
the cellular domain, three real numbers are defined
on the grid, which indicate densities of activator, in-
hibitor and actin filaments. We give four rules in order
to move the cell: Kinetics, Diffusion, Cellular domain
extension and Keeping the cell. The following para-
graphs explain those rules.

(1) Kinetics: Both activator and inhibitor are pro-
duced by the stimulation of the external signal[8]. The
activator enhances polymerization of actins, whereas
the inhibitor suppresses the polymerization. First, this
rule selects a grid in the cellular domain randomly. If
densities of activator, inhibitor and actin filaments at
the selected grid j are expressed as Aj , Ij and Fj ,
respectively, those variables are changed obeying the
following equations:

A′
j = Aj + ®Sj ¡ kαAj (1)

I ′j = Ij + ¯Sj ¡ kβIj (2)

F ′
j = Fj +

½
° ¡ kfFj (A

I > h)
¡kfFj (otherwise) , (3)

where ®, ¯, °, kα, kβ , kf , ° and h are constants. Sj

indicates the concentration of chemoattractants or the
strength of the external signal at the jth grid. Grids
at the border of the cellular domain are regarded as
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the cellular membrane. We call the grid in the cellular
domain the membrane if at least one of its six nearest
grids is external. Sj is set to zero if the jth grid is
in the cellular domain but not in the membrane. The
functional form of Sj represents the chemical gradi-
ent. A schematic picture of the kinetics is depicted in
Figure 1

(2) Diffusion: Only the inhibitor diffuses into the
whole cytoplasm[8]. This rule selects a grid from the
whole cellular domain. At the selected jth grid and its
nearest cellular lth grid, Ij and Il obey the following
equations:

I ′j = Ij ¡DIj (4)

I ′l = Il +
DIj

n
, (5)

where D is the diffusion constant. n is the number of
the nearest cellular grids. D should be smaller than 1
by definition.

(3) Cellular domain extension: The rule ran-
domly selects a grid from the membrane. When Fj

at the selected jth grid in the membrane exceeds the
threshold Fth, an external grid in the six nearest grids
of the jth grid is turned into a cellular grid. When
there are two or more than two external grids around
the jth grid, a grid is randomly selected. If this grid
is referred to as l, Fl = Fj/2 and other variables are
set to zero. F ′

j equals to Fj/2 by definition, where the
prime indicates the value at the next time step.

(4) Keeping the cell: We also give a rule to
prevent cell from breaking into pieces. The cellular
volume is kept and the cellular surface length is con-
strained to be as small as possible. This rule randomly
selects a grid from the membrane. Then the rule de-
cides either to remove the grid or to add a new cellu-
lar grid around the grid. This rule checks the cellular
“tension” by calculating energy of tension as:

E = (V ¡ V0)2 + cL2, (6)

where V and L are the cellular volume and length of
the membrane and V0 and c are constants. When E′

denotes the energy after either removing or adding a
cellular grid, we define the probability P as follows:

P = exp
(
¡E′ ¡ E

kT

)
, (7)

where kT is a constant. We generate a random number
between 0 and 1 and then compare the number with
P . If the number is smaller than P , we “undo” the
event of removing/adding. From the definitions of P
and E, the volume of the cell tends to be V0 and the

length of the membrane becomes as small as possible.
Note that if removing is chosen, the values of A, I
and F in the removed grid are added into the nearest
cellular grid.

We also give the “master” rule that randomly se-
lects one of the above rules. Each rule has the prob-
ability of selection. The probabilities of selection for
rules from (1) to (4) are written as P1, P2, P3 and P4.
P1 + P2 + P3 + P4 should equal to 1. When the mas-
ter rule selects one of the four rules, the selected rule
is executed. We iterate this process several millions
times.

External signal is defined in external grids. The
signal diffuses over external grids but not into cellular
grids. When Sk is the signal density in the external
grid k, Sk is updated to S′

k by the following equation:

S′
k = Sk ¡DsSk + Ds

∑
l

Sl/nl, (8)

where l indicates the lth nearest external grid, nl is
the number of nearest external grids around the lth
grid, and Ds is constant. Although this equation looks
similar to Equations 4 and 5, it should be noted that
signal densities are synchronously updated at all ex-
ternal grids. After the master rule randomly selects
the rules nc times, it executes Equation 8 once, and
this cycle is repeated. The reason why we adopt the
synchronous updating rule for external signal densities
is that the external signal diffuses much more rapidly
than intracellular molecules. External signal does not
diffuse into cellular grids. We define rectangle bound-
ary grids in which the external signal sinks: The signal
flows into the boundary grids but not from the grids.
When a signal source is defined at the kth grid, Sk is
kept constant instead of Equation 8 as Sk = S0 at the
source grid.

We calibrate parameters in the model by examining
how our cell moves in a simple linear gradient. The
initial diameter of the cell is set to be 30 grids. The cell
goes up the linear gradient as observed experimentally
[9] when the following set of parameters are chosen:
® = 1.0, ¯ = 0.1, kα = 0.9, kβ = 0.02, kf , D =
0.45, h = 1.0 P1 = 0.0419, P2 = 0.03, P3 = 0.03,
P4 = 0.898, V0 = 900, c = 105, kT = 100, Ds = 0.3,
S0 = 0.5 and nc = 10.

Although we have not yet exhaustively tried dif-
ferent parameter sets, we expect that the cell behav-
iors are robust against the parameter change. We use
95£ 95 grids in which both external and cellular grids
are defined. Simulation is designed to terminate before
the cell reaches the boundary of the grid space.
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A I

Signal Source

F

diffuse

activate inactivate

cytoplasma

F
push

Boundary

diffuse

S

Figure 1: A schematic picture of a cell in the space
with boundary through which signal drops out of the
space. Both activator A and inhibitor Iare produced
by the stimulation S of the external signal. The ac-
tivator enhances polymerization of actins F , whereas
the inhibitor suppresses the polymerization. Only the
inhibitor diffuses into the whole cytoplasm. External
signal diffuses from signal sources.

3 Results

First we put a source near by the cell. When the cell
touches the source, the source is eliminated from the
grid space. This operation naively represents “phago-
cytosis” . Does the cell arrive at the source as reach-
ing “food”? Figure 2 shows that the cell succeeds in
reaching the food.

If there are multiple foods, how does the cell be-
have? Interestingly, the cell moves to one of foods and
“eats” it. It then goes to the next one and eats all the
foods in the end. (Figure 3).

Figure 4 shows that there is a wall with a hole and
a “permeable membrane” through which the signal
can permeate but the cell cannot pass. When the cell
starts near by the permeable membrane, the cell stays
at the membrane for a while then moves to the true
hole and reaches the source.

4 Discussion

In actual animal bodies amoebic cells seem to select
suitable paths by avoiding obstacles or local maxima
of signal density. Results in the last section showed
that the model amoebic cell can also choose a suit-
able path as natural amoebic cells do: When multiple
foods are placed in the space, the simulated cell did

(1) (2)

(3) (4)

signal source

cell

Figure 2: Snapshots of a cell moving to a signal source
as if to eat a “food”. A large, dark gray area is the
cell. The signal density is indicated with gray scale.
A sinal source is a small dark gray area. Around the
source, contour lines of signal density are shown. In
Subfigure (4), a dark small area has vanished because
the source has been touched by the cell and removed.

(1) (2)

(3) (4)

Figure 3: Snapshots of a cell “eating” three foods.
The cell moves to the right bottom, then to the left
bottom, and finally to the top.
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(1) (2)

(3) (4)

signal source

cell

wall

Figure 4: Snapshots of a cell moving in the space sep-
arated by a wall. The wall has a membrane indicated
by a dashed line at the left part, through which the
signal permeates. The wall also has a hole at the right
part. A vertical part of the wall is a stand in cell’s
way.

not freeze but chooses one food to another to gain as
much food as possible. When the obstacle is placed
between the food and the cell, the cell can find out
the proper way to get round the obstacle to reach
the food. Simplicity of our model leads to the idea
that such seemingly complex motion is based on the
essentially simple mechanism. Although the real bio-
logical process is supported by enormous numbers of
different types of proteins, the key mechanism under-
lying the behavior might be the nonlinear and history-
dependent response of cell to the external stimuli as
demonstrated in the model.

Our next task is to quantify the efficiency of amoe-
bic strategy by using our model. Such works will be
done in future publications.
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Abstract 

e

The aim of this research is to realize automatic control 
of an Electric Vehicle (EV), which the line ahead of the EV 
is detected by CCD camera and EV is made to follow the 
line. In this paper, image processing for line detection and 
calculation of a steering angle is described. For the method 
of line detection, edge detection forms the grayscale image. 
Then, both edges of the line are extracted using Hough 
transformation. 
 
1. Introduction 

In recent years, serious traffic problems, such as traffic 
accident and traffic congestion, have been encountered by 
the automotive society. Then, research of ITS (Intelligent 
Transport Systems) is made to improve and solve the traf-
fic problems. Because of that, the research on automatic 
operation of a car manage attracts attention. Driver opera-
tion support and automatic operation can prevent the acci-
dent by artificial control.  

Automatic control of a small recognition vehicle has 
been studied in this laboratory [1][2]. Research of the next 
stage of automatic operation of a car, the aim of this re-
search is to realize automatic control of an Electric Vehicle 
(EV), which the line ahead of the EV is detected by CCD 
camera and EV is made to follow the line. 

In this research, image processing for line detection and 
the compensation for deriving a steering angle is stated.  

In this paper, by using EV system composition, image 
processing for line detection, the EV experiment is de-
scribed. 
 
2. Overview of the EV 

The composition of the EV used in this research is ex-
plained. The EV use for our experiment “MINI-SWAY” 
and is produced by DAIHATSU Company. The 
“MINI-SWAY” shown in figure 1 is 1,010[mm] of overall 
width, 2,395[mm] of overall length, and 1,490[mm] of 
overall height. In order to control from the computer, the 
EV was improved with accelerator brake and handle by 

DENKEN. The stepping motor 
(CSK543AP-TG20, C
-TG20) are used for an accel-
erator and a brake. AC servo 
motor (SGM-01B314) is used 
for the Steering. The CCD 
camera is attached to on the top 
the EV. In order to control the 
EV, there are two computers loca
ticularly in the trunk. The compute
equipped with the capture card (F
frame received form the camera c
640×480 pixels which 640 pixels
the image and 480 pixels represen
respectively are in RGB format. T
is equipped with the motor cont
motor operation using the data fr
processing. 

SK564AP 

 
3. Image processing for line recog

In order for EV to carry out an
position of EV on the road is reco
to carry out steering operation usin
the purpose of the computer for 
target line which it is marked on
Next, the steering is operated based
 
3.1 The recognition method 

Line recognition was performe
tion of a HLS table color system
was not stabilized when disturbanc
and has not being able to recognize
to be stabilized and to perform line
using the edge produced of both 
formed.  
 
3.2 Reduction of the image and G

The input image from the cam
Therefore, an input image is redu
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r for image processing is 
DM-PCIⅢ) and a video 
apture card has size of 
 represent the height of 
t the width of the image 
he computer for driving 
roller board and each 
om computer for image 

nition 
 autonomous travel, the 

gnized and it is required 
g the information. Then, 
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 on the recognized line.  

d using hue and satura-
. However, the method 
e occurred such as light, 
 the target line. In order 
 recognition, processing 

edges of the line is per-

rayscale image 
era is 640×480 pixels. 
ced in order to shorten 



processing time. The input image is scanned at intervals of 
2 pixels, and it reduces to 320×240 pixels. Next, in order 
to perform edge processing, reduced image is converted to 
a grayscale image as equation (1).  
 

1000/)71707222(_ bgrimageGrayscale ⋅+⋅+⋅=   (1) 
 
3.3 Edge detection 

The white line on a road 
produces the edges which 
clarify the edges of the line. 
The Sobel filter of the trans-
verse direction of primary 
differentiation is used for edge 
detection. Using this method, 
both edges of line can be 
emphasized and the edge produ
The detected edge using the So
2. 
 
3.4 Straight line detection 

Not only the edge 
produced to the both edges of 
the line but the other edge, 
such as edge produced on the 
road surface, is remained in 
the image which had edge 
detected. In order to extract 
only the edge produced to 
both edges of the line, straight 
line is extracted using Hough 
transformation. Two straight l
sion in polar coordinates can 
(2). Reverse conversion in rec
obtained using equation (3).  
 

θρ cosxi +=

θ
ρ

θ
θ ,

sinsin
cos

=+⋅−= xxy

 
When the target line is stra

straight line can be extracted u
However, when the target line
straight lines using Hough tra
target. Such a problem is solve
straight line extraction result u
is shown in figure 3. 

3.5 Code area 
When extracting the center of gravity coordinates of a 

line, code area is limited and processed.  
The code area in width is made within of 60~89 pixels 

and 120~149 pixels. The code area in depth depends on 
center of gravity coordinates in the previous one. For ex-
ample, when the center of gravity coordinates (x,y) are 
acquired, next code area in width is immovable and next 
code area in depth is taken as the range of x-50 and x+50 
pixels. This is because the target line is continuity and it 
does not have a sudden curve. The center of gravity coor-
dinates of a line can be searched by using this method. 
Moreover, even if strong edge other than a line exists on 
the road, only the edge of both edges of the line can be 
extracted. In each code areas, a target line can be regarded 
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Fig.2 Edge detection result
Fig.3 The straight line 
extraction result using 
Hough transformation 
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Fig.5 The extraction 
result for one target line

Fig.6 The
result for

ced in the road is reduced. 
bel filter is shown in figure 

ines are extracted. Conver-
be obtained using equation 
tangular coordinates can be 

θsinyi              (2) 

θ
ρ

θ
θ

coscos
sin

+⋅− x      (3) 

ight, the both edges of the 
sing Hough transformation. 
 has curved, two obtained 
nsformation may miss the 
d by regional division. The 
sing Hough transformation 

as a straight line, when Hough transformation is performed, 
the straight line of both edges can be obtained correctly. 

The same method is used even when there is a target 
line. The code area is shown in figure 4. 
 
 
 
 
 
 
 
 
 
 a 

Fig.4 Code area 
 
3.6 Experimental result for the center of 
dinates 

The extraction result for center of gravi
in case of one target line and two target line
figure 5 and 6. The center of gravity coordi
be acquired by one target line, or two target li
 

 

576
Code are
 extraction 
 two target line

gravity coor-

ty coordinates 
s is shown in 

nates can also 
nes. 



4. Robust design4. Robust design
Image data tends to be influenced by disturbance. In 

the steering operation using image data, wrong image 
processing will cause big accidents. Moreover, since the 
code area of the inputted image is divided and the target 
line is extracted. If it fails, it cannot return to the reference 
code area. Then, the image processing is made robust to 
disturbance. 
 

240[pixel]

320[pixel] 
4.1 Evaluation algorithm 

60[pixel]

89[pixel]

120[pixel]

149[pixel]

+50[pixel]-50[pixel]
The center of gravity coordinates for a code area is 

considered. The Center of gravity coordinates change be-
cause the EV moves. Therefore, the next center of gravity 
coordinates can be expected from the old center of gravity 
coordinates. In order to calculate a quadratic approximation 
curve, least-squares method is used. It is based on the old 
center of gravity coordinates which has being acquired 
correctly. And, the following center of gravity coordinates 
are evaluated. The evaluation method configures a certain 
fixed deviation from the center of gravity coordinates ex-
pected.  

-65[pixel] +65[pixel] 5[pixel] 

The x-coordinate (xi) of the center of gravity coordi-
nates acquired from image data is called actual measure-
ment. And, (xi_Pre) from the x-coordinate of the old the 
center of gravity coordinates is called predictive value. 
When the actual measurement (xi,ti) in Time t is obtained, 
the predictive value (xi_pre,ti_Pre) is calculated on the basis of 
actual measurement (xi-1,ti-1)~(xi-5,ti-5), and the actual 
measurement (xi,ti) is evaluated. If the acquired coordinates 
are successful, a quadratic approximation curve is updated, 
and next the center of gravity coordinates acquired are 
evaluated. When the actual measurement (xi+1,ti+1) in Time 
t+1 is obtained, the predictive value (xi_pre,ti_Pre) is calcu-
lated on the basis of actual measurement (xi,ti)~(xi-4,ti-4), 
and the actual measurement (xi+1,ti+1) is evaluated. If the 
acquired coordinates are successful, a quadratic approxi-
mation curve is updated. The width of an evaluation value 
is set as －25 pixels~25 pixels and center of gravity coor-
dinates are evaluated. If the acquired coordinates are s fails, 
a steering angle is calculated from the predictive value. 
Thus, the evaluation is repeated.  
 
4.2 Return algorithm 

A code area is returned using the evaluation method 
which described the point. If the acquired center of gravity 
coordinates are over the width of evaluation, center of 
gravity coordinates may be recognized incorrectly by dis-

turbance. When the next code area is set up from the center 
of gravity coordinates, the true center of gravity coordi-
nates are no longer acquired. Then, if the acquired center of 
gravity coordinates exceed the width of evaluation, the 
next code area is decided from the predictive value. And 
the code area is set up with ±65 pixels from the prediction 
value. The algorithm of the return to the code area is shown 
in figure 7. 
 
 

 
 
 
 
 
 
 
 Measurement value 
 
 

Fig.7 Code area of return algorithm 
 
5. Steering control  
5.1 Steering angle 

In order to determine a steering angle from image data, 
the principle of “Method of the move target point follow-
ing” [4] is used. Coordinates (x1,y1) are made into the tar-
get point of the EV among the center of gravity coordinates 
(x1,y1) and(x2,y2) acquired from the image. At this time, the 
steering angle δ of the EV is calculated on the basis of the 
position (x1,y1) and the target direction θ of the EV in the 
position from the move coordinate system. 

2
111 /)tan3(2arctan xxyl θδ ×−×=       (4) 

It changes into a move coordinate system from the ac-
quired coordinates. 
 

lengthpixelx
y

mmcoordinaterealX

__
640

573332.10
][__

1 ×
+×−

=
     (5) 

lengthpixely
mmcoordinaterealY

__5.16
][__

×=
              (6) 

319][__ 1 −= xpixellengthpixelx           (7) 
    1479][__ ypixellengthpixely −=           (8) 

base Wheel][1500 ：mml =            (9) 
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A steering angle is calculated as the equation (4), and a 
pulse required for a steering angle is also calculated. The 
equation (10) changed into a pulse is from experiment data. 
 

[deg])(_3.3360 δanglesteeringPulse ×=  (10) 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8 Relation between the EV and the targe
 
5.2 Steering operation 

AC servomotor used for the handle is operat
tinuation. And, the rotation direction is determ
the target pulse which is being received from
data. For example, when the servomotor is carry
right rotation, If the target pulse transmitted fr
for image processing is larger than the presen
rotation direction of the servomotor is mainta
target pulse transmitted from the PC for image
is smaller than the present pulse, the rotation d
the servomotor is reversed.  
 
6. Run experiment of EV 
6.1 Experiment method 

The experiment use 
recognition and steering 
operation of a target line. In an 
experiment, A target line is 
arranged to position forward 
right of vehicles, the EV is 
controlled automatically to 
follow the target line. However, the experiment
the operation of the accelerator and the brak
speed is fixed at low speed. The EV and a tar
shown in figure 7. 
 
 

6.2 Experimental result  
As for an initial position, the target line is located at 

750 [mm] from the center of the EV. The EV is driven in a 
zigzag from the start to about 45[s]. The result shows the 
deviation from the center of the EV is about 50~100[mm]. 
The line width was 100 [mm], EV is able to run on the line. 
Even if a target line is in the both ends of a road, the same 
result can be obtained.  
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Fig.10 The deviation from the center of the EV 
 
7. Conclusion 

The stable the target point can found by replacing the 
line recognition using color information with the line edge.  

In cruise Control, a target line is arranged in the center 
of a road. Although the deviation from the center of the EV 
was not 0[mm], it was able to run on the line. But then, the 
EV is driven in a zigzag until it converges, the cruise con-
trol of the EV has been improved. 
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Abstract

In this research, we propose mobile sensor device
in Intelligent Space. Intelligent Space, that is our re-
cent research topic, is the system consistituted of dis-
tributed sensor devices and robots agents. We focuse
on the capabiility of sensor devices which are mainly
CCD cameras for acquisition of position information
of the object in Intelligent Space.

In this paper, we tried to the estimation of position
and posture of mobile distributed sensor device in In-
telligent Space. This mobile sensors are for extension
of technologies for Intelligent Space in scalability and
so on. The estimation method is solving Perspective n
Points problem on camera device on the device. Then,
we describe the measuring experiments of the objects
in Intelligent Space briefly.

Keyword

Intelligent Space, position estimation, camera cali-
bration, Perspective n Points Problem

1 Introduction

This research is about mobile sensors in Intelligent
Space[1][2]. Intelligent Space is a kind of platform that
serves users through the robots connected the space
based on the information from distributed sensor de-
vices. In the recent research, these sensor devices have
been realized with general CCD cameras and comput-
ers as vision processing system. This is mainly because
we assume the services that Intelligent Space will offer
are based on the users’ and the robots’ (received the
directions from the space) position information and vi-
sion sensors system is very useful and reasonable for
this purpose. We note this point, and so purpose mo-
bile sensor device as a technique for acquiring more
detailed position information of the objects in Intelli-
gent Space.

To achieve mobile sensor device, first, we will pur-
pose the method of estimation of the position and pos-
ture of mobile sensor device. To provide position in-

formation of the objects, it is necessary to obtain the
sensor’s own position and posture information. In this
research, in order to construct simple system, we esti-
mate the status of the device by solving Perspective n
Points (PnP) problem of camera on the device. This
is an appreciate approach is for employing the advan-
tage of Intelligent Space that the information of the
space is given as world coordination. In this reserach,
we try the methods whose perspective points is 3 and
4. But in this paper, we will describe the metod us-
ing P4P problem solution only. Then, we will describe
position measurement method of the objects. This is
the method in the past researches.

2 Mobile Sensor

As we mentioned above, disributed sensor device in
Intelligent Space acts for localization. Since our sys-
tem uses CCD camera, to provide accurate position
information of the object, camera position is necesary.
We have researched on evaluation of camera arrange-
ment [2], but we have treated simple environment. To
intellectualize more complicated environment, we need
to consider more dynamic system. Then, we propose
mobile sensor device in Intelligent Space.

The proposal will bring other some merits. For ex-
ample, since we consider that tracking or trace of the
object is basic action of the robots in Intelligent Space,
mobility of the sensor will make those task more easily.
and, mobile sensor device may make the task which
needs more accuracy, such as face or gesture recogni-
tion, more easier.

To realize mobile sensor device, we consider the
camera self-localization. This is neccesary to co-
operate with other distributed sensor device that is
basis of Intelligent Space.
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3 Self-position estimation of the mo-

bile sensor using its camera system

3.1 Estimation method

In this research, in order to construct the simplest
system, we estimate the status of the device by solv-
ing Perspective n Points (PnP) problem of camera on
the device by numerical method. PnP problem is the
problem to solve the position and posture of camera
using the pixel value of n points whose position in
world coordinate system.

There are some reasons for using PnP Problem fol-
lowing;

1. The amount and time of computation is stable

2. Estimation error is predictable

3. Easy to realize

1. is fulfilled by taking numerical method and using
a small number of landmarks as perspective points.
The number of landmarks is related to 3., . The least
number for solving PnP Problem is three, but in case
using P3P problem the estimation error is too large.
Then, in this paper, we abridge the approach using
P3P Problem solution and discribe the approach of
Perspective 4 Points Problem (P4P Problem). 2. is
the one of the merits of this approach.

3.2 P4P Problem of on-board camera

In this paragraph, we describe the simplified P4P
problem solution as the sensor device position estima-
tion. To simplify the solution, we assume that;

• Distortion of CCD camera can be ignored.

• Internal parameters of the system (focus length,
center of vision, etc) is known.

• Position and posture of sensor device are deter-
mined unique if the exteranal camaera paremeters
are determined.

The transfer equation from world coordinate system
[xc yc zc]

T to camera coordinate syetem [xw yw zw]T

is as followed[3](Fig:1);

c̃ = Mw̃ (1)

where M is

M =









m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

0 0 0 1









=

[

R T

0 0 0 1

]

where R is 3× 3 rotation matrix

R =





m11 m12 m13

m21 m22 m23

m31 m32 m33



 (2)

and T is translation vector

T =
[

m14 m24 m34

]

T

(3)

and c̃, w̃

c̃ = [ xc yc zc 1 ]T , w̃ = [ xw yw zw 1 ]T

Using orthogonal property of R, the following equa-
tion;

3
∑

k=1

m2

km
= 1 (4)

3
∑

k=1

mkmmkn = 0 (5)

Yw

Figure 1: Coordinate system

Transformation from camera coordinate system to
vision coordinate system is as followed[3];

[

xp

yp

]

=
f

zc

[

xc

yc

]

(6)

Since we have assumued that the internal parameters
of the camera is known, we could easily obtain the
transformation from vision coordinate to pixel value
in vision. This transformation is depend on the value
of internal and external parameters of camera, then
landmarks whose position is known in world coordi-
nates system and vision coordinates system will deter-
mine the unknown parameters.
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Four landmarks used for self position estimation
shall arranged on the same plane. At this time, con-
version that is made the plane into zw = 0 exitsts,
then generality is not lost as zw = 0.

Since equation(1) and equation(6),

xip
= f

m11xiw
+ m12yiw

+ m14

m31xiw
+ m32yiw

+ m34

(7)

normalized with m34, the previous equation is equal
to;

xp = fm′

11
xw +fm′

12
yw +fm′

14
−m′

31
xwxp−m′

32
ywxp

and through the same procrdure about yp,

yp = fm′

21
xw +fm′

22
yw +fm′

24
−m′

31
xwyp−m′

32
ywyp

Then, that two equations for four landmarks
[xiw yiw 0]T (i = 1, 2, 3, 4) are shown as;

2

6

6

6

6

6

6

6

6

6

6

4

x1w y1w 1 0 0 0 −x1px1w −x1py1w

x2w y2w 1 0 0 0 −x2px2w −x2py2w

x3w y3w 1 0 0 0 −x3px3w −x3py3w

x4w y4w 1 0 0 0 −x4px4w −x4py4w

0 0 0 x1w y1w 1 −y1px1w −y1py1w

0 0 0 x2w y2w 1 −y2px2w −y2py2w

0 0 0 x3w y3w 1 −y3px3w −y3py3w

0 0 0 x4w y4w 1 −y4px4w −y4py4w

3

7

7

7

7

7

7

7

7

7

7

5

2

6

6

6

6

6

6

6

6

6

6

4

fm′

11

fm′

12

fm′

14

fm′

21

fm′

22

fm′

24

m′

31

m′

32

3

7

7

7

7

7

7

7

7

7

7

5

=
ˆ

x1p x2p x3p x4p y1p
y2p

y3p
y4p

˜

(8)

Since this equation and focus length f , m′

11
, m′

12
,

m′

14
, m′

21
, m′

22
, m′

24
, m′

31
, m′

32
can be calulated.

On the other hand, since equation(5),

3
∑

k=1

m′

km
m′

kn
= 0 (9)

then, m′

13
, m′

23
, m′

33
are determined. Next, Since

equation(4), m34 can be calculated. Then, the pa-
rameter of R and T is determined.

3.3 Computer simulation

We experimented the validity of the approach
shown in the previous clause by computer simulation.
The procedure of the experimetnt is following. We
operated virtual mobile sensor device so that a spi-
ral was drawn in the world coordinate system, and
then, we obtained virtual picture from camera model.
Next, based on the picture information, we apply the
self-position estimation of the camera inthe preceding
clauses.

Table1 is landmarks pattern used in this experience.

Table 1: Landmarks Pattern

landmark no. 1 2
position (0.30 -1.0 0.0) (-1.0 0.60 0.0)

landmark no. 3 4
position (0.70 0.40 0.0) (0.0 0.0 0.0)

The result of the experiment is shown Fig:2. Mean
estimation error at eacch step was 10.2 cm.
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Figure 2: Self position estimation

4 Position mesurement of the object

using the mobile sensor

The self-position estimation we described in the
previous paragraph is for position measurement of
some object (mobile robots or users) in intelligent
space. In this paragraph, we show the position mea-
surement experience of the robot whose height is
known. Fig:3 is the result of computer simulation
based on the self-positionestimation of the sensor in
the previous paragraph.
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Figure 3: Measurement of the object position

In this case, mean measurement error at each step
was 2.44 cm. The figure show this results is sufficient
accurate for almost application we consider.

5 Summary

In this paper, we proposed the mobile sensor device
in Intelligent Space, and described about self-position
estimation of the mobile sensor required for the sen-
sor to measure the position of the object. And we
introduced the meaurement experiment of the object
in Intelligent Space.
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Abstract 
This paper presents a new real-time path planning approach, 
which is based on the algorithm of probabilistic roadmap, for 
senor-based mobile robot in unknown environments. The novel 
idea is that the algorithm changes the on-line navigation 
problem into off-line one, which makes the work simple. Once 
the path planning problem becomes finding a way in already 
known environment, we can use traditional PRM to solve it. 
Thus, our idea is to guide the robot to make real-time global 
route planning each step, during the whole planning process, so 
that the knowledge of the environment is updated gradually. 
Therefore, the problems of path planning in unknown 
environments is turned into the problem of that in already 
known environments in each step. The purpose of the new 
method is to build a path that not only is relatively the shortest, 
but also avoids the local minima and other problems effectively. 
Some experimental results are presented in this paper to 
strengthen the new proposal. 
 
Key words Probabilistic roadmap, path planning 
 
I, Introduction 
There are two main branches dealing with the path planning 
problem for mobile robot. The first one is about looking for a 
path in a previously known environment map, in which we can 
use some fast and effective methods such as the Rapidly 
Exploring Random Trees (RRT), the Probabilistic Roadmap 
(PRM)[1,2,3]and the Artificial Potential Field (APF), etc. The 
second type is for sensor mounted mobile robot to generate a 
path in an unknown environment, and in this case, methods like 
Hierarchical Generalized Voronoi Graph (HGVG), BUG and 
APF have already been used. The problem we are discussing in 
this work belongs to the latter, that is, a robot equipped with 
sensors is given a task to move from a set beginning point to a 
goal, in a completely unknown environment. 
 
To direct the robot to generate an effective path, Lumelsky have 
done great job on BUG algorithm, which is simple but practical 
in this problem, so is HGVG, raised by Choset and Burdick, 
however, both of these two may generate redundant paths.  
The APF algorithm is also effective in real time avoiding 
obstacles and planning paths, but it has to face the local minima 
problem, which may cause the oscillation of the path. Because 

each approach has its own flaws, therefore new and faster 
methods are still needed in this case. In [4], Claudio raised a 
method about using improved PRM to resolve the on line 
navigation problem, which brought a new way to develop PRM 
in the path planning field. Although the paths that generated by 
Claudio’s algorithm is not too effective when the environment 
gets complex, it could help the robot to succeed in many cases. 
The new method that presented in this paper is also based on 
PRM to solve this kind of problem, but the difference between it 
and the Claudio’s is that our new proposal still uses the 
traditional PRM to generate a path in the already known maps, 
but not the Lazy-DRM or other improved PRM. And the most 
important discrimination is we use PRM more than once in the 
whole process, that is to say, the randomly distributed nodes that 
generated by PRM are not uniform during the task. 
 
The rest of this paper is organized as follows. In section II 
theories relevant with the new approach are provided. Section III 
contains a detailed and complete description of our method. In 
section IV several simulations are provided with which the new 
approach is evaluated. In the final section we draw the 
conclusions and the future work are also presented.  

 
II, Probabilistic path planning 

In this section we briefly introduce the main theory of the 
Probabilistic Roadmap method. The framework of PRM 
planning algorithm consists of two phases: roadmap 
construction (learning) and query. In the learning phase, the 
algorithm constructs a probabilistic roadmap by generating 
random free configurations of the robot and connecting them 
using a simple, but very fast motion planer, also known as a 
local planner. And then the connected roadmap is stored as a 
graph whose nodes are the configurations and whose edges are 
the paths computed by the local planner. In the query phase, a 
path will be found from the start and goal configurations to two 
nodes of the roadmap. Then the planner searches the graph to 
find a sequence of edges connecting those nodes in the roadmap, 
and finally a feasible path for the robot is generated by 
concatenating the successive segments. If each segment 
between its two ending nodes is the shortest one among the 
segments connecting the same couple nodes, and if between 
any two nodes in the path, no more effective connection could 
be found, the path we got is the relatively shortest way from the 
start to the goal. The following figure gives a simulation result 
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Figure 1 An example of planning result with the method 
of PRM. In the figure there is a path generated from start 
to the goal. 

of probabilistic planning in which a feasible path is found 
quickly by PRM. 

The new theory presented in this work is mainly based on the 
conventional PRM method, and uses it in the case of on-line 
path planning. In the next section, we will describe the new 
method in detailed. 
 
III, The Proposed Method 

A, The robot 
The robot we are using in this paper is car-like mobile robot with 
sonar sensors all around. All the sensors are regarded as the 
nearly ideal sensors which can detect well and truly, so that it 
can know everything near it within the detection region. The 
robot’s task is to go to a set target from a given beginning point 
in an unknown environment. In order to simplify the planning 
problem, we treat the mobile robot as a represented point in the 
rest of this paper. We also suppose the robot has self-localization 
equipment in order that it always knows its own position in the 
coordinate space of the environment during its motion. In fact 
self-localization may bring some errors on the positions, which 
affects the effectiveness of the approach. In this paper we do not 
consider the error brought by the self-localization, and it is 
supposed that the robot can get its real time position exactly. 
 

B, The algorithm 
Our new proposal is a real-time path planning approach which is 
based on the method of probabilistic roadmap, and it helps the 
robot to generate a new and accessible path in the unknown 
environments. To study it more easily, we call the new method 
as Real-time PRM. The novel idea of real-time PRM is its 
combining the problems of route planning both in previously 
known environment and unknown situation. In each step of the 
robot’s moving, the sensors will collect the new information 
from the environment, and then an updated map is generated in 
which there are the circumstances already detected by the robot 
so far. According to this map, a most effective path from the 
current configuration to the target could be found with PRM 
method. Subsequently, the robot goes along the newly built way 
until it meets new situation, and if so, it means this loop ends and 
another one just begins, and the renewable map will be updated 

again. In the algorithm we call this map as built_map. The 
built_map is a bitmap which is described by a 2 dimension 
matrix in the database of the robot and it has the same size with 
the physical environment map. During the task, built_map is 
generated and updated gradually, which represents the robot’s 
increasing knowledge about the environment. Each time after 
the renewal of the built_map, the algorithm replans a new path 
with PRM for the robot to move along. When the robot sees 
new obstacles at point A in the environment, the algorithm firstly 
calculates the coordinates of A with the knowledge of this path, 
and then computes the positions of the collision detected. 
  
The real-time PRM can be divided into two steps that are 
described as follows: 
1, The robot arrives at a new point in the environment map; 
update the built_map with the feedback knowledge of the 
sensors; go to step 2; 
2, In the built_map, find the shortest path from the current point 
of the robot to the goal with the method of PRM; the robot 
moves along this path until each of the following things 
happens: 

I, some new obstacles are detected by the sensors, go to 
step 1. 
     II, the robot reaches the target, stop. 
 
To generate the shortest path from the current point of the robot 
to the target with PRM, we need to use the following process: 
 

 
Figure 2 

The pseudo-code of the algorithm is given in table 1 
 

Generate a set number of randomly 
distributed points in the built map. 

Delete the points that are covered by 
the obstacles.

Connect every two points within the 
sensor’s detection region, and eliminate the 
segments that cross the obstacles. 

From the figure that composed by the edges and 
the nodes, choose the shortest path from the start 
point to the goal. 

If several separated parted are generated, then 
build more nodes between these parts. 
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Figure 3 The environment map for the simulation. In the 
figure, the dark areas represent the obstacles. 

 
Figure 4 The final path. 

Table 1 

0

1,
2,  the start point

3, the current point

4, the goal

5, 1
6,
7, If 

8,    The robot arrives at the goal, and the path is generated. 
9,     Return
10,Else
11,    Obst(i) the obstacles inf

i

g

i g

M
P

P

P

i
Loop

P P

φ←
←

←

←

←

=

←

1

ormation got by the robot at 

12,   N M Obst(i)
13,    if M!=N
14,       M N
15,       Path(i)  the shortest path built by PRM in M, from current point to Target
16,        the next point after the 

i

i

P

P
+

← ∪

←
←

←

1

1

current in Path(i)

17,    else   the next point after the current in Path(i-1)

18, End
19, The robot goes to , i 1

i

i

P

P i

+

+

←

← +

 
The number of the random nodes that the algorithm generated is 
directly relevant to the results, but it the number is too big, then 
the consuming time will increase dramatically. Therefore the 
number should be chosen carefully. 
 
IV, Experimental results 
In this section the results of some simulations are presented, 
which show the robustness of the new algorithm. To make our 
point clearly, we present a complete detailed process of the 
planning. In these simulations, the environment maps we use 
are all squares with the size of 50mX50m, and the sensor’s 
maximal detection distance is set as 3m. The number of the 
probabilistic nodes that generated in each of the robot is set as 
200 in experiments. The following experiments are completed 
on a PC with Pentium IV 2.4G CPU and the algorithm was 
executed in Matlab. The following figure is the environment 
map used in the simulation. 

Figure 5 shows 12 slips of the whole process, each of which is a 
built_map in the current step. In each slip, the random nodes are 
regenerated, and the shadow represents the obstacles that are 
detected by the sensors. More shadow means more information 
of the environment is got by the robot and the built_map has 
been updated. The path in each slip is different from each other 
because it is only built by PRM in that situation. The nodes in 
the paths that are represented by ”o” means the real track passed 
by the robot in the previous steps, whereas the nodes still 
described by “*” are the nodes of the new generated route. The 
path in the last slip is the final path from the start to the goal, 
which can be seen clearly in figure 4. 

 
V, Conclusion and Future work 
This paper presents a new motion planning method which 
develops the trditional PRM on the path planning problems in 
unknown environments. The main contribution of this work lies 
in it simplifies the on-line planning to many static computing 
processes. From the simulation results we can find that the path 
built by the real time PRM is effective and in built_map a part of 
the environmental information is stored, which also benifits to 
map-building work. However, to further evaluate the robutness 
of the new algorithm, more comparison of the distance and the 
computing time and other charaters with other methods are 
necessary, which is work we will do in the future. And the error 
of the sensors will be considered too in our future work. 
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Abstract

This paper proposes a method for generating be-
haviors based on imitation of a partner robot inter-
acting with a human. This method is constructed
by a two-step procedure. At first, a gesture cluster-
ing is performed to classify a human hand motion.
An evolutionary computation is applied for a pattern
matching, and then a spiking neural network and a
self-organizing map classify the motion as a gesture.
Second, the robot take an imitative behavior which
follows human hand motion generated by an evolu-
tionary computation using the previous trajectory in-
formation identified by the clustered gesture. The goal
of this study, by using these learning modules struc-
turally, the robot and its user share various gestures
for user friendly communication. Several experimental
results show the effect of the proposed method.

1 Introduction

Recently, various partner robots have been devel-
oped by many companies and academic groups. Most
of these robots can execute a number of given mo-
tions to communicate with its user. However their
motions are designed based on the expert knowledge
of the designer who is not an actual user. Thus, to
take suitable actions for the user, the robot should
acquire own behaviors through the interaction with
the user. Moreover, the robot should accumulate ob-
tained behaviors to reuse them at same situation. To
realize the above functions, the robot needs a number
of learning modules. In general, since the mechanism
of the robot becomes complicated and large increas-
ingly as intelligent capabilities are added gradually to

the robot, we should consider the entire structure of
intelligence for processing information flow over the
hardware and software of the robot, not a single in-
telligent capability. Accordingly, we have proposed a
concept of structured learning which emphasizes the
importance of interactive learning of several learning
modules through the interaction with its environment.
We apply this concept to an imitative behavior learn-
ing for generating and accumulating behaviors of the
partner robot. For human being, imitation is a pow-
erful tool for gestural interaction with children and
for teaching behaviors to children by adults. Partner
robots should also obtain various behaviors by using
an interactive learning based on the imitation. As the
human imitation, there is an advantage that the imita-
tive behavior learning performs without exact human
instructions.

In this paper, we propose a method that the robot
generates behaviors by imitating the motions of the
human hand. Figure 1 shows the total architecture
of the proposed method. First of all, the robot de-
tects a series of human hand positions by processing
images from CCD camera on the robot. We employ a
steady-state genetic algorithm (SSGA) to this image
processing in order to cope with environmental noise.
We call this SSGA SSGA-1 in this paper. Next, the
motion is recognized as a gesture by using a spiking
neural network (SNN), since SNN can learn the spatial
and temporal pattern from a series of the human hand
positions. Thereafter, a self-organizing map (SOM)
is applied for clustering the motion to reuse previ-
ous behaviors as the initial trajectories of a SSGA for
generating an imitative behavior. We call this SSGA
SSGA-2 in this paper. After generating the behav-
ior, the robot accumulates the behavior by associating
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G(t) p(t)

Images SNN SOM
(Database)

Figure 1: Total architecture for generating and accu-
mulating behaviors.

(0, 0)

(X, Y)

(X, 0)

(0, Y) Image

Figure 2: A coordinate system for image processing of
a robot.

with the output of SOM. In this way, each learning
module (i.e., two SSGAs, SNN, and SOM) relates with
one another to achieve the generation and accumula-
tion of imitative behaviors. Experimental results show
that the robot can generate imitative behaviors faster
by accumulating obtained behaviors.

2 Imitation for Partner Robots

2.1 Human Hand Detection

The robot takes an image from the CCD camera,
and extracts a human hand (Fig.2). The human wears
a blue glove for performing a gesture. The taken image
from CCD camera is transformed into the HSV color
space, and the color corresponding to the blue globe
is extracted. Next, the blue globe is detected by using
SSGA-1 based on template matching. We employ flex-
ible templates to the candidate solutions in SSGA-1,
since the robot must identify several hand shapes.

In SSGA-1, only a few existing solutions are re-
placed by new candidate solutions generated by ge-
netic operators in each generation. The worst can-
didate solution is eliminated (delete least fitness se-
lection) and replaced with an offspring solution gen-
erated by the crossover and mutation. We use eli-
tist crossover and adaptive mutation. Elitist crossover
randomly selects one solution and generates an indi-
vidual by incorporating genetic information from the
selected solution and best solution. In the adaptive
mutation, the variance of the normal random number

position of neuron

(0, 0)

(X, Y)

(X, 0)

(0, Y)

Figure 3: Spiking neurons arranged on the image.

is relatively changed according to the fitness values of
the population. A fitness value is calculated by the
following equation,

fi = CTarget − ηCOther (1)

where η is a coefficient for penalty; CTarget and COther

indicate the number of pixels of the color correspond-
ing to a target and other colors, respectively. This
problem results in the maximization problem. The
robot extracts motion of the human hand from im-
ages by using SSGA-1 where the maximum number of
images is T . The sequence of the hand positions is rep-
resented by G(t) = (Gx(t), Gy(t)) where t = 1, 2, ..., T .

2.2 Gesture Recognition and Clustering

We apply a SNN ([1]) for memorizing several mo-
tion patterns of a human hand. SNN is often called
a pulse neural network and considered as one of the
artificial NNs based on the dynamics introduced the
ignition phenomenon of a cell, and the propagation
mechanism of the pulse between cells.

In this paper, spiking neurons are arranged on a
planar grid (Fig.3) and N = 25. By using the value of
a human hand position, the input to the ith neuron is
calculated by the radial basis. The weight parameters
are trained based on the Hebbian learning algorithm.
Because the adjacent neurons along the trajectory of
the human hand position are easily fired by the Heb-
bian learning, the SNN can memorize the temporally
firing patterns of various gestures.

The temporally firing pattern of SNN is used as an
input for the clustering by SOM in order to detect a
spatial pattern of a human gesture. SOMs is often ap-
plied for extracting a relationship among inputs data,
since SOMs can learn the hidden topological structure
from the learning data. The inputs to our SOM is the
sum of pulse outputs from SNN. The output node is se-
lected by comparing the Euclidean distance with each
reference vector. Moreover, the reference vectors are
updated for classifying several gestures. That is, the
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Figure 4: The representation of the ith trajectory can-
didate composed of m intermediate configurations.

selected output unit means the nearest gesture among
the previously learned gestures.

2.3 Trajectory Generation based on Imi-
tation

A trajectory planning problem for a behavior can
result in a path planning problem from an initial hu-
man hand position to a final human hand position.
Here a configuration q is expressed by a set of joint
angles, because all joints are revolute,

q = (θ1, θ2, · · ·, θn) ∈ Rn (2)

where n denotes the degree of freedom (DOF) of a
robot arm. Because a trajectory can be represented
by a series of T intermediate configurations (i.e., ICk

in Fig. 4), the trajectory planning problem is to gen-
erate a trajectory combining several intermediate con-
figurations corresponding to G(t) = (Gx(t), Gy(t)),
t = 1, 2, ..., T . SSGA-2 is applied to generate a tra-
jectory for an imitative behavior corresponding to a
human hand motion.

A trajectory candidate is composed of all joint vari-
ables of intermediate configurations (Fig.4). Initializa-
tion generates an initial population based on the pre-
vious best trajectory stored in the knowledge database
linked with SOM. The jth joint angle of the kth inter-
mediate configuration in the ith trajectory candidate
qi,j,k, which is represented as a real number, is gener-
ated as follows (i = 1, 2, ..., gn),

θi,j,k ← θ∗
j,k

+ βI

j
·N (0, 1) (3)

where θ∗
j,k

is the previous best trajectory referred from

the knowledge database; βI

j
is a coefficient for the jth

joint angle; N(0, 1) is a Gaussian random variable with
mean 0 and standard deviation 1. A fitness value is
assigned to each trajectory candidate. The objective
is to generate a trajectory realizing the possibly short

Table 1: Parameters used in SSGA-1 and SSGA-2.

Parameter SSGA-1 SSGA-2
Chromosome length 10 4T

Population size (gn) 120 200
Number of evaluations 300 1000T

Crossover rate 0.2 0.2
Mutation rate 1.0 0.2

distance from the initial configuration to the final con-
figuration while realizing good evaluation. To achieve
the objectives, we use a following fitness function,

fi = fp + µfd (4)

where µ is a weight coefficient. The first term, fp,
denotes the distance between the human hand position
and the position of robot end-effector. The second
term, fd, denotes the sum of squares of the difference
between each joint angle between two configurations
of t and t − 1. Therefore, this trajectory planning
problem can result in a minimization problem. After
SSGA-2, the best trajectory obtained is stored in the
knowledge database.

3 Experiments

This section shows an experimental result using a
humanoid-type robot. The size (X, Y ) of an image is
(160, 120). Here a trial is defined as one cycle from
human hand detection by SSGA-1, spatial and tem-
poral pattern generation by SNN, gesture clustering
by SOM, and behavior generation by SSGA-2 (Fig.
1). Table 1 show the parameters used in SSGA-1 and
SSGA-2. T is the maximum number of human hand
positions detected by SSGA-1. According to T , the
number of intermediate configurations is changed in
this experiment.

Figure 5 shows the history of the selected node in
SOM and the history of the gesture pattern displayed
to the robot. First of all, the human tried to show var-
ious patterns to the robot, because the human wanted
to know the reaction of the robot. At the time, vari-
ous nodes in SOM were selected. After 11 trials, the
human tried to teach the hand motions like clockwise
and counterclockwise circles. The robot classifies the
motions by using the 12th and 18th nodes mainly. And
then, the human tried to show various motion again,
in order to search for better motions that the robot
can follow them well. Based on this searching pro-
cess, the human tried to teach the hand motions like a
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Figure 5: Change of selected nodes in SOM and human
motions.

square from 44th to 51st trial. The robot classifies the
motions by using 2nd, 14th, and 18th nodes mainly.
In this way, SOM classifies the human hand motions
as specific gestures.

Figure 6 shows the result of image processing at the
51st trial. Figures 6 (a), (b), and (c) show the human
hand motion, the detected result of the human hand
positions, and the outputs of the SNN, respectively.
The light and shade of the boxels indicate the time
sequence where the lighter boxel indicates the later
hand position. Although the detected hand positions
were separate, SNN interpolated the detected hand
positions and made a sequence as a result of tempo-
ral firing. Figure 7 shows the Robot could generate a
motion following the human hand motion. That is, it
shows that the robot recognized the human hand mo-
tion by SNN and SOM, and reproduced the behavior
based on imitative behavior generation.

Figure 8 shows the change in fitness value on 2nd,
14th, and 18th nodes. In each node, the fitness in
SSGA-2 decreased trial by trial. This shows the effec-
tiveness of the SOM clustering and the database.

4 Summary

This paper proposed a method for imitative behav-
ior generation of a partner robot. We applied SNN for
extracting spatial and temporal patterns of gestures,
SOM for clustering gestures, and SSGA for generat-
ing trajectory to perform a behavior following to the
human hand motion. Experimental results show that
the robot learns various motion patterns by imitating
human hand motions. Furthermore the robot could
reuse obtained trajectories for generating better imi-
tative behaviors at the same situations.

1 2

(a) Human motion (b) Detected human 
 hand position

(c) SNN Output

Figure 6: The results of image processing at the 51st

trial.

(b) (c) (d)(a)

Figure 7: The snapshots at the 51st trial.
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8

10

2nd node's fitness 14th node's fitness 18th node's fitness

50th trial48th trial46th trial44th trial 45th trial 47th trial 49th trial 51st trial

Figure 8: Change in fitness value on 2nd, 14th, and
18th nodes. A scale interval of the horizontal axis is
1000 iterations.
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Abstract  When we explore the navigation of a mobile 
robot, we have to consider how to get necessary data from 
sensors and how to make good use of those data. Based on 
present technology, sometimes we can not automatically 
extract data used for reliable navigation in any 
environments from those sensors with present algorithms. 
Even in the structured environments, because of the errors 
of sensors, the extracted data are not always reliable. In 
view of above problems, we developed the tele-control 
subsystem through Internet besides the general control 
strategy. With the tele-control, the data gotten from 
sensors, will be sent to the supervisor’s computer directly 
in addition to the robot. And the supervisor can also send 
the control commands to the robot directly based on 
human’s experience. By this way, the robot may be 
controlled even in a strange environment. 
Key Words  Mobile robot, Navigation, Tele-control 
 
1. Introduction 

In this paper, we mainly consider how to make a 
mobile robot move more freely and reliably in structured 
and unstructured environments. Here the structured 
environment is the ideal environment with fixed settings. 
Although the states of some objects in that environment 
can be changed, but those change do not influence the 
working state of that robot. On the contrary, it is the 
unstructured environments. That is, the unstructured 
environments are more complex. And the practical 
environment is one of the unstructured environments. 
Because the change of the environment should be 
considered when the robot is moving, the control of that 
robot should be more flexible and reliable. 

Navigating freely in the specified environment is the 
basic and necessary function for a mobile robot. Then the 
robot can carry out more specified tasks. Here at least two 
main problems will be considered for the solutions. One is 
the environment may not always be ideal structured 
environment. Another is the self-location in the navigation. 
The ability to solve above problems will determine what 
kind of jobs the robot can do. Although they seem to be 
separate problems, they are the necessary components of 
the navigation subsystem being developed. Here the self-
location is mainly explored for the long distance 

navigation with the errors of sensors and slip at high speed. 
And the unstructured environment is the structured 
environment that is changed by some unexpected 
requirements. Such environment is similar to some 
practical environments. 

In order to solve above problems efficiently, the vision 
subsystem, voice subsystem, touch screen control 
subsystem and tele-control subsystem by Internet were 
developed. Those subsystems shared necessary 
information from sensors by TCP/IP protocol. For most 
cases, only one of the subsystems is used. But it will be 
robust when it works with all the subsystems in some 
complex environments. All subsystem mainly use the data 
extracted from the captured images by the CCD video 
camera to control the driven subsystem. Although the 
CCD video camera may provide more information than 
other sensors, we may not develop any corresponding 
algorithms for any specified applications. That means the 
robot can not automatically make full use of the 
information from the CCD video camera. On the other 
hand, the supervisor may not always follow the robot even 
if the robot is working. Thus we developed the voice 
subsystem when the supervisor is not far from the robot, 
the tele-control subsystem by Internet when the supervisor 
is far from the robot and the touch screen subsystem when 
the supervisor is near to the robot. Especially in the tele-
control subsystem, the images taken by that CCD video 
camera will also send to the supervisor’s computer at the 
same time. The supervisor can send the corresponding 
commands directly to that robot based on some practical 
requirements. When that robot is confused in a strange 
environment, with the help of the supervisor by the tele-
control through Internet, that robot will complete specified 
tasks. 

On the other hand, making use of as many sensors as 
possible is another solution to increase the robustness and 
flexibility of a robot. But it also brings new problems: 1) 
the cost of sensors; 2) develop algorithms to make good 
use of the data received from sensors; 3) how to efficiently 
compound those data received from different sensors etc. 
At the same time, we have to admit the robot will not have 
the similar intelligence like a human being till now. The 
robot can not make good use of all data from all sensors. It 
is not difficult for us to control a robot to work in a 
structured environment. But we can not make a robot work 
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in any environments automatically and freely. That is the 
main purpose that we developed the tele-control through 
the Internet. 

The robot developed in our laboratory is one with the 
approximate height of 1.7m. All control information is 
based on the data extract from the CCD video camera. The 
head is designed with one degree of freedom, which can 
rotate 360o. The camera has two degree of freedoms, 
which can tilt up and down, left and right. Thus the robot 
can searching specified objects. Just like the common 
mobile robots, it can move forward and backward for 
specified distance, and it can rotate for specified angles. 
Some landmarks, such as triangle and circle, can be 
recognized. It can also move at a high speed along the 
double guideline. Moreover, it can perform simple 
obstacle avoidance. However, with such functions, it can 
only move freely at structured laboratory. If moving in the 
more complex environments, the robot will be helped by 
the voice subsystem or tele-control subsystem base on 
practical requirements. The corresponding experiments 
have been done in our laboratory. 
 
2. The realization of the navigation system 

The Alife robot prototype, as shown in Figure 1, is a 
custom built mobile robot which has four wheels: two 
independently driven wheels located along the central axis, 
and two auxiliary castor wheels in its front and back. 
There are six ultra sonic sensors-switches for obstacle 
detection within a preset range. The robot has two color 
Charge Coupled Device (CCD) cameras mounted on its 
head. Each camera is capable of independent pan and tilt 
movement. The head can be rotated left-right using a 
stepping motor. Speaker and a microphone are mounted in 
the body and on the head respectively. A mobile phone 
may be used instead of the speaker/microphone. 

To control the robot, two Personal Computers (PCs) 
have been built into the body. The PCs are connected to 
the hardware via controller cards and the serial ports. The 
PCs also have Ethernet cards, so that network message 
may be used to carry information (about items seen or 
heard), from one PC (which has access to the frame 
grabber/sound card) to another PC (responsible for 
controlling hardware). If necessary, those information may 
also be sent to the supervisor’s computer. 

The integration of the system is shown in figure 2. The 
figure 3 is the illustration of the implementation process. 
All of the subsystems were developed separately. It is 
convenient to later increase any specified based on 
requirements.  In the vision subsystem, the image taken by 
the CCD video camera, will be processed to extract 
necessary data for recognition and some signals for 
navigation. Till now, the sign landmarks, such as circle 
and triangle etc, and the continuous landmark, the double 
guideline, have been developed. The voice subsystem can 

receive Japanese and English commands and translate 
them to the corresponding signals used for the robot. At 
the same time, any explanation text will be spoken by this 
system. The behavior system is responsible for all basic 
actions of the robot. It can receive specified signals from 
other subsystems to perform required actions. If necessary, 
the signals can also be sent to the supervisor’s computer 
by Internet for the tele-control. Based on such system, the 
robot can satisfy most requirements. 
 
3. Experiments 

The experiments on the voice subsystem and image 
processing subsystem can be found in the reference[1,2]. 
Here we mainly explain the problems about the tele-
control through the Internet. In order to make the tele-
control reliable and robust, the communication subsystem 
must be reliable, and the necessary data should be sent to 
the supervisor in time. Because the images taken by the 
CCD video camera will be sent to the supervisor, the 
volume of the image data and the frequency of the 
transformation should be controlled in order to make the 
tele-control system work for all time. On the other hand, 
the commands sent through Internet should be as simple 
and short as possible.  Most of important, the connection 
priority between different subsystems should be parallel, 
and in each system the connection is point to point. Thus 
the problem produced by one subsystem, will not 
influence the work of other subsystems. An simple 
introduction of our system can be seen in figure 4.  
 
4. Conclusions 

In order to realize reliable navigation, the robust system, 
the reliable data extracted from the signals of sensors and 
the reliable feedback information are necessary.  In our 
system, we make good use of the volume of signals from 
the CCD video camera. Because we can not deal with all 
of that information with present algorithms, the tele-
control subsystem was developed to realize reliable 
navigation in the strange environment.  
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Figure 1. The structure illustration of our mobile robot 

 
 

 
Figure 2 Illustration of the processing of input and output data 
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Figure 3 Illustration of the implementation of all subsystems 

 
 
 

  
 

Figure 4 Illustration of the tele-control through Internet 
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Abstract 

 
In this paper, we propose a system that 

detects moving object detection with a CCD 
camera which captures visual information around 
a car. The system warns a driver when other 
vehicles come near to his car, which helps him 
with avoidance of the car accidents. HSV color 
space method is employed for the optical flow in 
the system. In addition, it is possible to find 
direction of moving objects because the system 
will be installed on a side door, toward the back 
of the car. The simulation result indicated some 
remarks; forty percent of a whole image was cut 
off by using the HSV color space method; the 
search time of optical flow was able to be 
shortened by 50% on the average. As a result, this 
system could shorten the entire processing time 
by 60% compared with the case when only the 
optical flow technique is used. 

 

1 Introduction 
 

Human error occupies a lot of ratios of the 
cause of traffic accident. This research is support 
of safe driving, which is one of nine development 
fields of Intelligent Transport Systems (ITS). 
Especially, it aims at the avoidance of the contact 
accident with a vehicle in the next lane at course 

changes, and a rolling accident with a 
two-wheeled vehicle at left turn. and driver is 
warned. In this paper, we propose a system that 
detects moving object detection with a CCD 
camera which captures visual information around 
a car. A CCD camera is attached on the door 
mirror of the car. The system detects moving 
objects (car and two wheeled vehicle that 
approaches the car ) from the camera, and warns a 
driver when they come close to his car. It helps 
him with avoidance of the car accidents. For 
constructing the system, we improve the optical 
flow method by using HSV color space technique. 

 

2 Methodology 
 

In the proposed system, we use an image 
obtained from the camera on a door mirror. The 
range of the image obtained from the camera on 
the door mirror that can be recognized is wider 
than the door mirror. So, some moving objects 
within the range that was not able to be 
recognized only by seeing the door mirror can be 
recognized. If a wide angle camera is used, more 
wide-ranging recognition for the moving objects 
can be done. Moreover, it has the feature that 
safety is given to the driver only the camera 
image to be displayed in the monitor. 

In this research, it was simulated on PC. The 
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image obtained from the camera on the door 
mirror is taken into PC by the AVI form, it had 
divided into the BMP image of full-color, and the 
image was processed on PC. The size of the 
image is 320×240, and the 10 frame at a second. 

 

 
Fig. 1.  Image from the camera (upper) and 

Reflection in a door mirror (below) 

 
 
2.1 Problem of Optical flow method 

 
When the camera is moving, the background 

difference method used well for the moving 
object detection cannot detect the moving body, 
because the geostationary things of the 
background are recognized the moving body. 
Therefore, we use optical flow method that 
detects the movement of the objects and makes 
the vector. However, long processing time is 
generally necessary for the detection of the rate 
vector of the optical flow method. Then, 

shortening the processing time is examined in this 
research. 
2.2 HSV color space method 

 
To solve the problem of the optical flow 

method, we employ the HSV color space method. 
To decrease the computational complexity that is 
the problem of the optical flow method, the 
processing area in the image has been reduced. As 
the method, the image with RGB color space first 
input is converted into the image with the HSV 
color space. And, the saturation(S) of each pixel is 
measured, and the pixel below the threshold has 
been reduced. It succeeded in the deletion of the 
area where the road and the sky so on saturation 
were low: it succeeded in the deletion of an 
unnecessary area from 40 to 60% by this 
processing. 

 

 
Fig. 2.  Original Image (upper) and Conversion 

Image by HSV color space method (below) 
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The following equation is a conversion 
equation from RGB color space to HSV color 
space. 

BGR
Rr
++

=              (1) 

BGR
Gg
++

=              (2) 

BGR
Bb
++

=              (3) 

( ) ( )[ ]bgrbgH −−−= − 2/tan 1      (4) 

( ) ( ) ( )[ ] 3/222 bggrrbS −+−+−=  (5) 

( )bgrV ++=            (6) 

 

 
Fig. 3.  Illustration of Pattern matching 

 
 
2.3 Improvement of optical flow method  
 

The pattern matching method is used as a 
method of requesting optical flow. The template is 
made in the first frame, and it searches for the 
place matched from the 2nd frame. It makes the 

place where the template moved in the matched 
place. And, the vector is made for the place that 
moved from former place of the template. It is 
understood beforehand that the background flows 
to the back of the screen, and the moving objects 
moves forward. Then, only the area for lower 
right one matches the correspondence point from 
a noteworthy point, a useless calculation is 
shortened, and the omission processing time can 
be shortened. The search time of optical flow was 
able to be shortened by 50% on the average. 
 

 
Fig. 4. Original Image (upper) and  

Output Image (below) 
 
 

3 Simulation result 
 

The technique that has been employed is 
applied, and the effectiveness is examined. The 
targeted image is an image that a two-wheeled 
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vehicle approached the car from rear side. The 
three moving images recorded under each 
individual place were tested. These moving 
images have 10 frames per a second. Method of 
detecting moving objects is that the point with a 
lot of vectors in the same direction was made a 
moving object. As a result, this system could 
shorten the entire processing time by 60% 
compared with the case when only the optical 
flow technique is used. However, it is not possible 
to process in real time. Moreover, a lot of noises 
occur, and it causes the miss-detection. It is 
necessary to improve further algorithm to solve 
this problem. Moreover, we hope further speed up 
by installing hardware such as DSP. 
 

 

 
Fig.5. Comparison of Processing Time 

 
 

4 Summary 
 

In this paper, we have discussed 
characteristics of the system with the HSV 
method and the improved optical flow. As a result 
the system considerably reduced computational 

time of detection of moving objects. However, the 
simulation on a normal computer did not realize 
real-time process. We believe it is able to improve 
the proposed system in term of computational 
time. As for that, in future, the computational 
algorithm of the proposed system will be 
implemented on DSP.  

 
 

References 
 
[1] Cucchiara R, et al (2001), Improving shadow 
suppression in moving object detection with HSV 
color information. IEEE Intelligent Transportation 
System Conference Proceedings: 334-339 
[2] Prati A, et al (2000), Shadow detection 
algorithms for traffic flow traffic flow analysis: a 
Comparative Study. 2001 IEEE Intelligent 
Transportation Systems Conference Proceedings: 
340-345 
[4] Honda T, Development of Techniques for 
Vehicle Maneuvers Recognition with Sequential 
Images from High Altitude Platforms 
[3] Ootani S (2003), Long-range Recognition 
Method for Moving Objects by Means of Variable 
Threshold Values on Wide-angle Image Domain. 
Proceedings of the 22 Japan Simulation 
Conference: 295-298 
[4] Kouzai A (2001), A Detection of Moving 
Objects by using Image Processing. The Institute 
of Electrical Engineers of Japan, Electronics, 
Information and Systems Society 
[5] Agui T, Nagano T (2000), Introduction to 
Image Processing using programming language C, 
Shoko-Do 
 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 602



Abstract

Odometry is the most widely used method for
determining the momentary position of a mobile
robot. In most practical applications, odometry
provides easily accessible real time positioning
information in-between periodic absolute position
measurements. Odometry errors are caused by two
dominant error sources in vehicles: Systematic errors
and nonsystematic errors. Systematic errors stay
almost constant over prolonged periods of time and
can be calibrated. In most case of mobile robot,
unequal wheel diameters are systematic errors. But,
they are not systematic errors in case of flexible
tires like passenger car case. Radii of flexible tires
are always varied by road conditions, rolling of
vehicle and etc. So, it is important to measure the
variations of tire radii for accurate positioning in
odometry navigation of car-like vehicles. The
method for measurement of tire radii is described
and experimental results are presented in this paper.

1 Introduction

In most positioning system, relative and absolute
positioning methods are employed together. Absolute
positioning methods usually rely on satellite-based
navigation signals (GPS), landmarks or beacons, and
map matching. GPS can be used only outdoors and
it has poor resolution in a local range (Its errors
are about 10m[2]). With a radio station as a
compensative reference, differential GPS (DGPS)
method has been developed to reduce the errors.
GPS suffers from satellite mask occurring in urban
environments, under bridges, tunnels or in forests.
Moreover, radio frequency-based systems are very
expensive. Landmarks or beacons usually require
costly installations and maintenance. Map matching
methods provide the position and pose of the
vehicle. If there were several areas with similar
feature, the method would obtain mistake result. In
general, absolute positioning methods have the errors
that do not accumulate with the movement of the
vehicle. Dead reckoning is the representative of
relative positioning methods. It has the advantage of
cheapness, simplicity, good performance in short
term and working in real-time. But its positioning

errors accumulated with the traveled distance, and
grow without bound. Many cases of relative
positioning methods use inertial navigation with
accelerometers and gyros. Accelerometer data must
be integrated twice to yield position thereby making
these sensors exceedingly sensitive to drift. Gyros
provide information only on the rate of rotation of
vehicle so their data must be integrated once to
provide the heading. Besides the deterministic errors
contained in accelerometers and gyros measurements,
they have also stochastic errors which call for the
use of estimation and optimal filtering to correct
them. It is common to combine relative positioning
with other absolute positioning methods[2][3][4].

Odometry errors are caused by two error sources
in vehicles: Systematic errors and nonsystematic
errors[1]. Systematic errors (uncertainty of
wheelbase, unequal wheel diameters, etc.) stay
almost constant over prolonged periods of time and
can be calibrated. In most case of mobile robot,
unequal wheel diameters are systematic errors. But,
they are not systematic errors in case of flexible
tires like passenger car. Radii of flexible tires are
always varied by road conditions, rolling of vehicle
and etc. So, it is important to measure the
variations of tire radii for accurate positioning in
odometry navigation of car-like vehicles.

Although odometry has several disadvantages, it is
important positioning method. Improved odometry
can reduce the cost for installations of vehicle
systems because it simplifies the fundamental
problem of position determination, and the
improvement in accuracy of odometry could make
high positioning accuracy and robustness by fusing
other absolute positioning methods. In modern cars,
breaking system is assisted with ABS systems that
utilize angular encoders attached to the wheels. In
this case, the sensors basically measure the wheel
speeds and this measure can be use to estimate
travel distances. So, extra encoders to measure
wheel rotations are not needed.

This paper reduces such odometry problems with
calibration of systematic errors and tire radii
measurement. Experiments show the efficiency of
consideration of tire radii variation.

Improving Odometry Accuracy for a Car Using Tire Radii Measurements
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2 Odometry Model for a Car

Consider a car-like vehicle. The mobile frame is
chosen with its origin P attached to the center of
the rear axle. The x -axis is aligned with the
longitudinal axis of the car. At time kt , the vehicle
position is represented by the ( kk yx , ) Cartesian
coordinates of P in a world frame. The heading
angle is denoted kθ .

2/θ∆
θ∆

I

R

P∆
kP

1+kP

y∆

x∆

O 0x

0y ky

kx

1+kx

kθ

Fig.1 Elementary displacement between two samples

Let kP and 1+kP be two successive positions.
Supposing the road is perfectly planar and
horizontal, as the motion is locally circular. (Fig.1)

θ∆⋅=∆ RP (1)

where P∆ is the length of the circular arc
followed by θ,P , R (the radius of curvature), I (the
instantaneous center of rotation)

Supposing the car is moving forward, the
variation on the position is expressed as:

)2/sin(||
)2/cos(||

1

1

kkkk

kkkk

PPy
PPx

θθ
θθ

∆+⋅=∆
∆+⋅=∆

+

+

(2)

In general, the sampling rate of state is very
small compared to their rate of change, so we can
approximate || 1+≈∆ kk PPP . The integration process is
then:

θθθ
θθ
θθ

∆+=
∆+⋅∆+=
∆+⋅∆+=

+

+

+

kk

kkk

kkk

Pyy
Pxx

1

1

1

)2/sin(
)2/cos(

(3)

In Fig.1, the distance traveled, P∆ , and the
angle changed, θ∆ , resulting from the movement

1+kP form kP can be calculated in terms of the
incremental changes of the odometric measurements
of the right and left wheel motions.

Let us T, RRP∆ , and RLP∆ denote the

wheelbase, the covered distances of the right and
left rear tires respectively, and we assume that,
between two samples, the wheels do not slip and
that the distance T is known and constant. Then

θ
θ
θ

∆⋅=∆
∆−=∆
∆+=∆

RP
TRP
TRP

RL

RR

)2/(
)2/(

(4)

Thus, we have

TPP
PPP

RLRR

RLRR

/)(
2/)(

∆−∆=∆
∆+∆=∆

θ (5)

Equation (5) shows that computation of odometry
use left and right traveled distance of tires and
wheelbase. That is, P∆ is the average of the right
and left traveled distance of rear tires and θ∆ is
proportional to the difference of the right and left
traveled distance of rear tires. Let RRR and RLR be
right and left radius of rear tire of a car
respectively, RRP∆ and RLP∆ can be expressed as:

RLRRRLRRRLRR NRCP /// ⋅⋅=∆ (6)

ENC /2π= (7)

where RLRRC / are conversion factor that translate
encoder pulses into linear displacement of right
and left rear tires. EN , RRN and RLN denote encoder
resolution, right and left incremental pulses of rear
tires respectively.

3 Tire Radius Measurement Sensor

Tires are attached to axle and they have
rotational mechanism, so it is more difficult problem
to measure their radius. We suppose that distance
between center of tire rotation and the ground
which is contacted with tire is approximately same
with actual tire radius. From this assumption, the
Sharp GP2D12 is used in this paper. It is a short
range infrared (IR) proximity sensor. Its output
voltage is proportional to the distance between it
and an object directly in front of it. It works well
in a variety of lighting conditions.

3.1 GP2D12

GP2D12 use triangulation and a small linear CCD
array to compute the distance and/or presence of
objects in the field of view. The angles vary based
on the distance to the object. This method of
ranging is almost immune to interference from
ambient light and offers amazing indifference to the
color of object being detected. Detecting a black
wall in full sunlight is possible. Characteristics of

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 604



the GP2D12 are listed below:

- Output Type : Analog value (0V to ~3V) based on distance
measured

- Range : 10cm - 80cm
- Enable Method : Continuous readings ~38ms per reading
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Fig.2 Analog output voltage vs. distance to
reflective object (GP2D12)

3.2 Non-linear Outputs and data fitting

Because of some basic trigonometry within the
triangle from the emitter to reflection spot to
receiver, the output of these detectors is non-linear
with respect to the distance being measured. The
Fig.2 shows typical output from these detectors. The
output of the detectors within the stated range (10
cm - 80 cm) is not linear but rather somewhat
logarithmic. This curve will vary slightly from
detector to detector so it is a good idea to fit the
sensor outputs. In this way, we calibrate each
detector and end up with polynomial data that is
consistent from detector to detector. Moreover,
amplifiers used because of small variation of sensor
outputs near nominal tire radius (about 32 cm).

3.3 Sensor implementation

Getting the best results of tire radius measurement
with the GP2D12 will require some adjustment. It
works best to mount the sensor vertically about 4cm
offset from the plane of the tire. Although the
sensor has a very narrow beam-width, if the sensor
is mounted too close to tire surface it may detect
tire itself. Fig.3 shows an implementation of wheel
encoder and infrared range finder sensor (GP2D12).
Wheel encoder is attached to the center of each tire
rotation and a rod is used to prevent case for
encoder from rotation. Vertical movement of the rod
is supported for suspension system of a car.
Infrared range finder is attached to encoder case
and it detects the distance between rotation center
of a wheel and the ground near a point of the tire
contact.

Fig.3 Implementation of wheel encoder and infrared
range finder sensor

4 Calibration of Systematic Error

Equation (5) and (6) show that computation of
odometry use wheelbase, tire radii and counted
pulse of each wheels. In this section, installation
uncertainties of infrared range finders and effective
wheelbase are considered to calibrate systematic
errors.

In case of linear translation, odometry use only
information of tires. Therefore, linear translation of
specified distance can provide offset of infrared
range finder from wheel center.

∑ ∑ ⋅⋅=∆= RLRRRLRRRLRR NRCPD /// ( 8 )

where D is specified distance of linear translation
for a test car .

If we suppose slow translation, RLRRR / are
constants.

∑⋅+= RLRRSRLSRROFFRLOFFRR NCRaverageRD /./../. ))((

)( ./.
/

./. SRLSRR
RLRR

OFFRLOFFRR Raverage
NC
DR −=

∑ (9)

where OFFRLOFFRRR ./. and SRLSRRR ./. are offset of
Infrared range finder from wheel center and
measurements of tire radii respectively.

We drive the test car along a 10m straight lane
for 5 times. From equation (9), the average of

OFFRLOFFRRR ./. are calculated. If offsets of range
finder sensors are calculated, effective wheelbase T
can be calculated form equation (5). The test car is
driven along circular path (CW direction and CCW
direction) and accumulated heading angle θ is
compared with data of electrical compass.

COMPASSRLRR RRT θ/))((∑ ∆−∆= (10)

where COMPASSθ denotes heading angle of electrical
compass. Initial heading angle of electrical compass
is treated as zero degree.
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Average of T (for five CW/CCW direction test) is
selected as an effective wheelbase.

5 Experimental Results

Fig.4 A test Area

Fig. 4 shows a test area. The tested paths are
shape of "8" which can test CW direction and
CCW direction together (Fig.5). The car is run
twice time for an each test. And other tested paths
are also considered for a long distance (Fig.6).
Tested road is asphaltic, but it is not flat.
Infrared range finder offset and the effective

wheelbase are calculated from the results of section
4. Two rear wheels of the test car are used only.
Two cases of results are compared. One case is that
the effective wheelbase and initial tire radii (fixed
tire radii) are used for odometry computation (dotted
line of experimental results). Another case is that
the effective wheelbase and unfixed tire radii are
used for computation (solid line of experimental
results).

Fig.5 An experimental result (Case 1)
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Form Fig.5 and Fig.6, we can see that odometry
computation using fixed tire radii has a weak point
for roll motion of the car or uneven road surface.
Experimental results using information of tire radii
show more robust to those situations. The results
are meaningful because the positions of the car
using odometry are closed for closed reference path.
Accumulative error can not be eliminated for
odometry computation, but improving odometry
accuracy is important for a long navigation which is
not available for absolute positioning methods. In a

city (especially in a tunnel) or in the forest, many
of GPS system can not be available.

Fig.6 An experimental result (Case 2)
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6 Conclusions

This paper presents improving accuracy of
odometry for car-like vehicles. Systematic odometry
errors are calibrated by straight and circular path
navigation. Tire radii are measured by infrared
range finders and they are used to reduce
nonsystematic odometry errors. Experimental results
show that calibration of systematic errors is not
sufficient for vehicles which use flexible tires. In
case of odometry navigation using information of
tire radii, results show good performance without
any other sensor fusion.
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Abstract 
We have proposed the adjusting neural network (AJNN), 

which is the extended multi-layered network for control model 
tuning in the process plant. The AJNN consists of 2 networks 
(conventional neural network (CNN) and error calculation 
neural network (ECNN)) and can calculate the accurate tuning 
value using the ECNN which output the error of the CNN. 
However, the output of the ECNN does not correspond to the 
error of the CNN where the input value is large, and decrease 
the accuracy at this region.  In this paper, methodology to 
improve the accuracy of the AJNN by introducing the 
procedure to control the ECNN output properly is described 
and its effectiveness is shown by simulation results. 
 
 
1  Introduction 
 

In the control system for the plant such as the iron steel 
plant or chemical plant, which has large dead time and has 
restricted number of sensors, the model based control is 
generally applied[1], which predicts appropriate control 
commands to be inputted to the plant using the model which 
identifies the plant behavior precisely.  In that case, the 
accuracy of model directly influents the control performance.  
Therefore, in such control system, model tuning approach is 
applied and the neural network, which has the high capability 
to identify the non-linear relationship, is considered to be one 
of the effective means[2][3].  

The neural network establishes the relationship between 
the error of controlled output (dθ) and the deviation of model 
parameter to be modified.  We have introduced the AJNN in 
our previous papers [4]~[7], which is extended model of 
conventional multi layered neural network(CNN) to increase 
the tuning performance.  The AJNN consists of 2 networks 
which has the same architecture, and one of them calculates 
the output error of the other network at dθ= 0 ( called ECNN; 
Error Calculation Neural Network). The AJNN generates final 
output by subtracting the output of ECNN from the others’.  
The AJNN can calculate the accurate deviation of model 
parameter in the neighborhood of dθ=0, by eliminating the 
network error at dθ=0.  However, since the ECNN can 
calculate the network error only at dθ=0 and the AJNN 

subtracts the output of the ECNN for all region of dθ , 
accuracy of the output of the AJNN at the region far from dθ
=0 may decrease.  

In this paper, we discuss the method to increase the AJNN 
capability where dθ is large using the non linear function 
which restrict the output of the ECNN we have proposed 
before[5]~[7] and describe the optimization of this function. 
 
 
2  Model Tuning for Reheating Furnace Plant 
 

Reheating furnace plant is one of the typical plant of which 
the model based control is effecive in the control.  The 
pourpose of this system is to raise the slab temperature to 
approximetry 1200 centigrate for the rolling process. For this, 
appropriate furnace temperatures to obtain the target slab 
temperature are calculated using the control model, which 
estimate the plant behaivior precicely using the phisical 
equiations. The accuracy of the model directly effects the 
control quality, therefore, the model has to be modified 
corresponding to the plant behaivior change.  Fig.1 shows the 
structure of the model tuning system for the reheating furnace 
plant.  When the slab is extraced, a model tuner modifies one 
parameter (Φcg) included in the control model and correct the 
model behaivior using the difference between the detected 
temperature value and the target one (dθout), and several state 
variables such as the furnace temperature. Since the 
relationship between the deviation of theΦcg (ΔΦcg) and d
θout is basicaly non-linear and the several variables affect this  

 
 
Rehea

 
 
 
 
 
 
 
 
 
 
 

Fig.1.　Control  system for  reheating furnace plant.
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4 A Problem of the AJNN relationship, the CNN is considered to be effective to identify 
this relationship and realizes the model tuner.  
 The output of the ECNN directly corresponds to the output 

error of the CNN at dθout =0, but not where dθout is not equal 
zero. Therefore, when the dθout is large, the output of the 
AJNN may possibly decrease its accuracy by subtracting the 
output of the ECNN which does not correspond to the error of 
the CNN. The problem of the AJNN is the decreasing accuracy 
where  dθout is large cause the increase of tuning number 
compared to the CNN. 

 
3 The Adjusting Neural Network 
 

Let the outputs of the model tuner by given by F(dθout, 
x1，...，xn), where x1，...，xn are state variables. Since desired 
output of the model tuner is obviously zero when dθout is 
equal to zero, the model tuner must always satisfy the 
following equiation.  

  
5 Non Linear Function F (0, x1，...，xn) =0   (1) 

  
This is a constrain condition for the accurate parameter 

tuning.  However, if the CNN is utilized as the model tuner, it 
is quite difficult to realize the Eq.1 permanently because of 
infinite training data and the learning error. The output error at 
dθout =0 cause the steady state error when the tuning is 
converged. 

5.1  The AJNN with the Non Linear Function 
 

To solve the problem discussed above, we have introduced 
the AJNN with the non linear function (see Fig.4). The 
proposed AJNN has the non linear function, which restrict the 
output of the ECNN corresponding to the volume of the dθout, 
added at the output side of the ECNN and increase the 
accuracy of output where the dθout is large.  The output of 
the AJNN with this function is given by  

Fig. 2 shows the structure of the AJNN. It has an 
ECNN( Error Calculation Neural Network) added in parallel to 
the CNN, which has the same structure of the CNN. The 
ECNN receive zero instead of dθout and calculate the output 
error of the CNN at dθout.  By subtracting the output of the 
ECNN from the one of the CNN, an output of the AJNN, FAJNN 
(dθout，x1，...，xn ) is given by  

 
FAJNN (dθout，x1，...，xn ) = FNN(dθout, x1，...，xn) –  
α(dθout) ･FNN(0, x1，...，xn)    (4) 
Whereα(dθout) is the non linear function. 

  
FAJNN (dθout，x1，...，xn ) = FNN(dθout, x1，...，xn) - FNN(0, 
x1，...，xn)    (2) 

The non linear function should have the smooth shape, 
however, we assume the piecewise function to facilitate the 
further discussion. Where, FNN(dθout, x1，...，xn) is the output of the CNN and 

FNN(0, x1，...，xn) is the one of the ECNN.  
α(x) =  

0   ( x < - A/2 – T ) When the dθout is zero, Eq.2 indicates the following equation, 
it is obvious the AJNN satisfies the Eq.1 permanently and 
completes the tuning without the steady state errors. T

1 ( x + A/2 + T ) ( -A/2 – T ≦ x < -A/2 ) 

 1   ( -A/2 ≦ x ≦ A/2 ) 
FAJNN (0，x1，...，xn ) =0   (3) 

-
T
1  ( x - A/2 – T )  ( A/2 < x < A/2 + T )  

 
 0   ( A/2 + T < x ) 

Fig.2.   Architecture of AJNN.

Δφcg

CNN

ECNN

+

-

dθout

０

State 
variable

AJNN

… …

… …

X1～xn

 (5) 
 where A is the size of active region and T is the size of 

transient region.  
   In the active region, the output of the ECNN is active and in 

the transient region, the output is decreased gradually. By 
utilizing this function, the AJNN can calculate the accurate 
tuning value independently of the volume of dθout. 

 
 
 
 

  
5.2  Optimization of the Non Linear Function  
  

To maximize the performance of the AJNN, the non linear  
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 Inputs for the AJNN in this simulation are the current Φcg 
the control model has, dθout and six state variables (the four 
furnace temperature, an initial slab temperature, thickness of 
slab).  Output of the AJNN in this simulation is the tuning 
ratio P for the currentΦcg.  The currentΦcg is modified into 
(1 + P) Φcg when the slab is extracted from the reheating 
furnace plant and the output temperature is detected.  672 
training data to train the network are prepared by simulation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

+

-
０

α( )

Fig.3.     AJNN with a Non-linear Function.
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6.2  Results and Discussion 
 

Fig.5 shows an example of simulation results.  A linear 
equation, which is a conventional tuning method and identify 
the relation between dθout and P by the linear equation. The 
linear equation, which can not identify the non linear relation , 
can not output appropriate tuning value and took 5 times to 
converge. The CNN can converge quickly but finished the 
tuning to remain the steady state errors because of the output 
error at dθout =0.  On the other hand, the AJNN converged 
by 2 tuning numbers without any steady state error.   

Fig.6 indicates the error behavior against the size of active 
region of the non linear function. The mean error in vertical 
axis is mean of |training data – output of the CNN|. The size of 
transient region is fixed at 20[℃].  A size of active region 
which minimizes the errors is 24[℃], and the error raises 
gradually corresponding to the increase of the size of active 
region.  Effect of the ECNN is maximized at 24[℃] and after 
that, the ECNN decrease the accuracy of the output of the 
CNN gradually. As a result of this examination, 24[℃] is 
considered to be the best size of active region for the non 
linear function.  Besides, the error at 24[℃] is detected to be 
lower than the one of the CNN and also the AJNN without the 
non linear function. 

 
function has to be optimized, that is, methodology for 
determination of the size of active region has to be discussed.  
We propose the methodology to utilize the training data 
effectively.  The determination procedure is described as 
follows. 
 
Step1; Train the CNN using the training data with BP method. 
Step2; Set the initial value( usually 1[℃]) for the size of active 

region.  The comparison of tuning performance between the 
AJNNs which have different size of the non linear function are 
described in Fig. 7.  30 different conditions which were not 
used as the training data were applied.  A tuning number at 
24[℃], which is decided as the size of active region for the 
non linear function is smallest.  Since the dθout was less than 
200[℃] in this simulation, a tuning number at 200[℃] is 
exactly equal to the result of the AJNN without the non linear 
function. The tuning number of the proposed AJNN is 
obviously lower than the one of the conventional AJNN, and it 
tells the methodology discussed above can increase the 
performance of the AJNN and can determine the appropriate 
the non linear function. 

Step3;For all training data, evaluate the error between the 
output of the AJNN with the non linear function and the 
training data. 

Step4; Increment the size of active region by predetermined 
step width, and find a active region which minimizes 
the error described at Step 3. 

 
This method is expected to produce the AJNN which 
minimizes the errors of the training data for all region of dθout 
and even decreases the errors compared to the CNN. That is, 
the AJNN with the non linear function decided by this 
procedure can identify the relationship between dθout andΔ
Φcg described with the training data as much accurately as 
possible.  

 
 

 7 Conclusion   6 Simulation Results We discussed the improvement of the tuning capability of 
the AJNN, which can modify the control model immediate and 
accurately for the process control.  A methodology to 

 
6.1  Simulation Conditions 
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Fig.5.  An example of simulation result.
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Abstract

In this paper, neuro based intelligent diagnosis
methods for electro-mechanical control system are
proposed. A self organizing map neural network
(SOM) is used to classify measured data of the tar-
get system as a qualitative diagnostic method.

Besides of the above procedure, it is expected
to attain more efficient maintenance by a quanti-
tative estimation of failure. For the purpose, new
method is proposed using a hierarchical neural net-
work (HNN). In the method, classified results by
SOM are processed for the quantitative diagnosis.
Hierarchical neural network can identify inner struc-
ture of the relations between failure causes and its
results that enables a quantitative diagnosis.

Keywords : neural network, Self organizing
map, fault diagnosis

1 Introduction

When some failure occurs in a mechanical system,
diagnosis of the system is to be performed. Then,
maintenance or repair action is carried out recover-
ing the system performance to its normal state. As
it is impossible to acquire whole internal information
of the system, it is usual to analyze output data of
the system for the estimation of failure causes.

Traditionally, fault diagnosis is governed by hu-
man experts with plenty of experiences and know-
how. In these days, mechanical systems are becom-
ing more complex and enlarged in its scale together
with its control system. So it becomes necessary
to develop new technologies for fault diagnosis not
only in a qualitative but also a quantitative man-
ner coping with the needs for automatic diagnosis of
complex control systems.

In this paper, SOM[3] method is used for quali-
tative fault diagnosis in a electro-mechanical control
system. Measured data of a system is input to SOM,
and classified to particular nodes of SOM. The fault

of the system is diagnosed qualitatively from geo-
metrical information of the classified node.

Addition to that, a quantitative diagnosis method
using HNN[2, 4] is described. The inputs to HNN are
measured data and geometrical information of clas-
sification by SOM. The HNN describes correlation
between input data and internal fault of the target
system. Through learning, the HNN model is up-
dated so as to generate correct value of the internal
fault state quantitatively.(Fig. 1)

Fig. 1 Diagram of estimation system

First, the looper height control system[1, 5, 6] is
selected as a target system of the proposed diag-
nostic method. After that, diagnosis of an induc-
tion motor and that of a robot arm control system
are made to verify the versatility of the proposed
method.

2 Diagnosis of looper height control
system

2.1 The looper height control

The looper height control system consists of
looper height detection, PID controller and feedback
operation. The block diagram of a looper height con-
trol system is shown in Fig. 2.

Here, G(s) represents the transfer function of
looper dynamics. There is a time delay in mea-
surement after the output of G(s). This time de-
lay element is a representation of detection delay.
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Fig. 2 Block diagram of a looper height control sys-
tem

Based on detection of the looper height, VR1 is ma-
nipulated by PID control. There are 2nd order time
delay element to manipulate VR1, because of force
transmission by torsion.

2.2 Waveform of looper angle

Here, the movement of looper height is simulated
when the characteristics of looper height control sys-
tem in the hot strip mills are changed.
In this paper, 3 factors (KP , τ,ωn) are concerned

as the characteristics which will be changed.
The looper height is contolled by tuning the pro-

portional gain KP . The other two elements are in-
ternal values of the looper control system. Time de-
lay τ of looper height sensing becomes large with
the progression of deterioration in sensing euqip-
ment. Natural angular frequency ωn becomes small
according to fatigue or deterioration in transmission
system. These states are abnormal necessary to be
found. Where, normal state means that time de-
lay of the element is short time, and abnormal state
means that time delay of the element is long time

Fig. 3 Waveform of looper angle

The looper height waveforms when the KP is
changed are shown in Fig. 3(a), and Fig. 3(d). There
is an overshoot when the KP is large.

The looper height waveforms when the KP is
changed when ωn is small are shown in Fig. 3(b),
and Fig. 3(e). The oscillation of looper height wave-
form is enlarged by change of ωn or τ in comparson
with Fig. 3(d). However, By tuning the KP , oscilla-
tion of the waveform is reduced.

3 Classification of looper data

When human get data, it is compared with past
data, and result of the comparison leads the conclu-
sion. However, it is difficult to execute those proce-
dure automatically. In this section, the classification
method by using SOM neural network is proposed.

3.1 Self Organizing Maps(SOM) N. N.

SOM[3] is a multidimensional scaling method pro-
jecting input data space to lower dimentional output
space. Typically, output data space is made as 2-
dimension. Thus, input data space is visualized into
2-dimensional plane.
Here, the condition in the application of SOM for

the classification of looper height waveforms. The
looper height waveform is analyzed by wavelet trans-
form, the feature of the waveform is emphasized to
wavelet coefficient which is 2-dimentional matrix.
The classification method by SOM is applied to the
matrix data.
An illustration of the classification is shown in

Fig. 4. SOM is trained by a lot of waveforms gener-
ated by looper control system in various cases.

Fig. 4 Qualitative diagnosis by SOM

Where the input waveforms are analyzed by us-
ing wavelet transformation as a pre-processing. The
number of training times is set to 10000. The num-
ber of training data is 250. Where, sampling period
is 0.05[s] and sampling time is 5[s]. The size of SOM
N. N. in this case is 15× 15.
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3.2 Classified results (Qualitative diag-
nosis)

The classified ratio of each nodes in the SOM
is described. The failure is considered at small ωn
value and at large τ value. In this case, for failure
conditions, ωn < 13 and τ > 0.25 are considered.
Fig. 5 shows classified results for normal condi-

tions. Lines in Fig. 5 are contour lines correspond-
ing to the ratios with which the data is recognized as
normal state. The results in failure state are shown
in Figs. 6, 8 respectively.

Fig. 5 Classified results
of normal state

Fig. 6 Classified results
of failure state

Fig. 7 Classified results
of ωn failure

Fig. 8 Classified results
of τ failure

These figures show that, data are classified in
SOM separately according to the fault.
By classifying the wave form, the data is pro-

jected to the 2-dimensional plane. From the po-
sition of the plane, it is possible that diagnosis of
waveform vibrations or estimation of failure causes
qualitatively.

4 Quantitative diagnosis for hot
rolling mills

As described above section, the qualitative es-
timation is made by using SOM. In this section,
quantitative estimation method of failure state is de-
scribed.

4.1 Hierarchical neural network

Neural network is a simplified model of the hu-
man brain. It consists of one or more artificial neu-
rons. Therefore, it has the ability to learn and adapt.

Also, there are many industrial applications. The hi-
erarchical neural network (HNN) is one of artificial
neural networks.[2, 4]

In this paper, the input of HNN is data which
contains looper height waveform and classified re-
sults described in previous section. And the output
of HNN is the parameters in the looper height con-
trol system, which provides the fault of the system.
Structure of the HNN with the classified results is
shown in Fig. 9.

Fig. 9 Quantitative diagnosis by HNN

The HNN model with the classified results (22-40-
10-3 4-layer NN) and HNN model without classified
results (20-40-10-3 4-layer NN) are trained and com-
pared. These models are trained 5000 times using
500 looper height waveform data which is ramdomly
generated. After the training is finished, another
1500 waveform data is applied to these models.

As described above, In this paper, 3 factors
are concerned as the characteristics which will be
changed. KP is a configurable parameters by hu-
man. Although, parameters to be estimated is τ ,
ωn and KP concerning tuning mistake.

4.2 Estimated results

Table 1 shows RMSE (Root Mean Square Error)
of these estimated results. The results of the estima-

Table 1 Error comparison
τ ωn KP

without som 0.0089 0.50 0.020
with som 0.0044 0.36 0.0072

tion are shown in Figs. 11, 10. The horizontal axis
in these figures is actual parameters of looper height
control system, And the vertical axis indicates the
estimated parameters. If parameters are estimated
with no error, dotted points in these figures are on
a straight line.
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Fig. 10 Estimation
result without SOM

Fig. 11 Estimation
result with SOM

Figs. 11, 10 shows that result of estimation us-
ing SOM are more accurate. This means that the
estimation error is reduced by using SOM.

5 Further applications

5.1 Induction motor

To verify versatility of the proposed diagnostic
methods, the estimation system is applied to induc-
tion motor. The physical model of induction motor
is shown in Fig. 12
The induction motor consists of rotor and sta-

tor. In this case, fault of rotor bar is considered to
diagnose. This time, the motor has six rotor bars
(RB1 . . . RB6), and three of them have possibility
of fault. When the fault occurs, the electric resis-
tance of the rotor bar is rise. So, it is intended that
detection of the rotor bar resistance from angular
velocity. Where, the resistance at normal state is
RB1 = 33.5[Ω] in this time. Fig. 13 shows angular
velocity of the induction motor, when the resistance
RB1 is changed to 335[Ω], 3350[Ω].

Fig. 12 Physical model
of induction motor

Fig. 13 Angular veloc-
ity

The rotor bar resistance is estimated from the an-
gular velocity waveform shown in Fig. 13 using pro-
posed estimation system consists of neural networks.
The angular velocity is input to neural network sys-
tem, and rotor bar resistance is learned as output

of the system. Although, the rotor bar resistance is
too large to learn as output of neural network, so the
neural network learns the resistance as logRBn. Ta-
ble 2 shows RMSE of these estimated results. Fig. 14

Table 2 Error comparison
bar1 bar2 bar3

without som 0.0673 0.0769 0.0670
with som 0.0608 0.0577 0.0597

is the result of RB2 estimation using normal neural
network. Another estimation result using combined
system is shown in Fig. 15.

Fig. 14 Resistance of
rotor bar #2

Fig. 15 Resistance of
rotor bar #2 with SOM

These results show that estimation error is re-
duced by neural network combined system, and re-
alized that the neural network system is applicable
widely.

5.2 Robot arm

Next, the estimation system is applied to robot
arm control system. The robot arm control system
is shown in Fig. 16.

Fig. 16 Robot arm control system

The arm has two motors #1 and #2. The an-
gle θn of motor #n are controlled to reference angle
θnr by PID controller. Although, there are sensing
error dn in the part of measuring the θn. So, the
measured θnd includes sensing error. Detection of
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dn from θnd is intended. An example waveform of
θ1, θ2 are shown in Fig. 17. Sensing error d1, d2 are
shown in Fig. 18.

Fig. 17 Angles of arm Fig. 18 Disturbances

Two estimation system is applied to θ1d and θ2d,
and output the estimated d1 and d1 individually.
Figs. 19, 21 shows estimated sensing error by us-

ing normal neural network. Figs. 20, 22 are results
by using proposed estimation system.

Fig. 19 Estimated d1
Fig. 20 Estimated d1
with SOM

Fig. 21 Estimated d2
Fig. 22 Estimated d2
with SOM

Table 3 shows RMSE of these estimated results.
It is realized thatThe estimation system using SOM
generates better results.

6 Conclusion

In this paper, a quantitative diagnosis method
for electro mechanical control system by using SOM

Table 3 Error comparison
d1 d1

without som 0.029 0.024
with som 0.019 0.017

neural network is proposed. It is realized that fault
of the looper height control system is detected by
classifying the system data using SOM neural net-
work model. Using the model, an accurate quantita-
tive estimation of parameters in a looper controller
can be made. similarly, effective diagnosis could be
carried out for induction motor. Thus, not only de-
tection of failure occurrence but also quantitative
analysis of fault causes could be realized.
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Abstract
This paper presents techniques that can be used as

a part of data processing in the remote sensing ap-
plications. The techniques proposed employ artificial
neural networks for automatic recognition and classifi-
cation of individual land cover classes, such as forests
of some type, buildings, etc. Various quantitative mea-
sures have been applied to evaluate the quality of the
results. Apart from this a simple Bayesian classifier
has been proposed. Presented solutions can be applied
for processing of satellite images and aerial images as
well.

1 Introduction

A basic problem for any country or region in eco-
nomic planning, environmental studies, or resource
management is availability of accurate, current infor-
mation. In highly developed countries over 70% of
administrative decisions is made on the basis of data
related to the earth surface. One significant method
for providing current, reliable surface information is
remote sensing.

Remote sensing relies on detecting and measuring of
electromagnetic energy (usually various spectral frac-
tions of light are measured) emanating from distant
objects made of various materials, so that they can
identified and categorized by class or type, substance,
and spatial distribution. Nowadays this kind of data
is mainly acquired in form of satellite images.

Satellite images are an invaluable source of informa-
tion. Initially providing a resolution of 1x1 km, now
commercially available satellite images go down do

∗This research was supported in part by the Committee for
Scientific Research through grant 5T12E02924

60x60 cm. While this is still not as good as the finest
resolutions provided by aerial photographs, satellite
images can be acquired much faster.

An information system that is designed to work
with data referenced by spatial or geographic coor-
dinates is GIS (Geographic Information System). GIS
should posses ability of automatic capturing, retrieval,
analysis and displaying of spatial data. Because satel-
lite images provide a wealth of information, there is
a growing demand for automatic routines that can be
applied in GIS. Therefore image processing methods
and models targeted at satellite images are being de-
veloped.

For uniform areas reflectance measured is enough
to perform proper objects classification. However this
approach fails for areas with a high heterogeneity of
spectral response, such as urban areas. Texture pro-
cessing algorithms can be applied in this case. These
algorithms are usually divided into three major cate-
gories: structural, spectral and statistical. Structural
methods consider texture as a repetition of basic prim-
itive patterns with a certain rule of placement. Spec-
tral methods analyze the power spectrum. Statistical
methods are based mainly on local statistical param-
eters (entropy, fractal dimension, local variance, vari-
ogram, etc. [1, 2, 3, 4, 5, 6, 7, 8, 9].) Other methods
make use of artificial neural networks [7, 10, 11, 12].

2 Image processing

The images used in the experiments described in
this paper were received from Landsat satellite and
produced by the TM (Thematic Mapper) scanner.
The TM sensor records reflected electromagnetic en-
ergy from the visible to thermal infrared regions of the
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spectrum in 7 bands. The spatial resolution of TM
images is 30x30 m for all bands except the thermal,
which has 120x120 m resolution. In our case the prob-
lem of image processing has been transformed into the
problem of classification defined as follows:
Given: 1) a reference image, consisting of points rep-
resented by the set of corresponding pixels intensities
in n spectral channels, together with a correct points
classification into K classes; 2) a test image, consist-
ing of points represented by the set of corresponding
pixels intensities in n spectral channels.
Find: correct classification of points in a test image.

The reference images were produced with the aid
of CORINE Program (Coordination of Information
on the Environment) database and an expert knowl-
edge. The CORINE classification consists of twenty-
two classes of land use. After conducting some ini-
tial experiments, it turned out that this material is
insufficient and does not represent correctly physical
features, such as: leafy forests, and parks within a
city. Therefore, an improved reference classification
map was hand-created by an interpreter. The result-
ing reference map contained only 12 different classes
of land use.

3 Neural network based classifier

The design of artificial neural network based clas-
sifier involved the following: 1) preparing data sets
and patterns from images, 2) building and training a
network, 3) processing and visualizing results, 4) esti-
mating the classification error.

The patterns files were usually made up of all Land-
sat spectral images and one reference image. The
reference images was partitioned into two parts: the
training set and the testing set, for result evaluation.

We used traditional feed-forward, multi-layer neu-
ral networks trained in a supervised mode. The archi-
tecture and size of a particular network was dependent
on classification problem currently defined.

For classification per pixel an input layer of a neural
network consisted of as many neurons as the number
of spectral channels used. The output level consisted
of the number of classes the neural network was ex-
pected to be sensitive for. Thus the training pattern
was build from the intensity values of the correspond-
ing pixels in all spectral channels and the reference
image (classification results for different architectures
are shown in Fig. 2.)

For classification per parcel training patterns were
created moving a square mask within a reference image
(for which the results of classification were known).

The size of the mask was an odd number, the center
of the mask was a subject of classification. In this
case neural networks were design in that way, that
input level of a particular network matched a mask
of predefined size, but the output level was made of
one neuron. Different neural networks were created
for different kinds of objects and different masks.

The results of experiments were evaluated by com-
paring images segmented by the neural networks with
corresponding reference images (see Fig. 1.) For this
purpose we involved the measures described in the sec-
tion 5.

reference neural network result

Figure 1: The reference map and the image obtained
with a neural network trained to recognize coniferous
forests (3 input neurons, 24 hidden neurons, 1 output
neuron), κ = 0.945.

12 hidden neurons 36 hidden neurons

Figure 2: Classification results for different neural net-
work architectures (3 input neurons, 12 output neu-
rons.)

4 Naive Bayes classifier

Naive Bayes classifier combines probability model
with a decision rule. Usually the rule is specified as
the choice of hypothesis which is the most probable.
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This rule is called maximum a posteriori rule. Corre-
sponding classifier is defined by the function B:

B(x̄)=arg maxck
P (C =ck)

n∏

i=1

P (Xi =xi|C =ck) (1)

where: x̄ = [x1, . . . , xn] – vector of features xi (in
the case of multispectral image these are pixels in-
tensities for one point in n spectral channels); ck –
classes labelled with k = 1, . . . ,K; P (C = ck) – prob-
ability, that observed case belongs to the class ck;
P (Xi = xi|C = ck) – conditional probablitities (that
intensity of a pixel Xi equals given xi in a channel i,
when it is known that corresponding point is of the
class ck).

To build classifier B at first step the probability
P (C = ck) should be approximated. This can be done
as follows:

P (C =ck) =
Nk∑n

k=1 Nk
(2)

Nk - amount of points of the reference image classi-
fied to the class k (sum of all Nk equals total number
of points of the reference image). Next conditional
probabilities should be approximated by the normal
distributions:

P (Xi =xi|C =ck) ∼= f(xk,i) =
1

σk,i

√
2π

e
−(xk,i−µk,i)

2

2σk,i

(3)
where xk,i - pixel intensity level for class k and for
spectral channel i.

Approximation of σk,i can be expressed by the stan-
dard deviation of case:

SNk−1,i =

√√√√ 1
Nk − 1

Nk∑

j=1

(xk,i,j − x̄k,i)2 (4)

where: xk,i,j - intensity level of pixel j from channel i,
for which corresponding point has been assign to class
k (according to the provided reference image classifi-
cation).

Approximation of µk,i is given by:

x̄k,i =
1

Nk

Nk∑

j=1

xk,i,j (5)

5 Quality measures

A number of experiments have been conducted re-
sulting in many classification maps generated. They
have been evaluated by human experts and found to

be very valuable, readily comparable to the human-
processed CORINE map and in some areas more ac-
curate. To quantify the quality of the results in an au-
tomatic manner several statistical measures have been
considered. For the confusion matrix A = [aij ] where
aij is the number of sample pixels from the jth class
that have been classified as belonging to the ith class,
the following measures have been proposed[13, 14]:
– the users accuracy of class i: aii

ari
, where ari =

∑
i ai.

(sum of ith row entries);
– the producers accuracy of class i: aii

aci
, where aci =∑

i ai. (sum of ith column entries);
– the overall accuracy of the method:

∑
i aii/at, where

at is the total number of pixels;
– simple Kappa coefficient:

κ̂ =
Po − Pe

1− Pe
where

Po =
∑

i aii/at

Pe =
∑

i ariaci/a2
t

(6)

– weighted Kappa coefficient:

κ̂w =
Pow−Pew

1−Pew
where

Pow =
∑

i

∑
j wij

aij

at

Pew =
∑

i

∑
j wij

ai.a.j

a2
t

(7)
The weights wij are constructed so that 0 <= wij < 1
for all i 6= j, wii = 1 for all i, and wij = wji.

6 Conclusions

Because of the limitations not all of the results ob-
tained had chance to be presented here. Neverthe-
less the experiments performed proved that satellite
images can be processed automatically by supervised
learning with a neural network. The best results of
classification per-pixel were obtained for areas such as
those in the Fig. 1. But sometimes the results for ur-
ban areas were only barely acceptable. In such cases
the improvements were done by applying per-parcel
classification. There information about neighborhood
of a pixel (pixels values within moving mask) helped in
proper classification. Presented naive Bayesian classi-
fier is an another option (see Fig. 3.) It can be used, as
the other techniques discussed, for satellite and aerial
image processing.
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training output expectation

Figure 3: Classification results for naive Bayes classifier build on data coming from three spectral channels (not
shown). training is a reference image used for classifier building, output shows classification results, expectation
is a reference image showing expected classification results.
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Abstract

Some supervised learning rules have been already
proposed for pulsed neural network (PNN). Those
learning rules use information expression with pulse
frequency, however, does not use that with pulse tim-
ing. Therefore, the conventional learning rules can-
not learn pulse timing, although it is important to
adjust input/output (I/O) pulse timing of network.
The purpose of this paper is to propose a supervised
learning rule adjusting I/O pulse timing for PNN. In
the proposed method, pulse timing error and pulse
frequency error are corrected by adjusting transmis-
sion delay and synaptic weight among neurons. Re-
sults of computational experiments indicate that the
proposed method enables learning of pulse timing in
multi-layered feedforward PNN.

1 Introduction

Pulsed Neural Network (PNN) has been getting at-
tention recently as one of neural network models which
is proper for temporal data processing. As for learning
for PNN, Hebbian learning has been proposed[1][2].
Hebbian learning is one of unsupervised learning rules,
and enables to optimize the internal state of network.
However, Hebbian learning cannot construct a net-
work which can represent required input/output (I/O)
temporal data mapping. In order to construct a net-
work which can represent required I/O mapping, su-
pervised learning rules are necessary. Some super-
vised learning rules have been already proposed for
PNN[3][4]. Those learning rules use information ex-
pression with pulse frequency, however, does not use
that with pulse timing. Therefore, the conventional
learning rules cannot learn pulse timing, although it
is important to adjust I/O pulse timing of network.

The purpose of this paper is to propose a supervised
learning rule adjusting I/O pulse timing for PNN. In
the proposed method, pulse timing error and pulse fre-
quency error are corrected by adjusting transmission

delay and synaptic weight among neurons. We verify
the effectiveness of the proposed method by computer
simulation. Results of computational experiments in-
dicate that the proposed method enables learning of
pulse timing in multi-layered feedforward PNN.

2 Pulsed neural network

This study uses a leaky integrate-and-fire neuron
model which is the same model used by Gerstner et
al[1]. and Eurich et al[2]., so the behavior of this neu-
ron model is explained briefly.

A presynaptic neuron j and a postsynaptic neuron
i is connected with a synaptic weight wi,j

0
by synapse.

A set of firing time T j of the neuron j and a set of
arrival time T

i,j

d
at which pulses of the neuron j reach

the neuron i are defined as follows:

T
j = {t

j

ν ; 1 ≤ ν ≤ nj} = {t | yj(t) = 1}, (1)

T
i,j

d
= {t

i,j

d,ν
= t

j

ν + τ
i,j

d
; 1 ≤ ν ≤ nj}, (2)

where nj is the maximum number of pulses of the
neuron j, yj(t) is the output of the neuron j at time
t, and � i,j

d
is transmission delay between the neuron j

and i.
When the pulse of the neuron j arrives, the mem-

brane potential P im(t) of the neuron i changes as fol-
lows:
in case of t >ti

µ
+ � ir ,

τ
i

m

dP im(t)

dt
= −P im(t) +

∑

j∈J

w
i,j

0

∑

t
i,j

d,ν
∈T

i,j

d

δ
�

t−t
i,j

d,ν

�

, (3)

and in case of t ≤ ti
µ

+ � i
r
,

P
i

m(t) = 0, (4)

where � i
r

is absolute refractory period, � i
m

is depression
time constant, J is a set of presynaptic neurons of the
neuron i, wi,j

0
is synaptic weight, and δ(t) is Dirac’s

delta function. In this paper, synaptic weight wi,j
0

is

−1 ≤ wi,j
0
≤ 1.
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When P i
m

(t) exceeds threshold θi, the neuron i fires,
and the neuron i outputs 1 (eq.(5)). In addition, a set
of firing time T i of the neuron i is expressed as follows:

y
i(t) = H

�

P
i

m (t)− θi
�

, (5)

T
i = {t

i

µ; 1 ≤ µ ≤ ni} = {t | yi(t) = 1}, (6)

where H(t) is Heaviside unit function.

3 Proposed method

In this section, definitions of training set and error
function are given, and features and procedures of the
proposed method are explained.

3.1 Training set and error function

Definitions of training set and error function are
given before explaining the proposed method. Input-
time-series data LI and output-time-series data LO of
training set are defined as follows:

LI = {l
i

ζ,p; i ∈ I , 1 ≤ p ≤ P, 1 ≤ ζ ≤ N i

p}, (7)

LO = {l
o

ξ,p; o ∈ O , 1 ≤ p ≤ P, 1 ≤ ξ ≤ No

p}, (8)

where I is a set of input layer’s neurons, P is the
number of learning patterns, and N i

p
is the number of

pulses which input to a input layer’s neuron i for a
pattern p. And O is a set of output layer’s neurons,
No

p
is the number of pulses which should output from

a output layer’s neuron o for the pattern p.
The error function which is used in this paper is

defined as follows:

Ep=
∑

o∈O

∫

Tp

0

∣

∣

∣

∣

N
o

p
∑

ξ=1

H

�

t−l
o

ξ,p

�

−

n
o

p
∑

ν=1

H

�

t−t
o

ν,p

�

∣

∣

∣

∣

dt, (9)

E =

P
∑

p=1

Ep, (10)

where Tp is the length of pattern p, no
p

is no on pattern
p, to

ν,p
is to

ν
on pattern p, Ep is the errors on pattern

p, and E is the total of Ep on all patterns.

3.2 Features and procedure

Main features of the proposed method are the fol-
lowing.

a. Pulse timing error between actual output of net-
work and corresponding training signal is back-
propagated from output layer to input layer. And
pulse timing error is corrected by adjusting trans-
mission delay between a presynaptic neuron and
a postsynaptic neuron.

b. Pulse frequency error between actual output
of network and corresponding training signal is
back-propagated from output layer to input layer.
And pulse frequency error is corrected by adjust-
ing synaptic weight between a presynaptic neuron
and a postsynaptic neuron.

c. The proposed method is able to apply to multi-
layered feedforward PNN.

Procedure of the proposed method is described be-
low.

1. Initialize parameters of PNN.
2. Input all pattern of input-time-series data LI of

training set to PNN. And record firing time T j of
all neurons on each pattern. T j on each pattern
p is expressed by T j

p
= {tj

ν,p
; 1 ≤ ν ≤ nj

p
}.

3. Calculate Ep on each pattern p.
4. Adjust transmission delay �d between each pair of

neurons.
5. Adjust synaptic weight w0 between each pair of

neurons.
6. Repeat from 2. to 5. until satisfying given termi-

nation condition.

Step 4. and 5. are explained in section 3.3 and 3.4
in detail.

3.3 Transmission delay adjustment

Procedures of adjusting transmission delay which
is mentioned at step 4 in section 3.2 are explained
in detail. Neuron o, j and k denote a output layer’s
neuron, a hidden layer’s neuron and a hidden or input
layer’s neuron, respectively. Besides, the neuron k is
a presynaptic neuron of the neuron j, and the neuron
j is a presynaptic neuron of the neuron o.

First of all, �o,j
d

which is transmission delay between
the hidden layer’s neuron j and the output layer’s neu-
ron o is updated as follows:

τ
o,j

d
(c+1) = τ

o,j

d
(c)+ατd

P
∑

p=1

Ep

∑

t
j

ν,p
∈T

j

p

∆τo,j
d,p

(tjν,p), (11)

∆τo,j
d,p

(tjν,p) =
∑

l
o

ξ,p
∈Fo

p
(t
o,j

d,ν,p
)

W
j

τd
(loξ,p − t

o,j

d,ν,p
), (12)

F
o

p (to,j
d,ν,p

) = { l
o

ξ,p | t
j

ν,p < l
o

ξ,p ≤ t
j

ν+1,p
}, (13)

W
ν

τd
(ϕ) = e

−ϕ
2

sin(
2π

τνr
ϕ), (14)

where c is learning cycle, α�d is learning rate regarding
transmission delay, and ∆�o,j

d,p
(tj
ν,p

) is a function of tj
ν,p

.

In addition, F o

p
(to,j

d,ν,p
) is a set of elements which are

included in LO on pattern p between tj
ν,p

and t
j

ν+1,p
,

and W j

�d
(·) is a window function regarding transmis-

sion delay.
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γj
p
(tj
ν,p

) which is the total of ∆�o,j
d,p

(tj
ν,p

) of all post-
synaptic neurons is calculated for each pulse of the
neuron j as follows:

γ
j

p(tjν,p) =
∑

o∈O

∆τo,j
d,p

(to,jν,p). (15)

Secondly, � j,k
d

which is transmission delay between
the hidden layer’s neuron j and the other hidden
layer’s or input layer’s neuron k is updated as follow-
ing:

τ
j,k

d
(c+1) = τ

j,k

d
(c)+ατd

P
∑

p=1

Ep

∑

t
k
ν,p
∈Tp

∆τ j,k
d,p

(tkν,p), (16)

∆τ j,k
d,p

(tkν,p) =
∑

t
j

µ,p
∈F

j

p
(t
j,k

d,ν,p
)

W
k

τd

�

t
j

ν,p+βτdγ
j

p(t
j

µ,p)−t
j,k

d,ν,p

�

,(17)

F
j

p (tj,k
d,ν,p

) = { tjµ,p | t
k

ν,p<t
j

µ,p≤ t
k

d,ν+1,p}, (18)

where F j

p
(tj,k

d,ν,p
) is a set of elements which are included

in T j

p
on pattern p between tk

ν,p
and tk

ν+1,p
, and β�d is

reduction rate regarding transmission delay.
β�d should be set appropriate value in accordance

with time step of the finite difference ∆t and trans-
mission delay �d.

In order to update transmission delay of presynap-
tic neurons of the neuron k, γk

p
(tk
ν,p

) which is the total

of ∆� j,k
d,p

(tk
ν,p

) of all postsynaptic neurons is calculated
for each pulse of the neuron k as follows:

γ
k

p (tkν,p) =
∑

j∈J

∆τ j,k
d,p

(tkν,p). (19)

Eq.(16)∼(19) is repeated until the presynaptic neu-
ron k becomes the input layer’s neuron.

3.4 Synaptic weight adjustment

Procedure of adjusting synaptic weight which is
mentioned at step 5 in section 3.2 is explained in de-
tail. Neuron o, j and k is the same as the neurons
described in section 3.4.

First of all, wo,j
0

which is synaptic weight between
the hidden layer’s neuron j and the output layer’s neu-
ron o is updated as follows:

w
o,j

0
(c+1) = w

o,j

0
(c)+αw0

P
∑

p=1

Ep∆w
o,j

0,p
, (20)

∆wo,j
0,p

=

n
j

∑

ν=1

∑

g
o
µ,p
∈Ho

p
(t
o,j

d,ν,p
)

W
j

w0
(goµ,p−t

o,j

d,ν,p
)Ψo

p(g
o

µ,p), (21)

W
µ

w0
(ϕ) =

e−2ϕ/τ
µ

r

(1 + e−2ϕ/τ
µ

r )2
, (22)

H
o

p (to,j
d,ν,p

) = {g
o

µ,p | t
j

ν,p <g
o

µ,p ≤ t
j

ν+1,p
, g

o

µ,p ∈ G
o

p}, (23)

G
o

p = {g
o

µ,p; 1≤µ≤No

G,p}={t |Ψo

p(t) 6=0}, (24)

Ψo

p(t) =

n
ξ

∑

ξ=1

∫

t+∆t/2

t−∆t/2

δ(u− loξ,p)du−

n
o

∑

ν=1

∫

t+∆t/2

t−∆t/2

δ(u− toν,p)du,

(25)

where c is learning cycle, αw0
is learning rate regarding

synaptic weight, and ∆wo,j
0,p

is update value of weight
between the neuron j and o on pattern p. In addi-
tion, W j

w0
(·) is a window function regarding synaptic

weight, H o

p
(to,j

d,ν
) is a set of elements which are included

in Go

p
on pattern p between tj

ν,p
and tj

ν+1,p
, Go

p
is a set

of time when Ψo

p
(t) is plus or minus value, and Ψo

p
(t)

is a function which denotes the difference between the
output of the neuron o and corresponding training sig-
nal.

Ψj

p
(t) which denotes the difference between the out-

put of the neuron j and Ψo

p
(t) of the postsynaptic neu-

ron o is calculated by eq.(26). G j

p
which denotes a set

of time when Ψj

p
(t) is plus or minus value is defined

by eq.(27).

Ψj

p(t) = Sign

(

Sign

�

∑

o∈O

w
o,j

0

{

βw0
Ψo

p(t+τ
o,j

d
)

+
∑

t
o
ν,p
∈(To

p
∩Ḡo

p
)

∫

t+∆t/2

t−∆t/2

δ(u−toν,p+τo,j
d

)du
}

�

−

n
j

∑

ν=1

∫

t+∆t/2

t−∆t/2

δ(u−tjν,p)du

)

, (26)

G
j

p = {gjµ,p; 1≤µ≤N j

G,p
}={t |Ψj

p(t) 6=0}, (27)

Sign(ϕ)=

{

−1 for ϕ < 0,
0 for ϕ = 0,
1 for ϕ > 0,

(28)

where βw0
is reduction rate for synaptic weight, and

Ḡo

p
is a complementary set of Go

p
. In other words,

Ḡo

p
is a set of elements which are not included in Go

p
,

but are included in a set of time {0,∆t, 2∆t, · · · , Tp −
∆t, Tp}, where the number of elements of this set is
Tp/∆t + 1. Consequently, (To

p
∩ Ḡo

p
) denotes a set of

required firing-time of the neuron o on pattern p.

Secondly, wj,k
0

which is a synaptic weight between
the hidden layer’s neuron j and the other hidden
layer’s or input layer’s neuron k is updated as follow-
ing:

w
j,k

0
(c+1) = w

j,k

0
(c)+αw0

P
∑

p=1

Ep∆w
j,k

0,p
, (29)

∆wj,k
0,p

=

n
k

∑

ν=1

∑

g
j

µ,p
∈H

j

p
(t
j,k

d,ν,p
)

W
k

w0
(gjµ,p−t

j,k

d,ν,p
)Ψj

p(g
j

µ,p), (30)

H
j

p (tj,k
d,ν,p

) = {gjµ,p | t
k

ν,p<g
j

µ,p ≤ t
k

ν+1,p, g
j

µ,p∈G
j

p}. (31)
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In order to update synaptic weight of presynaptic
neurons of the neuron k, Ψk

p
(t) which denotes the dif-

ference between the output of neuron k and Ψj

p
(t) of

the postsynaptic neuron j is calculated by eq.(32). Gk

p

which denotes a set of time when Ψk

p
(t) is plus or mi-

nus value is defined by eq.(33).

Ψk

p(t) = Sign

(

Sign

�

∑

j∈J

w
j,k

0

{

βw0
Ψj

p(t+τ
j,k

d
)

+
∑

t
j

ν,p
∈(T

j

p
∩

¯
G
j

p
)

∫

t+∆t/2

t−∆t/2

δ(u−tjν,p+τ j,k
d

)
}

�

du

−

n
k

∑

ν=1

∫

t+∆t/2

t−∆t/2

δ(u−tkν,p)du

)

, (32)

G
k

p = {gkµ,p; 1≤µ≤Nk

G,p}={t |Ψk

p(t) 6=0}. (33)

Eq.(29)-(33) is repeated until the presynaptic neu-
ron k becomes the input layer’s neuron.

4 Experiments

In this section, results of computational experi-
ments are given in order to demonstrate the advan-
tages of the proposed method.

The network structure of PNN used in the experi-
ments is a multi-layered feedforward network which is
one input layer, one output layer, and two hidden lay-
ers. The number of the input layer’s neurons is two,
that of the output layer’s neurons is one, and that of
the hidden layer’s neurons per layer is 3∼15.

The training set used in the experiments is the fol-
lowing. Input-time-series data and output-time-series
data are both periodic data.

The termination condition of learning used in the
experiments is the following. The learning is stopped
as success when error E becomes less than 5.0× 10−3,
and as failure when the learning cycle c reaches 4,000
epochs without E being less than 5.0× 10−3.

In the experiments, convergence rate of learning is
observed when the number of hidden layer’s neurons
is changed from 3 to 15. In addition, difference of con-
vergence rate between synchronized I/O pulse timing
case and non-synchronized I/O pulse timing case is
compared. The learning is executed 100 times from
different initial snaptic weights and transmission de-
lay.

The convergence rate which is the average of 100
trials is showed in Figure 1. In Figure 1, x-axis indi-
cates the number of hidden layer’s neurons par layer
and y-axis indicates the convergence rate. Figure 1 in-
dicates that the convergence rate becomes large when
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Figure 1: Convergence rate of learning.

the number of hidden layer’s neurons increases. How-
ever, the rate saturates when the number of neurons
becomes 15. In addition, the convergence rate of syn-
chronized I/O pulse timing case is lower than that of
non-synchronized one. This result indicates that the
proposed method enables PNN to learn pulse timing
with only small reduction of the convergence rate.

5 Conclusion

The purpose of this paper was to propose a su-
pervised learning rule adjusting I/O pulse timing for
PNN. We verified the effectiveness of the proposed
method by computer simulation. Results of com-
putational experiments indicated that the proposed
method enables learning of pulse timing in multi-
layered feedforward PNN. However, the searching abil-
ity of solutions of the proposed method is not enough,
since the convergence rate decreases when the number
of hidden layer’s neurons becomes small. To improve
the searching ability of solutions is one of future works.
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Abstract
     A neural network usually learns so as to minimize a
scalar value such as a cost function.  This scalar value is
useful for a confirmation of neural network learning
performance.  However, this confirmation may not be
correct for neural network controllers because a plant
dynamics affects the cost function.  This paper proposes a
new tracking method of neural network weight change.
The proposed tracking method can provide a new
confirmation of the neural network learning performance.

1. Introduction

         Many studies have been undertaken in order to
apply both the flexibility and the learning capability of
neural networks to control systems[1][2]. A neural network
controller is usually designed so as to minimize the error
between a plant output (or neural network output) and a
desired output (teaching signal).  For this aim, neural
network learning rules are designed to change neural
network weights whose number reaches into thousands or
tens of thousands in some applications.  The reason to use
these huge number of weights is that a biological neural
network has huge number of neurons and it is proved that
more neurons realize more accurate nonlinear mapping
capability of the neural network.  As mentioned above, the
essence of neural network learning is nothing but the change
of the neural network weights.  However, in order to
examine the performance of the neural network learning,
most researchers use a cost function (squared error between
the desired output and the neural network output (or the
plant output)).  This is because it is not practical to
examine the huge number of the neural network weights and
the cost function is a scalar value which is easily dealt with.
However, the neural network weight change may not be
reflected in the cost function.  This problem is especially
serious in neural network controller applications.  This is

because the performance of the cost function is affected by
dynamics of the plant.  This fact leads that more accurate
examination of the neural network controller learning
performance requires to track the neural network weight
change directly.
       This paper proposes a new tracking method of the
neural network weight change. A leaning type neural
network direct controller[3] for a second order discrete time
plant is selected in order to examine the proposed tracking
method and its simulation results show the usefulness of the
proposed method.  

2. Tracking method of neural network
   we ight  change

        This section proposes the tracking method of the
neural network weight change and its application to the
learning type neural network direct controller.  For our
tracking method, first, one weight vector is derived from the
neural network weights.  Next, we calculate an inner
product of this weight vector and a standard vector.  Any
vector, which has same order as that of the weight vector,
can be selected as this standard vector, for example, the
weight vectors derived from the initial neural network
weights, the final neural network weights and so on.  We
can also calculate an angle between the weight vector and
the standard vector.  The track of the neural network weight
change can be drawn on a 2D plane through the use of these
calculated inner product and angle.  This track does not
show whole neural network weight change, but it is not
affect by the plant dynamics and it can show an another
characteristic of the neural network learning performance.
We can realize the new examination of the neural network
learning through the use of the proposed tracking method or
its combination with the cost function.
       In order to verify the usefulness of the tracking
method, we applied it to the learning type direct controller.
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A reason of this selection is that the direct controller is
simplest.  The another reason is that the cost function of
the learning type is the sum of the squared error at each
sampling time and the plant dynamics less affect it in
comparison with an adaptive type.  This fact is useful to
examine the proposed tracking method effectiveness.  We
also select a discrete time SISO (single input and single
output) plant as an object plant because it is simplest and
useful for a practical controller application.  When we use
above selections, an output layer of the neural network has
one neuron, the weights between the output layer and a
hidden layer can be expressed as a vector ω  and the weights
between the hidden layer and an input layer can be expressed
as a matrix W.  To simplify, the neuron number of the
input layer is equal to that of the hidden layer.  That is, the
weight matrix W is the square matrix.  
      We can derive a new weight vector Γ from these
neural network weight vector and matrix as follows:

ΓT = [ω 1 ω n W11 W1nW21 W2n Wn1 Wnn ]    ( 1 )

where n is the neuron number both the input layer and the
hidden layer.  When we define the standard vector Γ0 , the
track of the neural network weight change on the 2D plane
can be expressed  as  the following equations.

X = Γ  cos θ, Y = Γ  sin θ                      ( 2 )

θ = cos-1 (
<Γ0⋅ Γ >

Γ0 ⋅ Γ
)
                          ( 3 )

Where <Γ0⋅ Γ > is the inner product between the vector Γ0

and the vector Γ, and Γ  is the norm of the vector Γ.   As
mentioned above, we can draw a new weight performance on
the 2D plane by use of X and Y in equations (2) and (3).
The plant dynamics does not affect this weight performance
directly.

 

Neural
Network Plant

+

-Yd

YU
z -1

z

z-1

Fig.1 Block diagram of learning type neural network
       direct controller for second order discrete time plant.

3.  Simulation

     To verify the usefulness of the proposed tracking
method, it is applied to the learning type neural network
direct controller for the second order discrete time plant.
The simulated plant is follows:  

Y(k) = - a1Y(k-1) - a2Y(k-2) 

       +U(k-1) +bU(k-2) -a3Y(k-3)+ CnonY2(k-1)    (4 )

Where Y(k) is the plant output, U(k) is the plant input, k is
the sampling number, a1, a2 & b are the plant parameters, a3

is the parasite term and Cnon is the nonlinear term. For this
simulation, a1=-1.3, a2=0.3, b=0.7, a3=-0.03 and Cnon=0.2
are selected. The rectangular wave is also selected as the
desired value Yd.   The output error ε and the cost function
J(p) of the trial number p are defined as follows:

ε(k)=Yd(k)-Y(k)                                ( 5 )

J(p)= ε2(k)∑
k=1

ρ

                                  ( 6 )

where ρ is the sampling number within one trial period.
In this simulation, ρ=300 is selected.
      For this simulated plant, the neuron number n in
both the input and hidden layers is 4.  The neural network
input vector I is defined as the following equation.

IT(k) = [Yd(k+1) Y(k) Y(k-1) U(k-1)]               ( 7 )

We select the following sigmoid function f(x) as the input
output relation of the hidden layer.

f(x)=
Xg{1-exp(-4x/Xg)}

2{1+exp(-4x/Xg)}                           ( 8 )

Where Xg is the parameter which defines the sigmoid
function shape.  The plant input U(k) equals the neural
network output composed as follows:

U(k) = ω T(p)f{W(p)I(k)}                         ( 9 )

The block diagram of the learning type neural network direct
controller is shown in fig.1.  The learning rule of this
neural network controller is shown in the following
equations.  

Wij(p+1) = Wij(p)+η [ε(k)ω i(p)Ij(k-1)f,{ Wij(p)Ij(k-1)}]∑
j=1

n

∑
k=1

ρ

                                            ( 1 0 )
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Fig.6 Track of neural network weight change

          (p=191~200) .

ω i(p+1) = ω i(p)+ηf [ {Wij(p) (ε(k)Ij(k-1))∑
k=1

ρ

}∑
j=1

n

]
     ( 1 1 )

Where η is the parameter to determine the neural network
convergence speed.  We select the weight vector derived
from the final neural network weights as the standard vector
Γ0 of the equations (2) and (3)
     Figure 2 shows an example of the plant output (p=1)
using an initial neural network weight.  The solid line and
the dotted line show the plant output and the desired value
respectively.  Figure 3 shows the final plant output
(p=200).  As shown in these figures, the neural network
learning well performs and the plant output converges to the
desired value.  Figure 4 shows the cost function with
regard to the trial number.  As shown here, it appears that
the neural network weights do not change after several tens
of trials and the neural network learning is completely
finished.  Figure 5 shows the track of the neural network
weight change (p=1~200) through the use of the proposed
tracking method.  As shown in this figure, the neural
network weights change relatively large from the first trail
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p=1 to six trials p=6.  After p=6, they change continuously
and this change is not finished at p=200.  To verify this,
figure 6 shows the expansion of fig.5 which is the track of
the neural network weight change (p=191~200).  As
shown here, we confirm that the neural network weights
continuously change at p=200.  That is, the neural network
learning is not finished yet at p=200.  This fact can not be
observed by use of the cost function shown in fig.4 and the
proposed tracking method is useful for the neural network
performance examination.  Figure 7 shows an another
example of the cost function.  In this example, it also
appears that the neural network learning is finished within
tree trials.  Figure 8 and 9  shows the track of the neural
network weight change (p=1~200) and its expansion
(p=191~200) respectively.  The neural network weights
change continuously and the neural network learning is not
finished yet.
     As mentioned above, the proposed tracking method is
useful to track the neural network weight change on 2D
plane.  This track shows another feature of the neural
network learning performance.    

4.  Conclusion

     This paper proposed the new tracking method of the
neural network weight change.  It was applied to the
learning type neural network direct controller and simulated.
The simulation results showed the usefulness of the
proposed tracking method and it could be observed that the
neural network weights were continuously changed in some
cases although the neural network learning appeared to be
finished.  The combination of the cost function and the
proposed tracking method is useful to examine the neural
network learning performance more accurately.
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Abstract 
 

In this paper, an artificial network such as A-life is 
targeted. A predicting method for the selection limit in a 
heterogeneous system by using a cluster coefficient as an 
index, which shows small world structure, is proposed. 

As evaluation, evolutions of IT infrastructures in an 
enterprise have been employed for the study as the most 
typical example. Although IT infrastructures change 
rapidly and evolution has been continued, the number of a 
server has been increased. In practical, increase of the 
total cost of ownership (TCO), including management 
cost, caused by the increase of servers is the current 
problem. The relation between the simulation for the 
evolution and selections in IT infrastructures, and cluster 
coefficient were observed. The result shows that cluster 
coefficient and selection predictions are related. In fact, 
the maturity for a system can be obtained by observing a 
cluster coefficient for IT infrastructures simply. The 
number of heterogeneous elements shows the selection 
limit. The selection limit rate at which the global behavior 
is not destructed can be obtained from these two 
measurement values, without performing simulations.  
 
 
1    Introduction 
 

In information processing based on A-life, information 
processing which can be realized by employing a group 
that varies dynamically, maintaining redundancy and 
diversity, has been argued. In an artificial network, global 
behaviors always change being accompanied with local 
interaction fluidly as well. The artificial network for this 
paper is defined as the one in which the global behavior is 
determined artificially. 

A grid computing [1] which requires common global 
behavior even in the case where it is distributing locally, 
Web service [2] which forms a processing system on a 
common network, and the IT infrastructure [3] of the 
company which connote a large number of the 
heterogeneous element are the examples of an artificial 
network. 

In an artificial network, after global behavior, such as 
evolution and selection, are decided artificially, a local 
interaction occurs. The quantity of elements mainly 
becomes a problem in such cases. In most of those 
problems, the quantity of the capacity that systems 

possess and elements in the systems are almost equal. In 
such a case, the system cannot be maintained unless the 
collective quantity is reduced. For example, too many 
employees are not necessary because it is not effective. 
Therefore, the employees are reduced in such a case. 
Besides, some efficiency improvements can be obtained 
for production line by reducing employees.  This is the 
top-down emergence [4]. The self-organization criticality 
[5] resembles it well. In a problem in real issues, the 
number of the element tends to be reduced after it is 
expanded.  

However, in case that the number has been reduced in 
the simplicity, individual properties of the element are 
abandoned and the property of the whole system has 
consequentially been destroyed. Then, it is required that 
the number of the element is reduced without changing 
the property of the system. In the case of the artificial 
network, the relation of the node for which the 
persistence node is selected as an evolution is acquired. It 
can be expressed with the order formation of minimizing 
the system components as an emergence [6]. The 
important issue here is, how much of the elements can be 
reduced without destroying the property of the network. 
In other words, a prediction method by the simulation is 
being required. In the case of factory, it is a prediction to 
determine how many of employees can be reduced 
without changing their process. However, the selection 
cannot be predicted simply by the simulation since the 
simulation becomes even more complicated and difficult 
as it closes to the realistic. 

Therefore, the relationship between cluster coefficient 
and general behavior of the network in the selection of 
the system has been investigated. Since selections are 
predicted only by network behaviors, the time and effort 
for prediction trial calculation can be reduced. It can be 
applied to the prediction for the composition result of 
server consolidation of the IT infrastructure in an 
enterprise. It is a representative example of the artificial 
network.  
 
 
2    Artificial network 
 

The artificial network described in this paper shows 
the relationship between an element as a center and other 
elements. It is formed by the top which shows edge and 
an element which shows the interaction in the simplicity. 
They are shown in Figure 1. 
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Figure 1.   Artificial network 
 

 
 
Figure 2.   IT infrastructure in the enterprises described 
by artificial network 
 
Figure 2 shows an enterprise IT infrastructures. The top 

as a center is client PC, and the relationship between the 
servers for the treatment is shown in the circumference.  
Set of vertex and edges indicate the property of the 
system. The form shown Figure 2 indicates the 
relationship between the systems. Therefore, the property 
of the system is destroyed in case that the top is reduced 
simply. It is necessary to acquire the relation of the node 
in which the persistence node is selected in order to 
maintain the property of the system. In other words, the 
edge re-connects with the peak which substitutes for the 
neighborhood and is maintained even in case that the 
number of the peak reduces. It is shown in Fig. 3. 
 
selection selection 

 
 
Figure 3.   Behavior in the selection 
 
In case where the artificial order in which the element of 
the system is minimized is given, decrease of the top and 
reconnection of the edge are repeated as shown in Figure 
3 while the element maintains the property of the system. 
However, this behavior can be obtained only in case 
where element and substitution element selected are 
homogeneous relation. It is not possible to obtain this 
behavior in case that the relation is heterogeneous. 
3    Cluster coefficient 
 

The cluster coefficient [7] which shows small world 
structure as an index is introduced here. Since a cluster 
coefficient is an index with which the element itself 
carries out the self reference of the relation with other 
elements, it is believed to be effective for investigating 
the relation of an artificial network. In other words, in 
case where a cluster coefficient is compared to an 
acquaintance relation, their acquaintances become 
acquainted and come out and a certain probability is 
expressed. 

The cluster coefficient is obtained from the equation 
below under the condition that  is a neighborhood of 

 , E is a set of 
vΓ

v vΓ   edges and   is the node number of 
the neighborhood. 
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Next, an actual artificial network is measured based on 
the cluster coefficient. 
 
 
4    The simulation of the selection in the IT 
infrastructure 
 
The network shown in Figure 4 which imitates the IT 
infrastructure as a representative example is created, and 
the simulation of the selection is executed. This resembles 
the structure of actual IT infrastructure shown in Figure 2, 
and almost the same form can be expressed. 
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Figure 4.   Simulation of artificial network 
 
A random network is generated for each top. The edge is 
expressed by . The edges and the tops are determined 

randomly. It is expressed by the equations below.  
ija

∧∧∧

⋅⋅=⋅== jkijijkijiijii aaaaaaaaa 0000 ,,  
∧

a is determined as 1 or 0 randomly.  
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In the equal type (homogeneous), each top possesses the 
parameter of type and cost and the selection shall be 
repeated as long as the parameter of the cost permits it. In 
the other type (heterogeneous), the selection is not 
generated. This transition is shown in Figure 5. 
 

N=360,T=3,C=0 N=150,T=3,C=0.27 N=360,T=3,C=1.0N=360,T=3,C=0 N=150,T=3,C=0.27 N=360,T=3,C=1.0N=360,T=3,C=0 N=150,T=3,C=0.27 N=360,T=3,C=1.0

 
 
Figure 5.   Change of network 
 
N is the number of the vertexes and C is a cluster 
coefficient. C, at this time, changing from 0 to 1 finally is 
noticed. Focusing on the selection simulation, the 100, 
200, 500, and 1000 peaks and the type parameter were 
fixed to the cluster coefficient of 0.3, and the simulation 
was performed 50 times per each. The result is shown in 
Figure 6. 
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Figure 6.   Selection ratio and cluster coefficient 
 
A vertical axis is a selection ratio and a horizontal axis is 
a cluster coefficient. A cluster coefficient and a selection 
ratio have the relation of an inverse proportion. Therefore, 
in the artificial network of IT infrastructure, in case where 
a cluster coefficient is investigated, a grade of the 
selectivity can be obtained.  For example, a selection 
ratio is 0.7 supposing Figure 6 to a cluster coefficient is 
0.2. Selection will already have been performed about 0.3 
from the original element. That is, in IT infrastructure, in 
case where a cluster coefficient is investigated simply, the 
degree of a system’s maturity is obtained. Then, the 
parameter of consequences and types shows the selection 
limit, as the hetero genius element can not be selected.  
For example, it is clear that 60%of a system can be 

selected even at the maximum, in the case that 40% of it 
is the hetero genius. It will be able to estimate the culling 
rate of the degree in which the system does not collapse 
by these two measured value without performing the 
simulation. 
 
 
5    Conclusion 
 

In this paper, the relationship between the transitions 
for the selection of the cluster coefficient in an artificial 
network has been clarified. The relationship between 
them is almost an inverse proportion. The selection ratio 
can be estimated regardless the number of the element in 
case where the cluster coefficient can be measured using 
the property. The local behavior with the order in which 
the number of the element in a system had to be 
minimized has been clarified by the change of the cluster 
coefficient.   

However, the parameter of precision criterion and costs 
and types are not mentioned this time. These will be one 
of our targets in the future. 
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Abstract
Recently, evolutionary algorithms coupled with simu-

lated developmental processes have been used successfully
for generating designs ranging from neural networks to
artificial creatures. Although several of these models do
exist, their evolutionary dynamics, and more specifically
how the ontogenic models themselves interact with artifi-
cial evolution are still poorly understood. One of these spe-
cific interactions, and of particular importance in biologi-
cal systems is heterochrony — the change in timing and
rate of developmental events by evolution. In this paper,
we analyze heterochronic change in one artificial develop-
mental model - the cellular encoding model first described
by Gruau [1]. For this purpose, we apply the framework
and methods defined by Alberch et al [2] for biological sys-
tems to neural networks evolved for the odd-3-parity prob-
lem. Preliminary results show that: 1) All heterochronic
changes occur with significant frequency; 2) The combined
effects of predisplacement, hypermorphosis, and neoteny
was the most common heterochronic change; 3) Pure reca-
pitulation (isomorphosis) is prevalent.

Keywords: Heterochrony, evo-devo, Cellular encoding,
Artificial embriogeny, Neural Networks.

1 Introduction

Evolutionary algorithms have been used successfully
for generating designs ranging from neural networks, to
full artificial creatures with both generated morphology
and behavior. One of the reasons for this recent success
is due to the integration of simulated developmental pro-
cesses with evolutionary algorithms. Although several of
these models do exist, their evolutionary dynamics, and
more specifically how the ontogenic models themselves in-
teract with artificial evolution are still poorly understood.

In biological systems, one of the key concepts in this in-
teraction is known as heterochrony. Heterochrony, as it is
usually defined in evolutionary biology, is the change in the
rate and timing of developmental events caused by evolu-
tion. Heterochrony is prevalent in the evolution of species:
some examples include the conservation of juvenile char-
acters in salamanders and the loss of the tadpole stage in
toads. Due to this, there is a wide array of studies and data
available on heterochrony in biological systems.

For artificial neural networks, previous studies have
shown that heterochrony does indeed occur in artificial sys-
tems: For instance, Cangelosi [3] evolved neural networks

for foraging food in a simulated environment. By compar-
ing the development processes between ancestor and de-
scendant networks, he could observe changes in the timing
of developmental events. However, this analysis was only
done for a small number of individuals, and it was not ex-
tended to a whole phylogenetic tree. Thus, studies focusing
on heterochrony in a large scale in artificial systems are
still lacking. Specifically, these questions are still largely
unanswered: 1) What kind of heterochrony processes are
more common in artificial systems? 2) How does the de-
velopmental model and the evolutionary parameters affect
heterochrony? 3) How does heterochrony in artificial and
biological systems relate to each other? These points are
the main motivations behind this paper.

In attempting to answer these questions, we applied the
framework defined by Alberch et al [2] for biological sys-
tems to the evolution and development of neural networks.
This framework defines a precise terminology for classi-
fying heterochrony. For simulating neural network de-
velopment, we used the cellular encoding model first de-
scribed by Gruau [1]. This is one of the earliest mod-
els described in the literature, and representative for gram-
mar based models of development. We used this encoding
coupled with genetic programming for solving the odd-3-
parity problem and then analyzed the resulting growing dy-
namics on important traits like the number of neurons, their
average degree and also how the fitness value itself changes
within ontogeny.

2 Alberch et al’s framework

The framework by Alberch et al for classifying het-
erochrony is widely used for biological systems. This
framework is based on the measurement and comparison
of quantitative traits, for instance, body length, width or
height. The traits are measured as development unfolds,
yielding growth curves. These growth curves can then be
compared between related species for understanding the
heterochronic change involved.

The basis for comparison lies on three metrics that can
be extracted from the growth curves: α — the time when
growth starts, β — the time when growth ends, and K —
the growth rate. Comparing these values between species
yields the outcomes summarized in figure 1. For instance,
considering only changes in the K parameter, two out-
comes are possible: if the descendant would grow faster
than the ancestor (K would be larger), the corresponding

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 635



Figure 1: The formalism of Alberch et al. A trait measure
is plotted against developmental time in the X axis. The
solid line plotted from α to β represents the growth curve
for the ancestor, while the remaining ones possible hete-
rochronic outcomes for the descendant.

outcome is acceleration. The reverse process — the de-
scendant growing slower than the ancestor — is labeled
neoteny. Furthermore, heterochronic changes can be com-
bined on the three parameters, as for instance postdisplace-
ment and hypermorphosis would refer to an increase in
both α and K respectively.

3 The model

The phenotypes in this model are simple boolean neu-
ral networks: Nodes are simple threshold neurons, with a
threshold of either 0 or 1. The connections between neu-
rons can either be -1 or 1. Neurons are activated if the sum
of the values on their incoming connections is above their
threshold.

For the developmental model, we used the cellular en-
coding model by Gruau [1]. In this model, the neural net-
work starts as a single neuron and undergoes several devel-
opmental events as specified in the genotype. The geno-
type is represented as a Genetic Programming (GP) tree
with nodes as developmental commands such as neuron di-
vision, setting the weight and threshold and similar. Each
neuron has a pointer to the GP tree representing its cur-
rent developmental stage. Development occurs in a par-
allel fashion: in each time step, each neuron executes the
command pointed by its register in the tree and moves to
the following leaf. The arity of each GP node depends on
the command used: for instance, commands for neuron di-
vision have two children, representing separate programs
for each of the daughter neurons. Development for the net-
work finishes when all the neurons have reached their final
leaf node in the tree.

Using this model, we evolved networks for the 3-odd-
parity problem, a standard problem for GP. The solution
is defined as a neural network with at least 3 inputs, that
outputs true whenever the number of true inputs is odd.
A fitness function based on the number of wrong outputs

didn’t produce a good performance so we used the fitness
function used by Gruau in [1]. It is defined by:

f (outeval) = 1− I(outright ,outeval)

H(outright)
, (1)

where outeval is the output vector of the evaluated network
and outright the expected correct output vector for the prob-
lem. I(X ,Y ) is the mutual information between X and Y :

I(X ,Y ) =
1

∑
x=0

1

∑
y=0

PXY (x,y) · log2

�

PXY (x,y)

PX(x) ·PY (y)

�

, (2)

and H(X) is the information entropy of X :

H(X) =
1

∑
i=0

PX(i) · log2(PX(i)), (3)

with PX(x) as the probability of X = x, and PXY (x,y) as the
joint probability of X = x and Y = y. This fitness func-
tion is defined in the range [0,1], with 0 as the best fitness.
Please note that due to using mutual information, either
correct networks or networks that output the inversed ex-
pected output will have the same best fitness.

We adopted a GP based system without crossover, and
tournament selection was used. Each individual is mutated
(addition, deletion, replacement of nodes) with a certain
probability, while the others are simply reproduced. The
individuals are therefore connected among generations by
either reproduction or mutation, forming lineages.

4 Basic results

Using the model and fitness function described in the
above section, we evolved networks for analyzing hete-
rochronic change. Population size was 200, and the muta-
tion rate was set at 80%. The fitness graph for a typical run
can be seen in figure 2 and the best network in figure 3. All
of the results reported on this article are from this run. We
can see that the average fitness gradually decreased while
the best fitness decreased discontinuously, and this model
was able to solve the problem in 314 generations.
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Figure 2: Fitness graph for a typical run.
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Figure 3: The best neural network for the run. Please note
that the cellular encoding model may produce more inputs
and outputs then necessary, as it can be seen in this case,
although only one output is actually used. The output node
in the center is the used one.

5 Measuring heterochrony

Next, we analyzed the networks for the following traits:
number of nodes, average connectivity (taking into account
both incoming and outgoing connections) and how the fit-
ness value changes within ontogeny. Sample growth curves
for the best individual on each trait can be seen in figure 4.

One significant problem in using the Alberch et al’s
framework described before is how to extract significant
α , β and K parameters from the growth data. This is also
an issue in biological systems although they tend to fol-
low more regular patterns. One common approach is to use
non-linear regression to fit the data to a growth model and
extract the parameters from the fitted model. This, for in-
stance, was applied by Creighton and Strauss [4] to rodent
growth data.

This approach works well for biological systems be-
cause their growth dynamics tend to follow regular patterns
and there are several sensible mathematical models. These
models fit well the data and are grounded on experimental
evidence. In contrast, our artificial developmental model
can generate rather irregular growth curves — with sudden
reverting ontogenic polarity as it can be seen in figure 4 (b)
or even with sharp discontinuities as in figure 4 (c).

Another possible approach is simply to extract the val-
ues directly from the experimental data, for instance K
could be defined as the average growth increment during
the development period, or estimated by linear regression.
An example of this approach can be seen in Pigliucci [5].
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Figure 4: Growth curves for the analyzed traits on the best
individual. Both growth data and fitted curves are shown.
For the number of nodes, a sigmoidal curve was fitted,
while simple linear regression was used for the other traits.

In this paper we decided to use both approaches depend-

Table 1: Summary for the determination coefficient for dif-
ferent growth models, on the number of nodes trait. R2, the
determination coefficient, indicates how well the model fits
the data, with 1 being a perfect fit. The value shown is the
average R2 value among all the individuals in the winning
lineage (the lineage of the best individual in the last gener-
ation).

Model Average R2

Linear regression 0.933
Von Bertalanffy 0.968

Sigmoid 0.974

ing on the trait used. The number of nodes trait seems to
follow dynamics similar to biological systems, so we at-
tempted to fit the data to growth models commonly de-
scribed in the literature. We attempted the Von Berta-
lanffy’s growth function defined as:

y = Sa(1− e−k(t−t0)), (4)

and also the standard sigmoidal function defined as:

y =
Sa

1 + e−k(t−t0)
. (5)

In both functions, Sa stands for the maximum value
achieved during growth and k for the speed of growth. We
used a Gauss-Newton algorithm for fitting the data, with Sa
fixed to the last value reached during development and the
other remaining parameters (k, t0) were initialized to ade-
quate starting values. A summary of the results for the fit
can be seen in table 1. The determination coefficient R2

was the highest on average for the sigmoidal function and
therefore we adopted this model . We defined K as the
same parameter k in the sigmoidal function, α and β as the
period when the model reaches 10% and 90% of the total
growth Sa respectively. This approach is coherent with the
above mentioned study by Creighton and Strauss [4]. An
example of this fitting can be seen in figure 4 (a).

For the other remaining traits, we used simple linear
regression and defined K as the slope of the fitted line.
This approach was used because the other models assume
monotonous increase in the trait while the developmental
curves in these traits can decrease. α and β were defined
as the period where growth can be observed to effectively
start and stop in the data. Examples of these fittings can
be seen in figures 4 (b) and 4 (c). This approach cannot be
considered completely adequate as the fitting is not suffi-
cient (R2 is low due to the complexity of the developmen-
tal curves in these traits), but nevertheless it allows to have
consistent values for the three parameters.

By comparing the parameters between related individ-
uals in the lineage it is therefore possible to classify the
heterochrony process involved as depicted in figure 1. Fig-
ure 5 shows the transitions of α , β and K for each trait
in the winning lineage. In the transitions for the number
of nodes trait, we can see the gradual decrease in α and
the increase in β with large fluctuations, and that K con-
verged to a small value. We also see transitions similar to
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the number of nodes in the average degree trait, except for
the steady evolution of α , and a quite different evolution
of all parameters can be seen for the fitness trait. Figure 6
shows the occurrences of the combined heterochrony pro-
cesses for the number of nodes trait in the winning lineage.
Isomorphosis refers to no change at all in any of the param-
eters between ancestor and descendant.

Figure 5: Evolution of the α , β and K parameters for the
winning lineage on all traits.

As it can be seen in figure 6, all possible heterochronic
changes occur with significant frequencies. One interest-
ing point is that pure recapitulation (isomorphism) seems
to be a common heterochronic change in these runs. Even
accounting for errors in estimating the parameters, this
should be significant considering the low reproduction rate
(20%). The fitness function shows sharp discontinuities (as
can be seen from figure 2) and therefore it may be exerting
selection pressure for either neutral or invalid mutations.

The most frequent heterochronic change is the combina-
tion of predisplacement, hypermorphosis and neoteny. The
net effect of this combination is that developmental time in-
creases on the descendant. This can also be observed on the
gradual increase in the β parameter in figure 5. In the cel-
lular encoding model, developmental time is roughly pro-
portional to the GP tree size; Therefore developmental time
is expected to increase, as in GP systems the average tree
size gradually increase with evolutionary time (tree bloat).

6 Conclusion

As the use of simulated developmental processes in-
creases, it becomes more important to understand their dy-
namics. In this paper, we have shown that the framework
by Alberch et al is a valid method for studying dynam-
ics in artificial systems, by measuring heterochrony in the
evolution of neural networks. We successfully observed
heterochrony in the number of neurons trait such as the fre-
quent occurrences of the combination of predisplacement,
hypermorphosis and neoteny, and also pure recapitulation.

PreD+A+ProG
PreD+N+ProG

PreD+N+HM
PostD+A+ProG

PostD+A+HM
PostD+N+HM

I

Occurrences
0 20 40 60 80 100 120

Figure 6: Occurrences of heterochrony for the number of
nodes trait on the winning lineage. I - isomorphism; PostD
- postdisplacement; PreD - predisplacement; N - neoteny;
A - acceleration; HM - hypermorphosis; ProgG - Progene-
sis.

This framework is particularly well suited for artificial sys-
tems because it is solely based on observable quantitative
traits and it can be applied regardless of the epigenetic pro-
cess involved. This should be particularly important when
comparing heterochronic change between different devel-
opmental models, as for instance, cell chemistry and gram-
mar based models. Future work will therefore continue
on extending this analysis for different models and fitness
functions.
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Abstract 

Ozone reaction is a complex mechanism because of its 
intrinsic complexity and nonlinearity. It is not easy to predict its 
concentration using traditional numerical and statistical 
methods. Especially, we found that conventional single model 
could not get corrected ozone concentrations at high range. We 
propose a multi-procedure model to overcome the complexity 
and nonlinearity of ozone concentrations. At first, we suggest 
fuzzy clustering method to divide high- and low- concentration 
groups for input ozone data in past two years. Then, we 
determine proper input data group and its data are used to input 
data for DPNN models. We divide two groups for input ozone 
data because the results of the proposed model seriously 
depend upon their inputs. Preprocessing and postprocessing 
algorithms are applied to the input data as two steps in order to 
get more accurate and reliable prediction results of ozone 
concentrations. 
 
Keywords: Fuzzy clustering, DPNN, multi-procedure model 
 
1     Introduction 
 

One of the emerging major issues about air pollution is the 
abnormal ozone concentration of the troposphere in summer. 
High concentration ozone is strong oxidizing material which is 
responsible for various adverse effects on both human being 
and foliage. And it frequently appears metropolis in the 
daytime from June to August in summer. In general, it revealed 
that the features on ozone distribution and creation are closely 
related to the photochemical reaction and meteorological 
factors. So far, there is not enough information about detailed 
cause and effect of the ozone. In the ozone reaction mechanism 
around the troposphere, nitric dioxide and hydrocarbon which 
are components of exhaust fumes act as precursors and 
ultraviolet radiation, wind speed, and temperature play the role 
of meteorological materials. Therefore, ozone is a second 
pollution material. To reduce harms by high concentration 
ozone, it needs prediction system which forecasts maximum 
ozone concentration every morning in summer.  

There are some conventional methods to predict ozone 
concentration. For instances, multiple regression model [1] by 
static methods, a multivariate analyses and artificial neural 
networks [2] have been developed and applied to predict ozone 
concentration. However, it does not show a good prediction 
performance. We analyses major related reasons as follows: 
First, ozone is a kind of second pollution material. Due to both 
first pollution ones and other related factors affected on its 

behavior and concentration, it is impossible to create complete 
model which was considered all factors. Second, there are not 
sufficient data when high concentration ozone appeared. Third, 
we couldn’t get ultraviolet ray data directly. So, we couldn’t 
help using solar radiation data that we estimated ultraviolet ray 
indirectly. Finally, we couldn’t be considered that precursors 
inflow from long distance. As shown in Figure 1, we suggested 
multi- procedure ozone concentration forecasting system. In 
this paper, we introduce a multi-procedure model which 
consists of preprocessing, dynamic polynomial neural 
networks (DPNN) models, and postprocessing. Fuzzy 
clustering method as a preprocessing is employed to decide the 
fuzzy sets of the low and high ozone concentration. After 
clustering the two fuzzy sets, the different two models are 
determined by the DPNN. The decision making process as a 
postprocessing is applied to forecast the ozone concentration 
by the compensation of the weight factors to the output of the 
two models.  

The proposed forecasting system is adaptively constructed 
by a successive basic structure of the DPNN. Also, important 
input variables for the final structure of the forecasting system 
are selected from the possible input variables by a selection 
criterion. The historical data that consist of pollution materials 
and meteorological information are divided into training data 
and testing data to identify dynamic system and to prevent 
overfitting. The structure of the final model is compact and the 
computational speed to produce an output is faster than other 
modeling methods. The proposed method shows that the 
prediction of the ozone concentration based upon the DPNN 
gives us a good performance with ability of superior data 
approximation and self-organization. 
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Figure 1. The full structure of the ozone prediction system. 

 
2     Fuzzy Clustering 

 
The fuzzy c-mean algorithm (FCM) generalizes the hard 

Multi-Procedure Ozone Concentration Prediction  
using Fuzzy Clustering and DPNN 

Seong-Pyo Cheon, Seng-Tai Lee, and Sungshin Kim 
School of Electrical and Computer Engineering, Pusan National University, Busan, Korea 

Pusan National University Changjeon-dong, Keumjeong-ku, Busan 609-735, Korea 
E-mail: buzz74@pusan.ac.kr, youandi@pusan.ac.kr, sskim@pusan.ac.kr 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 639



 

Figure 2. The mapping of input variables into output space 

c-mean algorithm to allow a point to partially belong to 
multiple clusters. Therefore, it produces a soft partition for a 
given dataset[3]. FCM of Bezdek [4] is normally applied for the 
fuzzy clustering. In this paper, fuzzy space classification using 
FCM based on the similar feature of ozone concentration 
output data is implemented to compute the classified degree of 
input  
 

variables. Figure 2 illustrates that the output space classified by 
fuzzy clustering is mapped to input spaces, and then the related 
features between input variables and output data are determined 
by fuzzy clusters. 
 
3     Dynamic Polynomial Neural Network 

3.1     The Basic Structure of DPNN 
DPNN uses GMDH (Group Method Data Handling) method 
[5] to compose an input/output model based on observed data 
and variables. This method is widely used for modeling of 
system, prediction, and artificial intelligent control. As shown 
in Figure 3, the simple DPNN structure has four inputs and one 
output at each node. Following polynomial equations between 
input and output are used at each node in the DPNN. Output y1 
and y2 at each node are expressed as follows. 

2
452

2
3424332422312022

2
251

2
1412131221111011

xwxwxxwxwxwwy

xwxwxxwxwxwwy

+++++=

+++++=     (1) 

The final output ŷ  is represented by a polynomial equation.  

2
253

2
143213322311303ˆ ywywyywywywwy +++++=      (2) 

where, wij (i=0,1,2,…,n, j=0,1,2,…,k) is the coefficient. If input 
variables of each node are more than three, other combination 
terms of input variables are added to the above equation. The 
least square method is employed to estimate the parameters of 
each node in the DPNN. And it searches the solution of 
parameters to minimize the objective function formed by error 
functions between node outputs and actual target values. 
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Figure 3. The basic structure of DPNN. 

Equation (3) and (4) show the objective function and the 
coefficient, respectively. Parameters are solved by the least 
square method and polynomial functions of current node are 
structured at each of layer. This process is repeated until the 
criterion is satisfied. Thereafter, we could finally get the best 
function for the best performance. 

3.2    Self-Organization 
Another specific characteristic of DPNN is self-organization 
[6]. The DPNN based on the GMDH method separates data into 
training data and testing data for modeling [7]. The purposes of 
this stage are to identify the behavior of the dynamic system 
and to prevent overfitting problem. The DPNN estimates the 
parameters of each node and composes the network structure of 
dynamic system using two-separated data sets. Training data 
set is used to solve the parameter of function of each node and 
testing data set is used to evaluate the performance of DPNN. 
The final network structure is constructed by the relationship of 
error in training data and testing data. Therefore, the DPNN 
selects the input of the next node under a performance 
criterion(PC) that is the relationship between training error and 
testing error at each node. The final network structure is 
determined as shown in Figure 4. The PC could be determined 
by following Equation (5), where is existed in the range of 0∼1. 
The model performances are also evaluated by Equation (5). 
This performance criterion can be applied for the testing data  

 
Figure 4. The variation of model performances corresponding 

to increment of layer. 
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and the training data. And also it can be used for the unprepared 
new data. 
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where, e1, e2, nA, nB, and yi indicate training errors, testing 
errors, the number of training data, the number of testing data 
and measured outputs, respectively. And )( A

iA xf and )( B
iB xf  

are outputs of training data and testing data separately. Total 
number of data is n=nA + nB. From the results, the optimized 
model structure is constructed at the point of minimized PC. 
 
4     Fuzzy Inference in the Postprocessing 
 

High and low levels are classified based on ozone 
concentration data in the postprocessing and then ozone 
concentrations are predicted by DPNN. The predicted results 
are shown in Figure 5. As shown in Figure 5, the predicted 
results are represented as YL and YH. Yi and Yj are calculated by 
the means and variations of two input variables Xi and Xj (i≠j), 
respectively. In this case, the two input variables have the 
longest distance between high and low level concentrations. It 
means that the Xi and Xj affect strongly to ozone concentrations. 
The outputs of the Yi and Yj influenced by the Xi and Xj are 
computed by the fuzzy inference in the Equation (6). 
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The final prediction result based upon the decision support 
system is decided by Equation (7). In this equation, the weights 
WXi and WXj are the relative distances of the input membership 
functions. 
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Figure 5. The fuzzy inference in the Postprocessing. 

5     Performance Assessment 
 

Ozone, CO, NO2, SO2, TSR, wind speed, wind direction, 
temperature, solar radiation, humidity, and rain fall are used for 
the parameters of air pollution materials and meteorological 
materials in ozone prediction systems. Within the data, the 
amount of rainfall is normally 0mm at high-level ozone, so it 
cannot influence the high-level ozone prediction. And TSR and 
SO2 are skipped because these values are decreased by the 
restriction of air pollution material and wind direction is also 
excluded due to the difficulty of quantification. Therefore, 
ozone, CO, NO2, wind speed, temperature, humidity, and solar 
radiation, maximum O3 of previous day and maximum 
atmosphere temperature of previous day are chosen as the 
possible input variables. Because the daily maximum of ozone 
concentration is appeared at 2∼5 p.m., the prediction of the 
ozone concentration for this time is the goal of this paper. 
Within the data, ozone, CO, and NO2 are extracted from 
morning data and the other data are selected at 2∼5 p.m. These 
data structure could show as Table 1. In the first simulation, the 
number of clusters is applied from 2 to 4. Basically, high-level 
ozone used the highest value and low-level ozone consists of 
the other set. Figures 6, 7 and 8 show the ozone prediction 
results of several areas in Seoul, Korea from August 1 to 10, 
1997. Total data are constructed by the data from May to 
September in 1996 and from May to July in 1997. And the 
training data and testing data are selected from among the total 
data. When the input variables are applied to predict ozone 
concentration, those of data are classified by the predicted time 
and measured time. The upper column point out the input 
variables and the higher columns of inner cells indicate the time. 
The left row is a number of data. In this simulation, a model is 
chosen based on the RMSE that is yielded from the selected 
model. This model is determined after clustering the training 
data. When the number of the cluster is 4, the lowest training 
RMSE is 27.918 and the prediction RMSE is 20.183. The slope 
and intercept values for R-square are displayed in the scatter 
graphs of ozone observation (x-axis) against the predicted  

Table 1. Prospective input variables and data structure 

  O3 NO2 CO Rh Sr Ws O3 Max Tair Max O3

6 6 6 14 14 14 PRE PRE 14

    
2
4
5

    
7 7 7 15 15 15 PRE PRE 15

    
2
4
5     

8 8 8 16 16 16 PRE PRE 16

    
2
4
5     

9 9 9 17 17 17 PRE PRE 17

    

9
8
0

2
4
5     

* Tair : Atmosphere temperature, Rh : Relative humidity, Sr : Solar radiation, 
Ws : Wind Speed, O3 Max : The Maximum O3 of previous day, Tair Max : The
 Maximum atmosphere temperature of previous day. 
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Figure 6. The prediction results for BangHak-Dong. 

values (y-axis) for each model. The two diagonal lines in the 
plots represent the best-fit regression and the perfect 
correspondence between observations and predictions [8]. In 
the second simulation, the predicted area is Ssang-Mun-Dong 
in Seoul, which is high-level ozone area in the summer. The 
predicted period is from May to July in 1999. The training data 
and testing data are constituted by the data from May to 
September in 1996, 1997 and 1998. In this ozone prediction, 
missing data are interpolated by the spline interpolation method. 
For the decision support system, a low concentration model and 
a high concentration model are constructed by the fuzzy 
clustering method based on the basic training data. In this 
system, mean values and standard deviations are firstly found 
with respect to input variables of each model and then required 
membership functions are selected by the correlative distance 
of each membership function. The number of clusters is applied 
from 2 to 4. Basically, the high-level ozone uses the highest 
value and the low-level ozone consists of the other set. Figure 7 
shows the result of the ozone prediction the period from May 
20 to July 20 in 1999. When the number of the cluster is 4, the 
lowest training RMSE is 15.634, and the prediction RMSE is 
18.034. In the decision support system, prediction data are 
passed through the preprocessor and then the low and high 
concentration models fulfill the prediction processing. 
Thereafter, the final outputs are obtained by the outputs, 

  
Figure 7. The prediction results for GooEui-Dong. 

 
Figure 8. The prediction result for Ssang-Mun-Dong. 

which are by the two models at the postprocessing. At the 
postprocessing, the outputs of the models are handled by 
membership functions, which are formed by the fuzzy 
clustering. 
 
6     Conclusion 
 

In this paper, we propose the multi-procedure prediction 
system using various approaching methods. i.e. Fuzzy 
clustering method, DPNN, and weighted combining 
postprocessing. The model designed by DPNN, which includes 
decision support system, is suitable for the high concentration o
zone prediction. When the models are daily updated based on n
ew input variables, the prediction performances are getting bet
ter than the results by the fixed model. And it is confirmed that 
the selection of the cluster number in the fuzzy clustering is als
o very important for the high-level ozone. Finally, the combini
ng over two models, using various input selection and optimizi
ng the structure of models will fulfill better performances. 
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A model of emergence of reward expectancy neurons

using reinforcement learning and neural network
Shinya Ishii and Katsunari Shibata, Oita university

Munetaka Shidara, National Institude of Advanced Industrial Science and Technology

Abstract In an experiment of mult-trial task using a monkey in which some successful trials are required until it
gets a reward, some neurons that relate to reward expectancy have been observed in the anterior-cingulate in its brain.
The reward expectancy neuron is activated in each trial except for the reward trial. Therefore, it is difficult to explain
the emergence of the neurons simply by reinforcement learning. In this paper, a model that consists of a recurrent neural
network trained based on reinforcement learning is proposed. From the simulation of the model, it is suggested that
such neurons can emerge to realize an appropriate value function in the transition period from the single-trial task to the
mult-trial task.
Keyword reward expectancy, anterior cingulate, reinforcement learning, recurrent neural network

1 Introduction

It is thought that motivation and reward expectancy
must be related to our action learning. Recently, in an
experiment of multi-trial task using a monkey in which
some successful trials are required until it gets a reward,
some neurons that relate to schedule fraction, motivation
and reward expectancy has been observed in the Anterior
Cinglate and the Ventral Striatum in its brain by Shidara
who is one of the authors[1]. These neurons belong to the
loop circuit that is working when taking actions in response
to important stimulus for emotion or motivation. The An-
terior Cinglate is located in the frontal cortex, and has
nerve fiber connections with various areas such as prefrontal
cortex, supplementary motor area and limbic system, and
bears an important role for motivation. On the other, the
Ventral Striatum is located in the basal ganglia. It is re-
ported that the basal ganglia relate to action learning based
on reward, and some models has been already proposed to
explain the reward-related motion generation based on re-
inforcement learning. It is easy to explain the motivation
neurons whose activation becomes large as it approaches
the reward. However, it is difficult to explain the reward
expectancy neurons which activate in each trial except for
the reward trial.

In this paper, a model that consists of a recurrent neural
network trained based on the actor-critic type reinforce-
ment learning is proposed, and the reason of emergence of
the reward expectancy neurons observed in the physiologi-
cal experiment is investigated by the analysis of the model
during learning. Furthermore, we aim to reinforce the pos-
sibility that reinforcement learning is a main principle of
learning in the brain.

2 The experiment using a monkey[1]

2.1 Task setting
This chapter explains multi-trial reward schedule task us-

ing a monkey. In the first stage, the monkey trains visual
color discrimination trial as shown in Fig.1. At first, the
monitor is pitch-black, and after 500ms a white bar light
called visual cue is presented at the upper edge of the mon-

� � � � � �
(juice)

� � �
� � � � 	

�� 
 �

v� � � � � � � ��� N
f� � � � � � �� � � � � ON

� � � � � �
� � � � � � � � �

Fig.1 Visual color discrimination trial

itor. When the monkey touches a bar, the fixation point
presented at the center of the monitor turns red. After the
varying waiting period lasting between 400 and 1200ms, the
target color becomes green, which instructs the monkey to
release the bar. If the bar is released within 1sec after the
onset of green target, the target turns blue to signal the
monkey that the trial is correct, and the monkey can get
juice as a reward after 250∼350ms.

After training of this visual color discrimination trial
(single-trial task), the task transits to multi-trial reward
schedule task (multi-trial task). In the multi-trial task, the
reward is given to the monkey when it succeeds in suc-
cessive 1∼4 trials. The necessary number of trials to get
reward is determined at random. For example, the flow of
the four-trial schedule is shown in Fig.2. Since the visual
cue becomes bright as the monkey approaches the reward
trial, it can recognize the number of trials remaining until it
can get the reward. The schedule fraction, in other words,
the number of trials in schedule is shown by (the number of

� � � � � �
� � �	� 
 � �

First Second Third Forth
(1/4) (3/4)(2/4) (4/4)

Fig.2 Multi-trial reward schedule task
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trials)/(schedule). For example, 1/4 in Fig.2 indicates the
first trial in the four-trial schedule. In the control exper-
iment, the cue sequence is random not depending on the
schedule so that the cue loses its meaning.

2.2 Experimental result[1]

The activation of the Anterior Cinglate neurons are
shown in Fig.3. The neurons A and C in Fig.3(A)(C) gener-
ate phasic activations, while B and D in Fig.3(B)(D) keep a
tonic activations. As for A and B, the activation decreased
before the reward trial, and as for C and D the activation
decreased after reward. It is said that A and B express the
expectancy for the reward, because they did not activate in
the last trial in which the reward is obtained certainly. C
and D express the distance to the reward, since the activa-
tion becomes the maximum in the trial when the monkey
can obtain the reward. The neurons like C and D can be
explained easily as the state value(critic) by reinforcement
learning. In this paper, the reason of the emergence of
such neurons like A and B are investigated. Moreover, the
neurons which activate only in the reward trial existing in
the Ventral Striatum in the basal ganglia are focused on
together with the reward expectancy neurons.

Fig.3 The response of the anterior cingulate neurons
(These figures are copied from ”Representation of

motivational process reward expectancy in the brain”,
Igakuno ayumi,Vol.202 No.3,p181-p186,2002)

3 Proposed model

3.1 Usefulness of the combination of reinforcement

learning and neural network

In the conventional brain research, the main purpose
seems to analyze the function of each area in the brain.
Also, in robotics research, each functional module such as
recognition, action planning, and control was developed,
and by integrating such functions, intelligent robots have
been developed. In this trend, reinforcement learning has
been used as the learning for the function of motion plan-
ning, and has been used in the models of the basal ganglia.
However, each area in the brain is inseparably connected
with each other, and it is thought that learning is done in

harmony in the whole brain. One of the authors has been
shown that many functions including recognition, memory
and so on are acquired in a system constructed seamlessly
using a neural network that is trained based on reinforce-
ment learning. Also in each area other than basal ganglia
in the brain of living things, we have thought that rein-
forcement learning can be a main learning principle. In the
experiment of hand reaching task using a tool by a monkey,
some neurons representing whether the tool is recognized
as a part of the body or not are observed in the Interpari-
etal Sulcus. The activation of the neuron representing such
high order information can be explained well by the com-
bination[6].

3.2 Proposed model

The architecture of the model proposed in this paper is
shown in Fig.4. Actor-critic architecture is employed in
this paper. The part called critic generates a state value
from a state vector. It playes a role to evaluate the action
generated by actor. Temporal difference error (TDerror) r̂t

is expressed by

r̂t = rt+1 + γV (xt+1)− V (xt) (1)

where, r: reward, V（xt): output of the critic, xt:observed
state, and γ: a discount factor. A neural network is used
in the proposed model. The neural network is trained by
the following training signals that are generated based on
reinforcement learning.

Vs,t = r̂t + V (xt) = rt+1 + γV (xt+1) (2)

as,t = a(xt) + r̂t・rndt (3)

where, Vs,t: training signal for the critic, as,t: training sig-
nal for the actor, a(xt): output of the actor, rndt: trial
and error factors added to a(xt).

In addition, in order to deal with the past information
in the neural network, a recurrent structure is introduced.

critic actor

action

input layer neuron � 8+20

� � ��� � � � 	 
 
 � ��� 
 � � ��� � � � � ��� � �

upper-hidden layer neuron � 10

� � � � ��� 
 � � ��� � � � � � � �

�����

�����

����������

� � � � 
 � 	 � 	 � � 	 ��
 � � 	 � �

selection
� � 
 � � 	 � ��� 	 � � 
 �

generator

TD error calculator
� � 
 � � 	 � ��� 	 � � 
 �

generator

Fig.4 The proposed model using recurrent neural network
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The number of layers is four. The number of neurons in
each layer is 8 in the input layer, 20 in the lower-hidden
layer, 10 in the upper-hidden layer, and 4 in the output
layer. The R,G,B signal of the visual cue are inputted into
the first 3 neurons in the input layer. Since the visual cue
is gray scale from black to white, the values are always the
same among the three neurons. The value was 1.0 in the
single-trial task. In the multi-trial task, it became large
as it approached to the reward such as 0.1 → 0.4 → 0.7 →
1.0. The R,G,B signals of the target color are inputted into
the 4th∼6th neurons in the input layer. The signal to the
input neuron 7 represents whether the monkey touched the
bar or not. If the bar is touched, the signal is 1, otherwise
it is 0. The signal to the input neuron 8 is 1 when the
reward is given, otherwise it is 0. In addition, the direct
connections from the input layer to the output layer were
added. This idea is based on the knowledge that there exist
different paths to the basal ganglia. One is through the
frontal cortex, and the other is not through the area. It is
because the latter is thought to realize an easy linear input-
output relation, and the former is thought to complement
the latter. Moreover, by considering that the output of each
neuron is expressing pulse density, the output function of
each neuron is the sigmoid function whose value ranges from
0 to 1.

The output neuron 1 is used as critic output, and the out-
put neurons 2,3 and 4 are used as the actor output vector.
One of the three actions, ”keep”, ”touch”, or ”release”, is
assigned to each actor neuron. An action is selected sta-
tistically by comparing the values after adding a random
number rnd to each actor output. The random number is
in the range of ± 0.3. BPTT (Back Propagation Through
Time) is used as a learning algorithm for the recurrent neu-
ral network, and the time to be traced back was set to
80 step. Sampling time, i.e., one step, was set to 100ms.
Furthermore, when it transited from the single-trial task
to the multi-trial task, the discount factor was changed as
0.96 → 0.976 since the necessary time steps to the reward
becomes long. Each initial weight from the input layer to
the lower-hidden layer or each from the lower-hidden layer
to the upper-hidden layer was set to a small random value.
All the weights from the upper-hidden layer to the out-
put layer were set to 0. For this reason, at first, an action
is always chosen randomly among the above three actions
because the three actor outputs are the same. As for the
feedback connections, self-feedback connection weights are
set to 4.0, and the others to 0.0. By this setting, the prop-
agated errors by BPTT propagate efficiently without di-
vergence when the learning is traced back in the past, and
two stable equilibrium points can be learned easily. The
value 4.0 is calculated as the reciprocal of the maximum
derivative of the sigmoid function.

4 Simulation rusult

In this simulation, when the learning could be performed
almost completely in the single-trial task, it moved to the
multi-trial task. Here, the number of trials in the single-
trial task was 16500.

4.1 The activation of each neurons

4.1.1 The result after total 20000 trials
First, the activation change of some neurons after 20000

trials, in other words, soon after switching to the multi-trial
task is shown in Fig.5. The results are shown for the case
when the reward is given after 4 successful trials.

The activation of the critic is shown in Fig.5(a). If the
learning is performed ideally, the critic increases exponen-
tially and smoothly toward the time when the reward is
given. However, in this case, the upward trend towards the
reward can be seen only in the reward trial after 6 second.
Henceforth, the upper-hidden neurons 3,4 and 9, which are
considered to contribute to the critic greatly by judging
from the weight value to the critic, are observed. The acti-
vation of them after 20000 trials are shown in Fig.5(b)∼(d),
and the change of the weight from each of the neuron to
the critic are shown in Fig.6. Here, since the upper-hidden
neuron 4 shown in Fig.5(c) has a negative connection to the
critic, the output value is observed after turning the value
upside down. In this case, the critic is expressed mainly
by the upper-hidden neurons 4 and 9 in Fig.5(c),(d) in the
last trial. In each trial except for the last one, since the
reward cannot be got, a large negative TDerror appears.
Therefore, it is thought that the activation was depressed
greatly in non-rewarded trials.
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Fig.5 The response of some neurons after 20000 trials
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4.1.2 The result after total 30000 trials
Next, the activation of each neuron after 30000 trials is

shown. The activation of critic is shown in Fig.7(a). Com-
paring with the previous activation curve of the critic shown
in Fig.5(a), the critic is increasing even before the last trial.
The activation of the upper-hidden neurons are shown in
Fig.7(b)∼(d). In this case, the neuron that did not acti-
vate in the last trial emerged as shown in Fig.7(b). Since
the weight from the upper-hidden neuron 3 to the critic is
large around 30000th trial as shown in Fig.6 as well as the
upper-hidden neuron 4,9, these neurons are contributing to
the critic output. Then the upper-hidden neuron 3 is con-
sidered to be equivalent to the reward expectancy neuron in
the experiment using a monkey. Then, in order to consider
how this reward expectancy neuron is represented, the acti-
vation of the lower-hidden neurons contributing the upper-
hidden neuron3 are observed. Fig.7(e),(f) show the activa-
tions. The upper-hidden neuron3 shown in Fig.7(b) receives
a positive connection from the neurons whose activation is
depressed in the reward trial as shown in Fig.7(e),(f). Each
of the neuron has a negative connection to the neuron which
activates only in the reward trial. This means that they are
contributing to both the reward expectancy neuron and the
neuron which activates only in the reward trial.

4.2 Emergence reason of reward expectancy neuron

From the analysis of the above results, the reason for the
emergence of the reward expectancy neuron is summarized
as follows.
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Fig.7 The response of some neurons after 30000 trials

(1) Just after the transition to the multi-trial task, the critic
is inhibited by a large negative TDerror appeared in each
trial except for the reward trial. The neuron that activate
only in the last trial as shown Fig.5(d) emerged.
(2) When the learning progressed to some extent, the critic
output was required to increase according to the distance
to the goal, and as a result, the reward expectancy neuron
emerged to complement the neurons which activate only in
the reward trial.

5 Conclusion

In this paper, a model that consists of a recurrent neural
network trained based on the actor-critic architecture for
reinforcement learning is proposed. From the simulation of
the model, a neuron that relates to ”reward expectancy”
was observed in the hidden-layer. It is suggested that such
neurons can emerge to realize an appropriate value func-
tion in the transition period from the single-trial task to the
mult-trial task. The relation between the reason of emer-
gence and the function of ”reward expectancy” should be
considered in the future, but we think that the result sup-
ports the idea that reinforcement learning is a main princi-
ple of learning in the brain.
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Abstract 
 
Designing low level recogniser/filters for 
vision systems restricts their potential. We 
show how retinal neurons based on pixel-pair 
sensors can recognise shapes. The next step is 
evolving optimum retinal neurons to support 
the evolution of vision systems that can 
abstract their own higher level constructs. 
 
1. Introduction 
 
Our group is investigating a new vision 
architecture based on a multilayer 
representation [1].This architecture is intended 
to produce machine vision systems that: 
 
• evolve appropriate retinal configurations 
• evolve connectivities to represent spatial 

relationships 
• abstract their own higher level constructs 
• have levels which are integrated by new 

relational mathematics 
 
A key feature of the architecture is a multilevel 
representation, with pixels at the lowest level, 
and objects and scenes at higher levels. 
 
At the lowest layer, configurations of pixels 
respond to objects and are connected to an 
hypothetical neuron that fires when activated 
by appropriate inputs. We call these retinal 
configurations. The outputs of lower level 
neurons feeds forward through the system, 
ultimately allowing objects and scenes to be 
recognised. 
 
 
 
 
 
Figure 1. Inputs to a low-level neuron 
 
Elsewhere [1] we have experimented with 
retinal configurations based on fixed pixel 
positions, as illustrated in Figure 1. Here there 
is a central sensor, surrounded by six satellite 
sensors. The idea is that if the central sensor 
detects darkness, the neuron is triggered. There 
are sixty four light-dark responses for the six 
satellite pixels, ( Fig 2 We assume that there 

are sixty-four associated retina neurons. Once 
the central neuron is triggered, the neuron fires 
if the six satellite pixels match the black-white 
greyscales of the image. Thus, every dark pixel 
in an image responds to one of these sixty-four 
retinal neurons, according to the black-white 
states of its satellite pixels.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.   64 retinal neuron patterns 
 
Figure 3 shows the three shapes used in the 
experiments reported in this paper. Each shape 
responds differently to the retinal neurons. For 
example, the diamond shape has more type-57 
responses than the circle or square, because 
this configuration of the satellite sensors 
responds well to the sloping edges. For a given 
shape, the numbers of responses for each 
retinal neuron can be counted, giving a 64-
element response vector for each shape. 
 

 
 
 
Figure 3. The simple shapes used for our                  
experiments 
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It has been shown that these vectors contain 
sufficient information to discriminate the 
simple shapes, in the context of our 
hierarchical architecture, which is described in 
detail in [1]. 
 
2. Random Neural Pair Generation 
 
An essential feature of our architecture is that 
it must be able to adapt to changes in objects 
and scenes. We believe that this pre-empts 
approaches to machine vision in which  
programmers design a fixed retinal processing 
architecture. In particular we believe that the 
approach typified by our designing the sixty 
four retinal neurons in Figure 2 inevitably 
leads to vision systems that will be limited in 
their recognition ability, and incapable of 
adapting to radically new objects and scenes. 
 
We conclude from this that we need to 
generate the retinal neuron configurations at 
random. There are many questions associated 
with this, including: 
 

• compared to one plus six sensors used 
in Figure 1, how many sensors should 
be connected together to produce a 
retinal neuron? 

• what should be the maximum or 
minimum ‘diameter’ of the neuron? 

• how many neurons are required for 
successful pattern recognition? 

 
To begin our experiments we used pairs of 
pixel sensors connected to hypothetical 
neurons, as shown in Figure 4. They can occur 
at any distance from one another within the 
image, as shown in Figure 4. 
 
 

 
 
Figure 4. The four pixel-pair configurations 
    0 - background-background 
    1 - background-foreground 
    2 - foreground-background 
    3 - foreground-foreground 

There are four possibilities for the pixel pair:  
background-background (0) background-
foreground (1), 2 - foreground-background (2), 
and foreground-foreground (3). 
 
For our experiments, we generated sixty pixel 
pair configurations. These random 
configuration were fixed and used for training 
and recognition. The retinal neurons are 
illustrated in Figure 5. 
 
 
 

10 2 3  
 
 
 
 
 
 
 
 
Figure 5. Pixel pair retinal neurons 
 
Three ‘template’ shapes were generated using 
one shape of each class shown in Figure 3 as 
the training set. If the sensor black-white 
inputs correspond to the fixed black-white 
input configuration of the neuron, then that 
neuron fires. For example, if the neuron is of 
Type 0 and both input pixels are white, the 
neuron fires. 
 
3. Recognising unseen shapes 
 
For a given set of pixel pairs and a given 
shape, the neuron response is recorded as a 
template. These templates are matched against 
unseen shapes and used to recognise them. 
Thus each unseen shape gets a score of the 
number of neurons that were matched and 
fired. We apply a winner-takes all strategy, and 
the shape with the highest number of matches 
is recognised. If two or more shapes have the 
same score, a non-classification is made. 
 

Circle Diamond Square 
88/88 87/88 88/88 

 
Table 1. Recognition of the three shapes 
 
For this experiment we used eighty eight 
examples of each test shape. All the circles, all 
the squares, and all but one of the diamonds 
were correctly recognised ( Table 1). This 
result strongly suggests that this approach of 
matching shapes against randomly generated 
retinal neurons is viable. 
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Trial Circle Diamond Square % 
1 88/88   87/88 *   88/88 99% 
2 88/88   88/88   88/88 100% 
3 88/88   80/88 *   84/88 * 94% 
4 88/88   85/88 *   88/88 98% 
5 88/88   88/88   88/88 100% 
6 88/88   88/88   88/88 100% 
7 88/88   88/88   88/88 100% 
8 88/88   88/88   88/88 100% 
9 87/88 *   88/88   88/88 99% 

10 88/88   88/88   88/88 100% 
 
Table 2. Ten recognition trials (60 neurons) 
 
To strengthen this conclusion the experiment 
was repeated ten times. The results of these 
experiments are shown in Table 2. 
 
These results support the conclusion that the 
randomly generated retinal neurons can be 
used for shape recognition, though they show 
that errors can occur. 
 
In order to see if these results could be 
improved, the experiment was repeated using 
sets of one hundred randomly generated neural 
pairs. The results in Table 3 suggest that 
adding extra neurons can improve the pattern 
recognition performance. 
 
Trial Circle Diamond Square % 

1 88/88   88/88 +   88/88 100% 
2 88/88   88/88   88/88 100% 
3 88/88   84/88 +   88/88 + 100% 
4 88/88   87/88 +   88/88 99% 
5 88/88   88/88   88/88 100% 
6 88/88   88/88   88/88 100% 
7 88/88   88/88   88/88 100% 
8 88/88   88/88   88/88 100% 
9 88/88 +   88/88   88/88 100% 

10 88/88   88/88   88/88 100% 
 
Table 3. Ten further trials with 100 neurons 
 
Not surprisingly, the location as well as the 
type of configuration of the random pairs 
affects performance, as does the number of 
pairs selected. 
 
4. Discrimination by configuration 
 
The next set of experiments is concerned with 
the relative ‘usefulness’ of the different 
configurations.  
 
Table 4 indicates that, as one would expect, 
considering the relatively large shapes we are 
using, that the largest proportion of the 60 
pairs are of type ‘3’, black-black, for each of 
the three template shapes. 
 

 Trial Circle Diamond Square 
1 44 24 56 
2 41 19 54 
3 40 19 53 
4 37 17 53 
5 40 19 56 
6 34 12 55 
7 36 20 55 
8 34 14 53 
9 38 16 55 

10 42 21 54 
 
Table 4. Frequency of Configuration 3 
 
Using just configuration 4 for matching gave 
an improvement in all the scores over the first 
set of experiments (Table 2), and no worsening 
of any score. The performance for diamonds is 
notably better.  
 
So these black-black pairs are being generated 
in sufficient quantity to give reasonably good 
recognition. 
 
Increasing the number of random pixel-pairs to 
100 further improves performance  
 
The next set of experiments restricted the 
permitted configurations to types ‘1’ and ‘2’, 
white-black and black-white. 
 
This gives some slight improvements with 
recognition of diamonds in Trial sets 1and 3, 
but some deterioration in recognition with trial 
sets 3, 4, 5, 7, 9 and 10.   
 
Another factor which is possibly affecting 
performance is that the ‘not 1 and 2’ 
configurations, ‘0’ and ‘3’, are opposites – 
background/background versus 
foreground/foreground, so that grouping them 
together into one type may reduce 
discriminatory ability. In other words, it seems 
that information about ‘edges’ and ‘not edges’ 
without further categorization of the ‘not 
edges’ as ‘shape’ or ‘background’ is 
insufficient for reliable recognition. 
 
Again selecting 100 random pairs increases the 
quantity of type ‘1’ and ‘2’ configurations and 
performance improves correspondingly.  
 
Increasing to 130 pairs brings further 
improvement – 100% recognition for all but 
the diamonds, with one trial giving a marked 
deterioration .  So, in general, even when the 
number of pairs is increased producing more 
type ‘1’ and ‘2’ pairs, recognition is not as 
reliable as for all four configurations or types 
‘3’ and ‘not 3’.   
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5. Distance between paired pixels 
 
So far there has been no restriction on the 
separation of the pixel pairs. In this section we 
investigate whether restricting the distance 
affects the results. 
 
It appears that restricting the permitted 
distance between the pixels in each pair 
adversely affects performance for a given 
number of random pairs.  
 
The recognition experiments were repeated 
with the distance, in both horizontal and 
vertical directions being reduced to <=10 to 
<=5 and finally to <=3. For 60 pixel-pairs  
recognition deteriorates correspondingly.   
 
Increasing to 150 pairs and setting the distance 
to <=10 pixels gives 100% recognition for all 
except the diamonds in one of ten trial sets. 
However, with 150 pairs and any distance, all 
shapes are correctly classified across all ten 
random sets, so restricting the distance appears 
to give no advantage. 
 
One might expect that restricting the distance 
would provide useful ‘local’ discriminatory 
information. Possibly the reason this does not 
appear to do so is the relatively small number 
of pixel-pairs, and the lack of redundancy. 
When more random pairs are generated, there 
is a better chance of gathering enough useful 
information to compensate for this. 
 
6. Informal Discussion 
 
These experiments have addressed a number of 
questions. They have been concerned with 
how randomness might used as the basis of 
recognition and what gives useful information 
in order to develop strategies that able it to 
repeat successful behaviours. 
 
In order to succeed at this, the system needs to 
be able to quantify the amount of information 
is getting from parameters such as distance 
between pixels, their location, the 
configurations they form in combination, and 
so on. It may even be useful to base its 
evaluations on information theory related to 
the inputs and outputs on the various 
connections in some form of hierarchical 
neural network.   
 
However this raises issues such as how to put a 
value on the relative quantities of information 
being conveyed. For example, how would the 
system differentiate between the amount of 
information obtained from a pair of pixels of 

type ‘3’ configuration 10 pixels apart and a 
type ‘2’ configuration pair 60 pixels apart? 
The answer to this probably lies in having 
feedback of some sort about the varying 
strengths of neuronal responses to the different 
input patterns as the system learns. Rolls and 
Deco [2] have recognized the contribution 
information theory can make to understanding 
communications among individual neurons 
and networks of neurons within the brain.        
 
7. Conclusions and the next step 
 
The conclusions from the experiments reported 
here are that: 
 

• randomly generated retinal neurons 
using pairs of pixel sensors can be 
used to recognise shapes 

• increasing the number of neurons 
from 60 to 150 improved performance 

• of the four types of neuron, Type-3 
appears to give the most information, 
but this rather inconclusive 

• restricting distances between sensor 
pairs did not appear to improve 
recognition performance, although the 
performance improved with the 
number of neurons. 

 
These conclusions have to be set in the context 
of the small number of test shapes we have 
used, and their simple nature. 
 
The results support our belief that we will be 
able to use randomly generated neurons for 
recognising shapes and features. In future 
experiments we intend to use evolutionary 
methods to select the most appropriate neurons 
for particular purposes. It is our intention to 
‘breed’ new sets of retinal neurons from those 
that perform best for a given application. 
 
The result that restricting distance does not 
appear to improve performance is particularly 
interesting. Combined with the result that 
increasing the number of neurons improves 
performance, this suggest that evolutionary 
principles can best select the most appropriate 
distances for any particular application, 
provided enough neurons are used. 
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Abstract 
 

Currently, an autonomous self-driving robot is 

expected to provide various services within the human 

living environment. Such robotic technology is 

already seeing practical use in industry and being used 

in industrial applications. But the robots for industry 

only faithfully follow the given motion which human 

make. We are therefore working to develop an 

autonomous personal robot with the ability to perform 

practical tasks in a human living environment by using 

information derived from sensors and a knowledge 

database. 

 

  

1. Introduction 
 

There are many problems to develop autonomous 

self-driving personal robots which can work like 

humans instead of us.  These problems can be roughly 

divided into three categories: (1) how to process 

contextual information regarding the robot’s 

environment; (2) how to form a robot's action plan 

based on this information; and (3) how to correctly 

control the robot using the robot's action plan. The 

purpose of the present study was to develop a way to 

allow the robot to determine its own position and 

posture as related to the above-mentioned problems. 

We have thus developed a visual processing system 

that enables a self-driven robot to advance in a straight 

line. 

The robot’s visual processing system uses only a 

CCD camera and processes the image information 

displayed by that camera.  We have used the Hough 

transformation, which is knot to be able to extract 

straight lines from an image, to extract the features of 

an image. We define the intersection of vertical lines 

and horizontal lines as a  “characteristic point,” and we 

calculate the errors of position that occur while the 

robot is moving along a linear path by using the flow 

of the plotted characteristic points over time. However, 

the system that we previously developed could not 

obtain useful data because the rate at which that 

system acquired the characteristic point was very low. 

Therefore, in the present research, we have included 

additional image processing capabilities in this system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Robot design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Robot appearance 

 

and have developed an algorithm for extracting 

straight lines and characteristic points.  

We explain herein how the additional image 

processing and the improvement of the algorithm 

enhance the stability of the system. In addition, we 

have experimentally evaluated the visual processing 

system for autonomous driving. 
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2. Recognition system and Decision system 

 

The environment for robot activity assumed in 

this study is a finite space such as a family room, an 

office, or a hospital room. Our robot has a map 

showing robot’s sphere of activity, and we call this 

map ‘the finite space map’. The finite space map has 

information including the size of each parameter of the 

map, the initial position coordinates of the robot, the 

coordinates of the movement needed to get to the 

destination, the number of placed objects, and the 

positions and sizes of those objects. The robot can do 

autonomous driving based on the finite space map. 

The finite space map is shown in Fig.3. 

 

In addition, we are developing a recognition 

system that will allow the robot to recognize the 

external environment. The recognition system consists 

of a CCD camera, an optical sensor, and a supersonic 

wave sensor. The supersonic wave sensor primarily 

recognizes unknown objects that don’t exist on the 

finite space map. The optical sensor recognizes 

measurement of an actual distance with an unknown 

object. The recognition system supports the robot's 

autonomous action by using information for each 

device and the finite space map. The composition of 

the system is shown in Fig.4. 

 

 

3. The visual processing system 
 

3.1 Outline of the system 
When the robot moves, the positions in the map 

need to be synchronized with its real position in order 

to correctly reach the desired destination. Therefore, it 

is useful to consider a case in which the robot can't 

correctly drive because of a subtle unevenness in the 

ground's surface and the resulting slight difference in 

the rotation of the right and left driving wheels. In 

addition, we must reduce the error of position 

produced by this case as much as possible. The 

purpose of the visual processing system is to enable a 

self-driven robot to advance in a straight line. The 

visual processing system captures objects on an image 

in order to detect errors in the robot’s position. 

Incidentally, this system doesn't consider large amount 

of error that is produced by disturbances. 

 

 

3.2 System flow of the system 

The system receives an image whenever the robot 

moves a certain distance. At the same time, the system 

generates the flow of characteristic points by 

processing the data obtained from such images. In 

addition, the system analyzes whether the robot could 

advance in a straight line. The flow of this system is 

shown in the following sentences (Ⅰ-Ⅴ). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Map of a finite space 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Processing system for the personal robot. 
 
 
Ⅰ. Image Acquisition  

      The image obtained by the CCD camera is read 

into PC in the robot. The visual processing system uses 

only form extraction processing, and color 

information is not needed. Therefore, we only use an 

8-bit gray-scale image. 

 

Ⅱ. Edge processing 

The system uses Laplacian edge enhancement. 

. 

Ⅲ.  Segmentation processing 

  To limit the extracted data that are required for 

form extraction, the system performs Segmentation 

processing. 

 

Ⅳ. Thinning processing 

      The edge extracted by the edge processing has line 

width. In order to decrease the amount of calculation 

and to stabilize the hough transformation, the system 

performs thinning processing. 
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Ⅴ. Hough transformation and Characteristic point 

The Hough transformation can extract the 

straight lines contained in an image. And we define the 

intersection of vertical lines and horizontal lines as the 

characteristic point.  

 

 

3.3 Processing for extraction of straight lines 
and characteristic points 
      

In this system, the portions of straight lines on an 

image are extracted using the hough transformation. 

However, an actual image consists of many straight 

line portions. By virtue of that, the system produces 

getting unnecessary data. And in the case of extracting 

characteristic points, if the system captures a 

characteristic point that are different from 

characteristic points of the object currently being 

pursued, the system causes errors. These problems 

would directly affect the accuracy and speed of the 

system. So, in order to avoid these problems, we have 

improved processing for extraction of straight lines 
and characteristic point in the visual processing 

system. 

 

■ Processing for extraction of straight lines 
        When the system extracts straight lines, each of 

two processings is working in order to raise accuracy 

and processing speed.  

In case of using the hough transformation, it is 

possible to select the threshold value about the 

reliability of straight lines on an image. The 

processing chooses automatically the threshold value 

until it only extracts the effective data of straight lines. 

The histogram about selecting the threshold value is 

shown in Fig.5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Histogram for selecting the threshold value 

 

The system is restricted to processing rectangular 
objects, as the robot environment generally has many 
rectangular objects.  

        Figure 6 shows the image taken with the CCD 

camera, and the image after edge processing. In 

addition, the bottom part of fig.6 shows the images 

that have been processed to extract straight lines. In 

comparing differences between these two images, it 

can be seen that the one image is normally processed 

to extract straight lines, while the other is restricted to 

extract only a rectangular object.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Processed images to extract straight lines 

 

■Processing for extraction of characteristic points 

The data for characteristic points are actually 

used for detecting errors in the robot’s position. It is 

important in this processing that the characteristic 

points of the objects being moved by robot's drive be 

continuously captured. We have therefore developed a 

processing method that gets the nearest point from the 

former characteristic point on an image as a new 

characteristic point. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 System flow 

 

 

3.4 Evaluation of whether the robot is 
advancing in a straight line 
 

The flow of characteristic points is changed by 
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the state of the robot's driving. Moreover, it is possible 

to calculate geometrically the flow of characteristic 

points in the case in which the robot advances 

normally in a straight line. Therefore, we can evaluate 

whether the robot advances in a straight by comparing 

the actual flow with the theoretically calculated flow. 

 
 
4. Experiment for evaluating the visual 
processing system 
 
       In this experiment, a case in which the robot 
normally advances in a straight line is compared with a 

case in which a gap is intentionally produced. The 

robot has been driven in a flat room using DC motors.  
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Situation of experiment 

 

 

 

We made the robot go straight toward a 

rectangular object and used the system to generate the 

flow of characteristic. The flow of characteristic 

points in the case where the robot normally goes 

straight is quite different from that in the case where 

the robot doesn’t go straight (Fig. 9). We have 

confirmed that the flow of characteristic points drawn 

by geometrical calculation and such flow drawn by the 

visual processing system are similar (Fig. 10). As such, 
we can conclude that the developed system can 

evaluate whether a robot is advancing in a straight line.  
 

 

 

・The case of straight driving           ・The case of not straight driving 

 

 

 

 

 

 

 

 

 

Fig. 9 Flow of characteristic points 

 

 

 

 

 

 

 

 

 

 

Fig.10 The actual flow and the theoretically calculated 

flow  

 
 
 
5. Conclusions 
 

In this research, we added additional image 

processing capability to a robot’s processing system 

and developed an algorithm for extracting straight 

lines and characteristic points. As a result, the 

system’s ability to capture the characteristic points has 

improved remarkably.  

Our results indicate that the system was able to 

output the flow of the feature point well against the 

single object. In addition, the system allowed us to 

evaluate whether the robot is advancing in a straight 

line. 

Our next subject of study for the robot 

processing system involves calculating actual data 

regarding errors in the robot’s position. In addition, we 

must develop a system that allows for feedback control 

of the robot. 
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Abstract 
 

Expanded and advanced functions for a self-driven 

robot equipped with environment recognition and the 

ability to learn using a sensor and a camera are being 

developed. The robot is active in the manufacturing field, 

the medical field, the welfare field, the public field, and 

elsewhere, in each case contributing to a higher quality of 

life. However, it is difficult for the robot to understand the 

human environment because the environment is always 

changing.  

In this research, we are developing an autonomous 

robot that can execute simple directions from a human in a 

particular environment (the home, the office, the sickroom, 

and so on). The autonomous robot will execute an action 

while referring to "finite mapping" when moving around in 

the room. Finite mapping is data about the space in the field 

of activities of the robot. The robot recognizes known 

objects that are shown by this mapping and drives, being 

autonomous. 

 

 

1. Introduction 
 

In  recent years, the rapid development of 

semiconductor technology has allowed the development of 

robots that can perform advanced processing in response to 

complex information input using a sensor, machine vision, 

etc. Various functions are demanded of the personal robot 

using such technology in people’s various environments 

(home, office, a sickroom etc.).  However, developing a 

robot that can fill these requests is difficult. 

In our laboratory, we are developing an autonomous 

personal robot that can apprehend the environment and 

meet the demands of its users. This robot has the known 

information called “finite mapping”. The map has a 

movable range and the information about an objective 

position, and the robot drives with reference to the map. 

However, the position of the map and the robot's actual 

position do not always correspond. Therefore, the robot has 

to aim at   synchronization between the position of the robot 

on the map and the actual robot's position. 

This paper describes "a system for self-driving by an 

autonomous robot" which corrects the position error that 

occurs when the robot moves. This system corrects a 

self-position using the image information acquired from a 

CCD camera. 

 

 

2. Outline of the personal robot 
 

A general view of the robot being developed at our 

laboratory is shown in Fig 1. The composition of the 

self-driving system is shown in Fig 2. This paper explains 

the robot's drive mechanism. 

 

Fig 1. General view of the robot 

Fig 2.Composition of the self-driving system 
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2.1 Composition of the drive mechanism 

 

The robot we are developing consists of a drive 

mechanism of two front wheels and a back wheel, for a total 

of three wheels. The front wheels are attached to the motor 

and are independent on either side, and the back wheel is a 

castor. This method has the advantage of allowing a small 

turn, compared with the steering system that steers the 

wheel of a passenger car.  

DC servo motors are used for the robot's drive 

mechanism, and position control and speed control are used 

for the control system of the drive mechanism. It is possible 

to determine the amount of movement when the robot 

drives from one known position to another by using position 

control. Using speed control, the robot can apply load for a 

fixed time and can drive it continuously. That is, it is 

possible to move a load from place to place at the speed 

specified.  

The robot moves based on the specified position and 

speed. 

 

2.2   System for self-driving 
 

By this self-driving system, in order to perform an 

operation determined, action patterns are generated. And 

the system transmits the data for the drive to the drive 

mechanism. Based on past research, the robot was able to 

aim at the synchronization of the self-driving system and 

the drive mechanism.   

Now, we have developed an image-processing system 

and an error correction system. Using the image 

–processing system, a robot acquires an image using a CCD 

camera and performs image processing. The error 

correction system has the job of detecting the position error 

generated at the time of the robot drive, with reference to 

the data obtained from the image-processing system.   

 

The finite mapping  

 

The environment assumed by this research is a 

limited space, such as a home, office, or sickroom, and the 

given space is the range within which the robot can move.   

When objects (furniture, a desk, shelves, etc.) exist in 

the space where a robot drives, they are described on the 

map of the limited space as known objects. The robot refers 

to the map.  Evasion course calculation is attained by feed 

forward. Therefore, the robot’s efficiency of autonomous 

drive processing is raised. The finite mapping has 

parameters indicating the size of the map and the objects, a 

robot's initial position condition, target position coordinates, 

and object arrangement coordinates. 

Sample the finite mapping is shown in Fig 3. 

 

 

Action pattern determination system 

 

When it has a target position specified, the robot has to 

calculate a course and has to generate an action pattern. By 

this system, the robot refers to the information on the finite 

mapping, searches for the course to the target point, and 

creates a set of data for driving. The robot drives based on 

this data.  

Moreover, in consideration of the position error 

searched for by the error correction system that we have 

developed, the robot includes performing feedback control 

into the calculations. Using this control, the robot should be 

able to drive in spite of position errors. 

 

Fig 3. Sample the finite mapping 

 
 
3. Consideration of position errors 
 

When a robot moves, an error occurs in the mismatch 

between the position of the robot in the finite mapping and 

the robot’s actual position. When the robot goes from a 

stopped state to a moving state, the fact that an unstable 

state is in control of a motor is cited as a cause of this error 

generation.  

The robot at a stopped state needs excessive torque 

compared with the state where it is moving. Since power is 

not well transmitted at this time, an error arises in position 

and speed control of each motor. Then, each motor is 

converged on the position and speed of the inputted target 

by feedback control. However, it takes time until each 

motor converges on the target. Therefore, the robot moves 

in an unstable state. 

Because of this error, the robot performs unstable 
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movement at the time of initial action, and the robot has 

produced an error in the target value and the actual position. 

 The moving distance (pulse) of each drive motor and 

its relationship to timing are shown in Fig 4. 

 

Fig 4 Relation between move distance and time 

 
 

4. Image-processing system 
 

     In order to cope with the problem of error generation 

described in the preceding paragraph, the robot has to detect 

its actual position. Therefore, when a robot acquires image 

data using a CCD camera, the system in which the 

surrounding environment is recognized can be developed. 

This system extracts the characteristic point of the target 

object. And the extraction is repeated and the data flow of 

the point is created. The characteristic point is defined as 

the information on the corner of the object obtained from 

image processing.  

The flow of an image-processing system is shown in 

Fig 5, and the results of processing using the 

image-processing system are shown in Fig 6. From the 

image data of the Hough transformation, as shown in figure 

6 (d), a linear intersection is calculated. This point is 

extracted as a characteristic point. At the time of movement, 

a robot repeats processing of Fig 5 and plots the flow of the  

characteristic point. The robot recognizes the environment 

based on the flow. 

 

Fig 5. Image-processing system 

 

 

 
 
5. Error correction system 
 
5.1 Geometric calculation for the acquisition of 
Position information 

 

The error correction system calculates a robot's position 

from the feature point and a robot's move distance. As 

shown in Fig 7, let picture coordinates be o-xy coordinates, 

and let camera coordinates be O-XYZ coordinates. As for 

camera coordinates and picture coordinates, the following 

relation is realized: 

 

 

The x-coordinate of the picture obtained from image 

processing of an initial state is set to x1. If the x-coordinate 

of the picture obtained when a robot z advanced is made 

into x2, the following expression of relations will be 

realized: 

 

 

 

 

 

Therefore, it turns out that the present robot's position 

(X, Z) can be predicted. 

Fig 7. The relationship between picture coordinates 

and camera coordinates 
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A characteristic point flow computed from the relation 

between a robot and an object is shown in Fig 8. This 

figure is the flow by which the robot moved as the ideal. 

By comparing with the flow of an ideal state the flow 

obtained by image processing, the robot computes the 

position error. 

 

Fig 8. characteristic point flow 

 

5.2 Consideration of error correction 
 

 By introducing this system, a robot's position 

information can be acquired and error compensation can be 

attained. However, this is during motion, when a robot is 

stabilized. As shown in Fig 4, gaining stability takes about 1 

second. At this time, a robot's driving speed is 0.5 

m/second.  By the time it goes into a stable state, it has 

moved at least half a meter. 

In areas such as a corridor, this system will have little 

difficulty. However, error detection is difficult if the robot 

is moving in a confined space where distances are 

comparatively short. Therefore, detected errors must be 

discovered very quickly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions 
 

When the autonomous drive personal robot moves, a 

problem arises because coordinates change with respect to 

objects in the environment. We have proposed an error 

correction system to solve this problem. This system uses a 

information on the motion distance acquired from a image 

data and the drive mechanism, and the system computes an 

error. However, when a robot's move distance is short, it 

cannot fully respond. A system to detect position errors 

immediately is needed. 

We have studied the unstable action generated as a 

cause of the error at the time of initial movement of the 

robot. In the future, we will analyze the drive parameter at 

the time of the robot’s initial movement and then build a 

system that can perform action stabilized by the robot. 
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Abstract 
  In this paper, ZMP (Zero Moment Point) of biped 

walking robot is explained. OpenHRP2 (AIST) is used 

for walking pattern simulation. The purpose of this 

research is to calculate the theoretical value and actual 

value of ZMP. Firstly, the reference ZMP of the robot is 

calculated from CoM (Center of Mass) and CoM position. 

Then, the actual ZMP of the robot is calculated from 

Force/Torque sensor value. Next, the reference ZMP is 

compared to the actual ZMP. Finally, the robot walking 

pattern behavior is controlled by restoring the actual 

value of ZMP to the theoretical value of ZMP. 

 

1. Introduction 
Recently, biped walking robots are widely known and 

concerned by mass media such as TV or magazines. 

People are interested in robots such as “ASIMO”, 

“QRIO” and “PINO”. Impressively, these robots are 

expected to be used for transportation device at complex 

environment such as steps. Therefore, biped walking 

robots are studied by many research institutions. 

Two years ago, research of biped walking robot has 

been done for the first time in our laboratory. Then, in 

order to study biped walking robots, a robot composed of 

microcomputer and servo motors was developed. By 

assigning the command value of each joint or servo 

motors, “Static walking” of the biped robot was 

successfully done.  

However, a lot of servo motors were broken because 

of overload during the experiment. In order to save the 

coot of servo motors, the robot walking pattern was 

verified using simulator. 

In this research, ZMP concept is applied for “Dynamic 

walking”, so that “Static walking” will be successfully 

done by the actual robot. For this purpose, the theoretical 

value and the actual value of ZMP is calculated. Then, 

the robot walking pattern behavior is controlled by 

restoring actual ZMP value to theory ZMP value. 

 

2. Simulation environment 
2.1 OpenHRP2 

OpenHRP2 (AIST) is used for walking pattern 

simulation. OpenHRP2 is composed of “Dynamics 

server”, “Controller server” and etc. These servers are 

distributed object system that used CORBA (Common 

Object Request Broker Architecture). Each server is 

mounted as CORBA object. 

Computer specification is Windows2000 for OS and 

AMD Athlon™ Processor (1000.04-MHz) for CPU.  

 

2.2 Robot model 

  Robot model is created by 3D modeling language 

called VRML (Virtual Reality Modeling Language). 

Robot model that has been used for walking pattern 
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simulation in this research is shown by Fig.1. One leg 

has 6 DOFs (Degree of Freedom), and 4 steps forward 

pattern is used for walking pattern of this robot model. 

This simple robot model is used for walking pattern 

simulation, so calculating the ZMP value of the robot is 

focused in this research.  

  
Fig.1 Robot model 

 

3. Reference ZMP 
3.1 ZMP simple model 

 
Fig.2 Inverted pendulum model on sagittal plane 

 

  Inverted pendulum model on sagittal plane is shown as 

ZMP simple model by Fig.2. Firstly, Eq.1 is obtained 

from dynamic equation of horizontal and vertical 

direction about mass point. 
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Secondly, Eq.2 is given by ZMP definition that total 

momentum around ZMP is zero. 

0) =−− zx fZMPxzf （          (2) 

Finally, Eq.3 is derived from Eq.1 and Eq.2. 
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By changing x  to y , Eq.3 can adapt to lateral plane. 

3.2 ZMP robot model 

  Eq.4 is obtained by expanding Eq.3 to each link of 

robot. 
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where n is total number of piece of robot link. By 

replacing x  with y , Eq.3 can adapt to lateral plane. It 

is shown as Fig.3 that the reference ZMP on sagittal 

plane is calculated by running the walking pattern 

simulation using Eq.4.  

 

Fig.3 Reference ZMP on sagittal plane (used Eq.4) 

 

  It is shown as Fig.4 that the reference ZMP is widely 

oscillating in walking. It is cited as a factor that solutions 

are underspecified, so there are two variables ( zx, ). It is 

thought that optimization problem is solved. But, in this 

paper, it is decided that this problem is replaced with 

pseudo ZMP for simplicity. The following, pseudo ZMP 

is explained. 

 

3.3 Pseudo ZMP 

  Eq.5 is given by representing gravity M  of the 

whole robot in Eq.4. 

)(
)(
zgM

zxMxzgMxzmp &&

&&&&

+
−+

=         (5) 

At this moment, attention should be paid to z direction of 

gravity position of walking pattern. By assuming that z 

direction of gravity position stays constant, z  and z&&  

in Eq.5 can be simply transformed into 

height 0.45[m] 
weight 13[kg] 

DOF leg 6×2, arm 7×2, 
body 3 (total 29) 

step 4[steps] 

F:  force effecting mass point
from floor 

g:  gravity 
a: mass point acceleration

effecting to direction of
resultant of F and g. 
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)(consthz ref=  and 0=z&&  in Eq.6. 

g
xhgx

x ref
zmp

&&−
=             (6) 

By changing x  to y , Eq.3 can adapt to lateral plane. 

Simulation results using Eq.6 is shown by Fig.4. 

 
Fig.4 Pseudo ZMP using Eq.6 

 

At x  direction and y direction of ZMP, the results are 

displayed by Fig.4. It is taken that x  direction ZMP 

moves to forward and y direction ZMP is shifting on 

supporting leg while the robot is walking. We understand 

that x and y ZMP are greatly amplified at about 4 and 8 

seconds. From here, it is obtained that walking pattern of 

the robot does not go well and the robot movement on 

the floor taking extra time about 4 and 8 seconds. 

Therefore, x&&  of Eq.6 amplified widely by moving on 

the floor. 

  As described, theory value of ZMP of robot is 

calculated from gravity position and acceleration. This 

theory value of ZMP is called the reference ZMP. 

 

4. Actual ZMP 
  In this topic, the actual ZMP is introduced. By 

A.Goswami, CoPZMP =  (Center of Pressure) is 

verified in 1999. Therefore, ZMP is calculated by 

measuring CoP of sole. And so, it is thought that CoP, or 

ZMP, is measured from Force/Torque sensor value of 

sole of the robot.  

 

Fig.5 Foot model of robot on sagittal plane 

 

  Foot model of robot on sagittal plane is shown by 

Fig.4. Moment of force around ZMP is expressed by 

Eq.7. 

0=−τFx                (7) 

Eq.7 is rearranged to Eq.8. 

F
x τ
=                  (8) 

The actual ZMP is calculated from x  in Eq.8 and 

sensor position information. By replacing x  with y , 

Eq.8 is able to be used for lateral plane. 

  Simulation result using Eq.8 is shown by Fig.6. 

 

 
Fig.6 The actual ZMP using Eq.8 and  

sensor position information 

 

The actual ZMP of x  direction and y  direction are 

shown as Fig.6. It is taken that x  direction of ZMP 

F: vertical component of
floor reactive force at
sensor position 
τ : torque at sensor position
x: distance between sensor
and ZMP 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 661



moves to forward and y direction of ZMP is shifting on 

supporting leg while the robot is walking. We understand 

that x and y ZMP greatly amplified when supporting leg 

shifts on next leg. This is because F in Eq.8 becomes 

much lower to almost zero in changing supporting leg. 

Therefore, x  in Eq.8 is made larger became F near to 

zero. 

  As described, measuring value of ZMP of the robot is 

calculated from CoP and sensor position information. 

This measuring value of ZMP is called the actual ZMP. 

 

5. Comparing the reference ZMP  
with the actual ZMP 

  The reference ZMP calculated from Eq.6 is compared 

with actual ZMP calculated from Eq.8 for walking 

pattern simulation. Result of the comparison is shown by 

Fig.7. 

 

 
Fig.7 Comparing the reference ZMP with the actual ZMP 

 

x  direction and y direction are shown by Fig.7. It is 

understood that by comparing two graphs, two ZMPs 

follow the similar track. Comparing two ZMPs in detail, 

about x direction of ZMP, the actual ZMP when 

simulation starts and finishes, or in dumping and 

pumping hip, amplify in comparison with reference ZMP. 

This indication shows that the upper body of the robot is 

on the point of falling to back or front. At y direction of 

ZMP, it is also understood that the actual ZMP gets larger 

than reference ZMP at one leg supporting period. Also, 

this indication shows that the upper body of the robot 

leans to left or right.  

 

6. Conclusion 
  In this paper, ZMP concept for “Dynamic walking” is 

observed. Firstly, the reference ZMP of the robot is 

calculated from CoM (Center of Mass) and CoM position. 

Next, the actual ZMP of the robot is calculated from 

Force/Torque sensor value. Finally, the reference ZMP is 

compared to the actual ZMP. 

  We understood that the reference ZMP and the actual 

ZMP used for walking pattern in this research have a 

slight difference in track. However, more stable walking 

pattern is obtained by bringing the actual ZMP close to 

the reference ZMP. 

As for the future reference, it is thought that the actual 

ZMP is brought closer to the reference ZMP by using 

feed back control. For example, after actual ZMP is 

obtained around the reference ZMP by accelerating hip 

position according to error between the actual ZMP and 

the reference ZMP, walking pattern behavior of the robot 

is controlled by handling the reference ZMP. Finally, 

optimization problem should be overcome, too. 
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Abstract 

A bipedal walking robot and a humanoid robot are developed 
in various research organizations in recent years, and research 
towards utilization is done. Under the environment which has 
irregular ground or various road surface, also the bipedal 
walking robot and human, working and living together, need to 
be studied, so that the bipedal walking robot will be able to 
respond to multiple conditions. By doing so, it was considered 
that generating the walking orbit which can respond to the 
walking movement on the irregular ground which is the purpose 
of this research have been achieved. In this paper, using a 
simulation, the walk orbit in leveling is generated and it verifies 
whether it can walk with the level of differences created 
virtually. 
 
1. Introduction 

A bipedal walking robot and a humanoid robot are developed 
in various research organizations in recent years. Currently, 
research organization is working toward the utilization of this 
technology and manage to attract public society. By studying 
and learning from biological model, in this case human, is the 
direction of the bipedal walking robot. You may say that the 
dynamic bipedal walking in reproducible leveling was realized 
at present although having to be regarded as an actual thing like 
the directions of bipedal walking robot or humanoid. However, 
the technical study of bipedal walking robot movement been 
conquered completely [1][2]. 

On the other hand under the environment which has irregular 
ground or various road surface, also the bipedal walking robot 
and human, working and living together, need to be studied, so 
that the bipedal walking robot will be able to respond to multiple 
conditions. There are various methods, [3][4] such as using the 
linear inverted pendulum mode which fixed ZMP, in orbital 
generation of the irregular ground, using moment as 0=N . 
However, in order to perform an irregular standpoint line, the 
orbit control of the center of gravity is indispensable first. And 
there are some which fix the height of the center of gravity and 
the height of the ground [5], and are generating the orbit by the 
research which is carrying out orbit control of the center of 
gravity. However, I fix the position and the ground of the center 
of gravity, and think that the walk in the irregular ground is not 
possible. Then, by paying attention to the center of gravity 

vibration by the velocity which is one of the fall reason, target 
velocity was set up and it is considered as controlling, advancing 
or translation velocity to converge on the target velocity. This is 
operating ZMP and controlling the center of gravity, and is 
transposing the problem which determines the orbit of the center 
of gravity to the problem which determines the orbit of ZMP.  

By doing so, it was considered that generating the walking 
orbit which can respond to the walking movement on the 
irregular ground which is the purpose of this research have been 
achieved. In this paper, using a simulation, the walk orbit in 
leveling is generated and it verifies whether it can walk with the 
level of differences created virtually. 
 
2. Generation of orbit 
2.1 The equation of a strict model [5] 

First, gravity and the anti-power of a floor act on a bipedal 
robot. The anti-power and the moment of a floor can be 
described using the position of ZMP (Zero Moment Point), the 
inertia power of the whole body, and the gravity which are 
defined on floor. Balance of the circumference of the X-axis and 
Y-axis on the basis of the center of gravity uses the next 
equation. 

cggndcgcgZMPcgx

cggndcgcgZMPcgy

yzzmgzyymN
xzzmgzxxmN
&&&&

&&&&

)())((
)())((

−++−−=

−−+−=   (1) 

Here, T
zyx NNNN ],,[:=  is the moment which acts on the 

circumference of the center of gravity. And L  is the angle 
quantity of motion of the circumference of the center of gravity. 
And T

cgcgcg zyx ],,[  is a center of gravity position. And 
T

gndZMPZMP zyx ],,[  is in ZMP. m is the mass of the whole body. 
g  is the size of gravity acceleration. 
 
2.2 Assumption 
 Approximation is taken as assumption conditions is one and it 
is the moment N  of the circumference of the center of gravity 
produced by change of a posture. The anticipation value )(~ tN  
is calculated beforehand. 

NN ~
≅                     (2) 

Since a moment is not correctly obtained until it determines 
actual movement, an error is included in an anticipation value. 
However, if the influence which it has on ZMP of the error is 
settled in the grade which does not jump out of a support leg, it 
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is thought that the problem by approximation will be produced 
as a result. 

The next equation will be obtained, if the above assumption is 
applied to the equation (1) of the model. 
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The center of gravity generation is performed based on the 
equation (3) of an approximation model. 
 
2.3 The formulization in question 

The center of gravity orbit is a problem which attains the 
center of gravity position and center of gravity velocity of the 
specification with the appointed time, and is expressed with the 
next equation. 
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Here, 0tt =  is the time specification of Ttt += 0  at the 
present time. For specified center of gravity position ),( cgcg yx  
and the appointed center of gravity velocity by ),( cgcg yx &&  
above equation will become as shown below. 
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 Since a center of gravity position and ZMP have the relation 
of the equation(3), by ZMP operation,it shows that a center of 
gravity position is controllable. By applying ZMP, center of the 
gravity orbit can be obtained. However, the range which can 
operate ZMP with the behavior is limited inside a support leg. 
 
3. Simulations 
3.1 Orbit marking 

In order to decide the position of a leg, the target orbit of the 
imagination body is considered. The position of a leg is arranged 
along this target orbit. A target orbit makes the starting point a 
position, velocity, a present angle, and present angular velocity. 
And in order to make it converge on the target speed and target 
angular velocity which were specified, it is made constant 
angular acceleration and constant acceleration. And an orbit 
which becomes uniform angular velocity and uniform velocity 
from the middle is made. 

Moreover, the length of the grounding term one of the both 
legs and the length of the grounding term of both legs are 

decided beforehand. It asks for the time of the center of both the 
leg grounding term according to the schedule. And a landing 
position is decided near the point in the time on a target orbit. 
 
3.2 Modeling  
  By aiming at the orbital generation, 
the simplified model is used. A front is 
the X-axis, a horizontal axis is the 
Y-axis and, as for this model, the 
vertical axis is the Z-axis. A hip joint is 
3flexibility, a knee joint is 1flexibility 
and, as for flexibility, the leg joint has 
2flexibility. (Fig.1) 
 
3.3 An environmental setup of the irregular ground 

An environmental setup of the 
irregular ground creates the level 
differences of height (0.1[m] and 
0.05[m]) virtually as the first phase. 
Moreover, sidewall is made leveling. 
 
3.4 Walking conditions of the model 
 The conditions of the model of the bipedal walking robot are 
shown below. 
・Time in one step＝0.5[s] 
・The rate of both legs grounding term in one step＝0.2[s] 
・Maximum acceleration＝0.4[m/s2] 
・Maximum angle acceleration＝3.0[rad/s2] 
・Distance from the target orbit to the landing position of a leg
＝0.02[m] 

 
4. Results 
4.1 Walking pattern and Advancing translation velocity to 
target velocity, Velocity of center of gravity 

Fig.3 is the walking pattern at the time of leveling. A closed 
example and Fig.5 show the displacement of center of gravity 
velocity to Fig.4 for the advancing translation velocity to target 
velocity. 

    
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 The irregular ground
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Fig.3 Waking pattern (Height of ground = 0.0[m])

(a) Right leg grounding term

Fig.4 Advancing translation velocity to
target velocity 

Fig.5 Velocity of center of gravity

(b) Left leg grounding term
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Fig.1 Bipedal walking 
robot model 
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The walk pattern was able to obtain the walk stabilized mostly. 
Although target velocity is not as expected, by referring to Fig.3, 
it turns out that acquaintance and uniform velocity are mostly 
maintained at target velocity. Although Fig.4 is a figure showing 
the velocity of the center of gravity, it turns out that it is walking 
maintaining a certain fixed center of gravity velocity. Therefore 
the stabilized walking pattern is studied. 
 In case the height of the ground goes up, which the level 
difference is 0.05[m] as shown in Fig.6. And Fig.8 show the 
displacement of center of gravity velocity to Fig.7 for the 
advancing translation velocity to target velocity. 

   
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Although the walk pattern was shaky, it was maintaining the 
walk orbit. Since the center of gravity movement was the range 
which a support leg can bear, the walk orbit which overcomes 
the level difference of 0.05[m] was generable. By referring to 
Fig.7, it turns out that advancing translation velocity is over a 
few to target velocity compared with the walk at the time of 
leveling. Although center of gravity velocity was carrying out 
the velocity rise at the moment of going up a level difference, 
the width is the width of the inside which can be walked and 
seldom affected the walk pattern. (Fig.8) 

Next, walk form in case the height of the ground goes up the 
level difference which is 0.1[m] is shown in Fig.9. And Fig.11 
show the displacement of center of gravity velocity to Fig.10 for 
the advancing translation velocity to target velocity. 

   
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 

 
 

For the walking pattern, the model collapse at the beginning, 
because putting the left leg on the difference level and carrying 
the right leg. Although it has balancing translation velocity to 
target velocity, it has balancing translation velocity clearly 
beyond target velocity. Moreover, center of gravity velocity has 
generated a double velocity, when rising a level difference as 
compared with the walk at the time of leveling. Therefore, I 
think that the rise of this velocity caused a fall. It is observed that 
this double velocity caused the model to fall. 

 
4.2 Displacement of the center of gravity (Form by each 
road surface) 
 The displacement of the center of gravity position in each 
road surface form is shown in Fig.12. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
The displacement of the center of gravity position in each 

road surface is compared. Since the displacement of an almost 
fixed center of gravity position is shown at the time of leveling, 
as walking pattern, it turns out that it is possible within the limits. 
Moreover, it is considered that this vibration occurred since the 
contact power of the sole and the floor in sidewall is vibrating. 
Next, for 0.05[m] and 0.1[m], when the center of gravity 
position rises at a level difference in both, the center of gravity 
position is changed completely. If by comparing these two levels, 
although change of a center of gravity position may be sharp at 
the moment of rising level difference at 0.05[m], after that, the 

Fig.6 Form of a walk (Height of ground = 0.05[m]) 

(a) from front view (b) from side view

Fig.7 Advancing translation velocity to 
target velocity 

Fig.8 Velocity of center of gravity
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Fig.9 Form of a walk (Height of ground = 0.1[m]) 

(a) from front view (b) from width view

Fig.10 Advancing translation velocity  
to target velocity 

Fig.11 Velocity of center of gravity
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Fig.12 Displacement of the center of gravity 
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change of a center of gravity position will not be much, and it 
turns out that there is none. However, while rising the level 
difference of 0.1[m], it can grasp that it is intense in center of 
gravity movement. Too, the rise of center of gravity velocity led 
to change of a center of gravity position. And it turns out that a 
result to reverse was brought. 
 
4.3 Displacement of Moment 

The displacement of moment in each road surface form is 
shown in Fig.13. 
It turns out that the moment in the height 0[m] and 0.05[m] of 
the ground is maintaining fixed width mostly, and there is no 
influence of center of gravity portion. However, it has generated 
clearly, and by comparing the moment of the circumference of 
the center of gravity in 0.1 [m] with 0[m] and 0.05[m], 3 [Nm] it 
has slight a difference. It is the moment produced since this had 
advancing translation velocity clearly beyond target velocity, 
and since the influence which the error has on ZMP has jumped 
out of the support leg, I think that it is the cause of a fall. You 
have to control generating of this moment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4 Displacement of Hip Angle 

The displacement of the waist angle of Hip Angle in each 
road surface form is shown in Fig.14. 

When the height of the ground is 0[m] as it understands, even 
if it sees a Fig.14, the difference of the maximum angle is 
10[degrees], when it is 0.05[m], it is 20[degrees], and in the case 
of 0.1[m], it is 40[degrees]. The angle at the time of 0[m] and 
0.05[m] is the displacement of the angle within the limits which 
can maintain a walk pattern. However, at the time of 0.1[m], 
since the displacement of a center of gravity position had 
become large as the displacement of the center of gravity 
position of the foregoing paragraph also showed, displacement 
of the angle of the waist was enlarged for it as a method of 
prevention. And it was going to do by force and is going to 

maintain the walk pattern at an angle of the waist. It is one of the 
causes of moment generating. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. Conclusions 

From this research, it is observed when the height of the 
ground was 0 [m] and 0.05 [m], the orbit of the walk which 
follows a target orbit was able to be generated. However, since 
the moment of the circumference of the center of gravity 
occurred, 0.1 [m] brought a reverse result. In addition, since the 
contact power of a sole and a floor occurred, the burden of each 
joint supporting a robot became large, and a result which affects 
the vibration and the walk orbit in a center of gravity position 
was brought. From research observation, for the moment control 
produced by velocity rise, velocity control is performed and the 
moment of the circumference of the center of gravity is 
controlled. Also, you have to consider generation of the orbit 
which performs an interference check etc to the contact power 
of a sole and a floor. 
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Fig.14  Displacement of Hip Angle 
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Abstract 
This research aims at capturing a mobile robot the 

environment information of based on the picture obtained 
from the CCD camera carried in the mobile robot, and 
carrying out the stable autonomous run. This paper 
considers the technique of image processing with the CCD 
camera for an autonomous run, and the basic experiment of 
a run. 
 
 
1.Intoroduction 

In the recent years, the introduction of robot was bean 
considered in various fields. Various functions were bean 
required and the robot use was expanded. One of the 
functions requires environmental recognition and 
avoidance of an obstacle. In order to develop such robot, 
this laboratory, for some time, has mainly respond to the 
field of welfare and nursing. A mobile recognition robot 
has been researched and developed [1][2][3]. 

This research is aimed at capturing the surrounding each 
environment information of mobile robot based on the 
pictures obtained from the CCD camera carried in the 
mobile robot, and carrying out the stable autonomous run. 
This paper considers the technique of image processing 
with the CCD camera for an autonomous run, and the basic 
experiment of a run. 
 
 
2. Exper iment System 

The robot which is being used in 
this research was manufactured by 
incorporated company DENKEN in 
2000. The figure is shown in Fig.1. It 
consists of 2 drive 2 caster (2DC2W) 
systems. The mobile robot is 
equipped on the right and left with the 
driving wheel, auxiliary caster rings 

at the front and back, a driving 
wheel on either side rotates by DC 

motor. Equipped with the rotary encoder of resolution 80 
(Pulse Per Resolution) beside the driving wheel, and 
counting the number of pulses, the right-and-left 
independence can be achieved and a wheel can be 
controlled. The difference in the rotation speed of a 
right-and-left driving wheel performs a steering function. 
The CCD camera (EVI-G20: Sony) is carried by the height 
of about 130 [mm] at 55 degrees of perpendicular 
directions at the head. The picture obtained from the 
camera is taken in by the memory on an image-processing 
board (FDM-PCI3: FOTORON). 
 
 
3. Model of mobile robot 

The mobile robot figure used in this research is shown in 
Fig.2.[2][4]。The mobile robot is a system, which drives a 
driving wheel on either side by another actuator, and is an 
independent driving wheel type and PWS (Powered Wheel 
Steering). 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
If the thickness of a wheel is disregarded and sets the 

distance from a body center to a wheel is d, and the radius 
of a wheel r, and the grounding speed of a wheel VR ,VL , 
and a rotation angle of a wheelφR ,φL , it can write. 
 

Fig. 1 View of The  
Mobile robot 
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Fig. 2 Model of mobile robot 
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 (c) Edge Image 

 
     (1) 

                   (2) 
               (3) 

 
Moreover, if the actuator which drives a wheel regards it 

as the control input of this system as (V,ω) (φ
．

R,φ
．

L)that 
by which speed control is carried out, it can express a 
relation with generalization coordinates in the following 
forms. 
 
 
 

 (4) 
 
 
 
Moreover, the equation below a equation (4) is obtained 
and this means the Nonholonomic restraint that a wheel 
does not sideslip [4]. 

0cossin =−
••

θθ yx             (5) 

 
 
4. Image Processing 

The picture is taken in from a CCD camera, it is a 
picture expressed with a total of 24 bits of 8 bits each of 
RGB. It is very hard to treat RGB for correlation to be 
strong in each and acquire the feature from a picture. Then, 
in order to treat the feature from a picture independently as 
much as possible, the following equation performs LHS 
conversion of lightness, hue, and the saturation. 
 

BGRL 144.0587.0299.0 ++=            (6) 
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Also in this, L picture serves as a numerical value 

mostly proportional to the strength of the brightness which 
man's eyes feel, and used only this picture also for 
improvement in the speed of processing. 

Edge detection was performed in order to ask the 

luminosity picture like the point for an objective boundary 
and an objective outline. First, the difference the operator 
is using and it asked for the strength of the edge between 
each pixel. Next, if smaller than the value L with the 
difference of the strength of edge altogether and it was 
white and except it, the figure was displayed as Edge 
Image as black. It turns out that an objective boundary and 
an objective outline are called for to some extent. 
 

 

 
 
 
 
5. Driving Exper iment 

In order to run at the rate of following a course 
linearly and a target, the experiment run on a mobile 
robot was conducted the following condition. 
 
・ Target number of rotations：8（pulse/0.1s）In order 

to carry out a wheel one revolution in 1 second 
・ Run a mobile robot only by Proportional control. 

This is because it is shown that number of rotations 
reaches to a target value only in Proportional control 
by research of the past mobile robot [3].  

 
The number of rotations of an actual wheel is shown in 

Fig4.The equation of speed control of the wheel at this 
time has become like (11) equation, 0 has become the 
maximum and 255 has become the minimum. Moreover, 
the value to which applied the deviation by (9) equation 
and which applied the proportionality parameter to the 
deviation by (10) equation is expressed as an amount of 
operations. 
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Fig.3 Image Processing 
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Although the value of target number of rotations was 
mostly detectable, it has checked carrying out amplitude 
slightly. Therefore, it is necessary to examine the optimal 
parameter using PI, PID control, and still newer control. 
 
 
6. Obstacle Avoidance Exper iment 

The obstacle avoidance experiment was actually 
conducted in the environment, which is said to the method 
of the forward left as the 1st obstacle, and is said to the 
method of the forward right as the 2nd obstacle. At this 
time, target speed in case there is no obstacle was set to 
15.7 [cm/s]. 

 
Giving imagination repulsive potential between the edge 

portion of a picture, and a robot’s center performs the 
obstacle avoidance. 

Since the picture is using only the left-hand side of the 
camera carried in the robot, it turns out that the center of a 
picture and a robot's center have shifted. When the size of a 
picture serves as width 160 [pixel] and length 120 [pixel], a 
horizontal axis is set to i and a vertical axis is set to j by 
making the upper left into the starting point, a robot's 
center will be located in the position which is i= 93 pixels. 

The equation, which gave repulsive potential so that it 
might become so large that a robot's center and edge 
portion are near, is shown in (12). At this time repulsive 
potential in i=93-160[pixel] is made into Uo_r and 
repulsive potential in i=1-93[pixel] is made into Uo_l. 
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Since an actual distance in the portion of the bottom of a 

picture is 240 [cm] at this time, an actual distance in the 
portions of 126 [cm] and the top is rectifying the horizontal 
axis using (13) and (14) equation. 
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When Uo_r is larger than Uo_l and an obstacle exists in 

right-hand side, load is given to left_speed, and the left is 
revolved. Conversely, when Uo_l is larger than Uo_r and 
an obstacle exists in left-hand side, load is given to 
right_speed, and the left is revolved. The equation at this 
time is shown in (16). 
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Thus, change of the number of counts of the encoder 

when carrying out speed control has become like Fig.6. In 
about 8 - 13 seconds, it turns out that the left number of 
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Fig. 4 Right Wheel Rotation Number  
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Fig.6 Wheel Rotation Number  
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counts is larger than the right number of counts, it circled 
on the right, and the 1st obstacle is avoided. Next, it turns 
out that the right number of counts became larger than the 
left number of counts in about 18 - 22 seconds, it circled on 
the left, and the 2nd obstacle is avoided. Since an obstacle 
does not exist in a screen, by 4 [pulse / 0.1s], it is stabilized 
after 23 second and it is carrying out the going-straight run.  
 
 
 

 
 
 
 
 
 
 
 

 
 
7. Conclusions  

Imagination repulsive potential was given to the speed 
of a wheel using the edge information on the picture 
obtained from the CCD camera, and carrying out speed 
change performed the obstacle avoidance run on a smooth 
orbit. 

As a problem, after avoiding an obstacle, it will go 
straight on with an angle as it is. Imagination repulsive 
potential will receive influence not only in distance and a 
size with an obstacle but in the pattern and. 
 I decide a target point from now on, and think that the 
run stabilized by taking in not only imagination 
repulsive potential, but also imagination attraction can 
be performed. 
 
 
 
 
 
 
 
 
 
 
 
 

References 
[1]Syuiti Otsu, Masanori Sugisaka : Research on the 
environmental recognition in a mobile robot ， Oita 
University Graduate School Master Paper(2003) 
[2]Syohei Kuriyama , Masanori Sugisaka : Development of 
the mobile robot run system using dead reckoning and 
vision information，Oita University Graduate School 
Master Paper(2003） 
[3]Toshio Maeyama , Masanori Sugisaka : The obstacle 
avoidance run in the mobile robot using the CCD camera，
Oita University Graduate School Master Paper(2002) 
[4]Tsutomu Mita：A guide to nonlinear control - Be lacking 
driving robot's skill control theory ， Syokodo , 
pp61-63(2000) 
[5]Yoshihisa Hiyama , Kenji Murao , Yoshio Yamamoto : 
Flexible collision avoidance maneuver of wheeled mobile 
robots , Japan Society of Mechanical Engineers [No.03-4] 
Robotics and Mechatronics Division lecture meeting 
collected papers(2003) 

countl _
countr _ 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 670



������� ��� 	
� �
�������� ����������
������
� �������
�

������
� ��
����� �

�������



�������� ������ ��	�
��� 
����� 
�
�	�� ����� ����� �������

���������� �� ������� ������������ ���	�� ��	������ �� 
���������

������ ����
��	�� �� !�""�� #����
�!����$ 	�����%����&
������&��&'�

��������

�� ���� �������	 
���
�������
�� ��	 	
�
������
��
�������	 �

������
�� 
������ �����	� ��� ��	�������
���

������
������� ������� ��	 ��� ���
�
������ ��
��� 
������ �����	� ���� ���� ����� �� �����
������
�� ��
� ������ �� ������� � 	
�
��� 
������ �����	 
���
�
	��
�� �
������ 
��������
�� �� ���
�������� ������

������ ������ ����� ��� ���
�
������ �� ��� �������	
�����	�

� �
��
�����



��	������� ������� ����

���� ��	������� ���

���
 ��
������� !������ "�� !#� ��� ����
��	 �� ��$�

�������� ����� 
� �
��� ��������
���  ��� ���	�

�� ����� 	����

� ��	 
������ �� �� ! ���� ����
�������	 %&'()� ������� ��� �����
������ ���	
�� ���
���� � ����
�� ���� �������	 
���
�������
�� ��	 	
�
�����

�
�� *������	 +

������
�� ,������ "*+,# �����	�
��� �� ! %-'.)� ��	 ��� ���
�
������ �� ��� *+,
�����	� ��� 	����������	 �� ��
�� � /���
�� ���
	������� ����� �
�� ����

�� ������ 0��
�$ ���
�����
��� ����� 
� 1
�� &� 2���� 
� �� 	
�
������
�� 
���

1
�� & 1����
�� 0��
�$ ��	������� �����

���� �����	 ��� �� ! ��
��� ��� �������	 �����	�
2�� ���������
�� �� ���� 
������ �����	� ��� �
�
�
���� ������� ���
�
�� ��	 ����

�� ���	��
$ ��
�� �� ���
	
�
���� ����
�� 
����� ��� ����������� !� �� ���� ����
����	 � ��� 	
�
������
�� *+, �����	 ����� ���	�
��
$ ��
�� 
�� ��� 
�	
�
	����� %3)�
4���� 
� ��� 
��� �� �
������ 
��������
�� �� ���

�
�������� ��� 
������ 
���� 
����� �� ��������� 
���

�����	� !�� 
� ��
� ������ �� ������� � 	
�
������
��
*+,�����	 
���
	��
�� �
������ 
��������
�� �� ���
�
�������� 2� $��� ���� ���� �
������ 
��������
���
	��
��	 ���
�
�� �� ��� ���

�� 
� ��	
��	 ����	 ��
��� 	�����
���� �� ��� ���
�������5� 6�
��
�� ����
��
2�� ���
�
������ �� ��� �������	 �����	 
� ����� ��
�����
�����

 �
����
� ( )

2�� ��	������� ����� ��	�� ���	 
� ��
� ����� 
�
����� 
� 1
�� 0� �� ��� � ����� ���� "���

��# ��	

����
�����	


�

��

�����

�����
�����


�����

��

��

��

��

��

�	

� 	

��

��

	��

	

�

�

	

�

�

�	

�

�

�

�

φ

Σ

φ

φ��

��

�

��

�

�� �

�

�

�

�

Σ

Σ

Σ

1
�� 0 0��
�$ ��	������� ����� ��	��

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 671



0�781 ���
������� ���� 
�� ���� 
� � ����

�� ������
2�������� ��� ������	 �� ��� ���� �� ����
	� �������
�
�� ��� ���
�
�� ��	 ���
��	� 
������ �� ��� ����� !���
���� ���	 
� 1
�� 0 �� �������9

�� 9 
����
�� 
���	
���� �����
�� 9 ��� �
�$ 
���	
���� ����� "� : ;� &� 0< �
�$ ;
����� ����#

�� 9 ������ �� �
�$ �
�� 9 �����
�� =�
�� �����
�� 9 ���
�
�� ��
��� �� ��
�
� �� �� �
�� �����
�
�� ��

�� 9 ���
�
�� ��
��� �� ��	��
� �� ���
������� �
��
�����
� �� ��

>�� 9 ���
�
�� ��
��� ���� =�
�� � �� 
����� �� �����

�� �� �
�$ � �
�� �����
� �� ��

>�� 9 ���
�
�� ��
��� ���� =�
�� � �� 
����� �� �����
��
� �� �
�$ � �
�� �����
� �� ��

�� 9 �������� ���
� "� : &� 0� (#
� 9 ������ ���� ��
�
� �� �� �� ��������

1
���� ���� 1
�� 0 � �
�� 	��
���
�� �� �� 
�

?�� : � ?�� @� ?� "&#

����� �� : %��� � ��)
� ��	 � : %��� ��)� � � � ����

��	� � ���� ��� ����

�� 
���
��
�� �� ���
��	� �����
�� ���� ��	 =�
�� �������

A���� ��� � ��	 � �� � �
���� ��	 �� ������� ���
������ �� ��� ����� 
�
��	
�� ��	��	����

 �		�	
���� ������ 	�� ��	 �		�	 
����
� ������ 
�� �� �
�$
�� 2���

�:%��� ��� ;)
� :

��
���

��� "0#

�:%;� ;� 	�)
� :

��
���

"
� @ 
��#��@>����� "(#

����� �� : �
�"
�� @	��#B�� ��	 
� 
� ��� ����
�� �
�$ �� �
� 
� ��� 
���	
���� �����������
�� ����
�
���� �� �� �� � 
� 
� ��� 
����
� ������ �� �
�$ �� � 
�
��� ��
� ����
�� B�� : �� @ �� � >��� �� 
� ��� ����

��
��
��� �� �
�$ � �
�� �����
� �� ��� �� : %;� ;� ?��)� �

1��� �C�� "&#�"(# ��� ������
�� �C���
�� 
�� ��
����
��	9

� : %��� ��� 	�)
� : � ?�� @� ?� "-#

����� � � ���� ��	� � ���� ��� ����

�� 
�
��	
��
��� �		�	 ����	�� ��	 ��� �		�	 
����
� 
�� �

�� ��� ������
��� ��� 	��� ���
� ��	 ������ ��
=�
�� � 
�� �� ��������� ����������	 �� ������� %D�E)9

��� :
�

0
���


�

� ��

�

���������>��� "F#

��� :
�

0
���


�

� ��

�

>�����������>�� ".#

����� �� : �� @ �� � >��� ��	 � 
� ��� /�
	 	���
���
���


� ��� 	��� 
��Æ

���� 
� 
� ��� �
	�� �� �
�$ ��
1����������� ��� ����
���
���� ��	 ������� ���
��

�
�
�� �
�$ � ��� 	��
�
��	 �� �������9

�	� : "
�
�#

� "��� �
�#�� "3#

�	� : "
�
�#

� ">�� � ���� � >�� �
��# "D#

����� �� 
� ��� ������ �� �
�$ � ��	 � 
� ��� ����
���
�
���� �

������
�� ��
����

! �

��
� ����
�

�� ��
� ��
�
��� �� ������� � 
������ �����	 �� �� !

���
	��
�� �
������ 
��������
�� �� ���
��������

��� ������� 	
� %3)

7
������
��
�� �C�� "&# ��	 "-# �
�� �����
� �� �
���
��� ������
�� �C���
�� 
�� �� ����
��	9

� "�#�"�# : �"�# @ � "�#� ?� "�#�"�# "E#

�����

� :

�
� �� �

� �

�
� � :

�
G��
G�

�
�

� :

�
G��
G��

�
� � :

�
?�



�
� � :

�
?��
?�

�

��	 ?� 
� ��� �������� ���
� 
�
��	
�� ��	��	����


���
� ��	 ������ �� ��� �������� ��

� �
� �� ��� ������
7
�
���
H
�� �C� "E# �� � �����
�� ���
�	 � � ��	

�����
�� �"�# ��	 ?� "�# �� ��� ��
$���	 ����� ���
����
���
��� �� ����

� "�#�"� � &# :
&

�
%�"�#� �"� � &# @ �� "�#

� �� "�#�� "� � &#��"�#) "&;#

����� � :
�
?��
�
� ?���

��
� A��� ���� 
�������
���� �
��

	���� 
� 
����	�
�	 �� �C� "&;# ��	 ��� 	
�
���� �
��
�� 
� ������
���	 �� ��
1�� �C� "&;# ��� 	��
��	 �

������
�� 
� 	����	 ��

��"�# :
&

�
���"�# %��"� @ &# � ��"�#

@ ��
"�# @ �� "�#) "&&#

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 672



�����
�
"�# : ��"�# � �"�# "&0#

��	 ��"�# 
� ��� 	��
��	 ����� �� �"�#� �:	
������
"� : &� � � � � F# 
� ��� ����

�� ���	��
$ ��
� ����
��
1��� �C�� "&;# ��	 "&&# �� ����

�� "�#��"� � &# : �
"�#� �
"� � &# @ ��
"�#

� ��� "�#� � "� � &#�

@ �� "�#�� "� � &#��"�# "&(#

����� ��"�# : ��"�# � �"�#� +����
�� � "�# �
� "��&# ��	 � "�# � � "��&# ��� ��� �����
�� ���
�	�
�C� "&(# 
�� �� ����
���� �� �������9

�� "� @ &#��"�# : �"� � &#� @�� �
"�# "&-#

����� � 
� ��� ������	 �
�� ��������� 1��� �C� "&-#� 
�
�� 
� ����
��	 �� ���
��� ;� �� �&� ��� 
��������
� ��
��"�# �� H��� �� � ���	� �� 
���
�� ��	 ��� �������� ��
� "�# ��� ����	�	� �
"�#�
 "��	# 
�� �� ������	�
1����������� ��� 	��
��	 ����

�� 
� 	����	 ��

��"�# :
&

�
���"�#� ��"� � &# @ ���"� � &#� "&F#

����� ��"�# : ��"�#��"�# ��	 �"�#:%��� "�#� �
�
� "�#)

� �
��"�# 
� ��� 	��
��	 ����� �� �"�#� �:	
������ "�:&�
� � � � F# 
� ��� ���
�
�� ���	��
$ ��
� ����
��
1��� �C� "&0# ��	 "&F# ��� ������
�� �C���
�� 
��

�� ����
��	9

��
"�# :
�
� � "� � � # ���

�
��"�# "&.#

����� �"�# 
� ����
�	 �� ��� ��
$���	 ����� �������

���
��� 1��� �C� "&.#� 
� �� 
� ����
��	 �� ���
���
;� �� �& ��	 ��� 
��������
� �� �
"�# �� H��� �� �
���	� �� 
���
��� ��"�#�
 "��	# 
�� �� ������	�

��� 
�������� �� �������� ������������

�� ���� ���$� �� �� ! 
� 
� 
���
	���	 ���� ���
���

�� 
� $���
�� ��� 
�
�
�� ����� 	��
�� ���
�����
�
��� 2���� �� $��� ���� ���� �
������ 
��������
�
�� �� ���
�������� ��� 	��
��	 ����� �� ���

�� 
�
��	
��	 �� ��
�� ��� 	�����
���� �� 6�
��
�� ����
�
�"�#:	���"�# �� ���
��������
2�� 	��
��	 �
���� �

������
�� �� ���

�� G��� :

%G��
�� G����)
� 
� 	����	 ��

G���� :

�	


?������� ?���� � "�� 
 � � �� @ �#
; "������
��#
� ?������� ?����� "�� 
 � � �� @ �#

"&3#

����� � 	������ � �� �� ��	 ?���� 
� ��� 	��
��	 �����
�� ��	��
� �� ���
�������� ��� ��	 ��� ��� ��� �
��
�� ��� �
�� ���� ��"�#� ��
���� ���� ��	 ������� ����
��� ��������	 �� �����
�
����� �� 
� ��� �

������
��
�
���

��� �������

��	
� 


��	
� �

�	
� 


�	
� �

��� ������

���� ��
�

��������

����������

��������

�����

��� ���
���

�����

 �	!��

��������

 �	!��

1
�� ( ,��������
�� �� ��	������� ����� ������

2���� & I���

�� ���������� �� ��	������� �����

J��� K
�$ & K
�$ 0
 ��� %$�) 0.�;- -�0F &�0(
 ����� �� 
����
� %$� ��) &�(( ;�&E ;�;&0
K
�$ ������ "� ��
�# %�) ;�0 ;�0F ;�0F
K
�$ ������ "� ��
�# %�) ;�D& ;�;- ;�;-
K
�$ �
	�� %�) ;�-0 ;�&0 ;�&0
+		�	 ����"�# %$�) 30�3 &�(& ;�&
+		�	 ����"�# %$�) .�0D (�F3 0�D(
+		�	 ������ �� 
����
�
%$� ��)

&�;F ;�&& ;�;.

7��� 
��Æ

���"�# &�0 ; ;
7��� 
��Æ

���"�# &�0 &�0 &�0

" #$������
�

�� ��
� ��
�
��� �� ���
�� ��� ���
�
������ �� ��� ����
����	 
������ �����	� ��� �����
���� 
� 	����

1
�� ( ����� � 
��������
�� �� �����
������ ����
���� I���

�� ���������� �� ��� ��	������� ����� ���
����� 
� 2���� &� 2�� 	���
�� �� ��� ������� ��� 	��
���

 �C���
�� �� ����� ��	 �������� 
����
���
��

�
��� ����� 
� %-)�
2�� �����
���� ��� 
���
�	 ��� ��	�� ��� ����

���
�� 
��	
�
��� 2�� 	��
��	 ��	��
� ���
�
�� ���
��� �� ����� � ����
��� ���� ���� ��� 
�
�
�� ���
�
�
�� �� ��� ������� 8� ��� ����� ���	� ��� ���


	��
��	 ���
�
�� ��	 ���
��	� �� ���

�� ���� ��� ��
��� 
�
�
�� ������� ��	 ��� ��������	 �� ��� 	�����
�
���� �� 6�
��
�� ����
� ��� �� : ;�-F� 2�� ����
��
�� ���
�	 ��� �:&L.;%�) ��	 ��� ���	��
$ ��
��
���� � : 	
���;�.� ;�.� ;�0F� ;�0F� ;�0F� ��	 � :

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 673



	
���;�.� ;�.� ;�0� ;�0F� ;�0F�� 1����������� ��� 
�
�
�
�� �����
�� ������ �� ��� ����� ���� �� :���0%��	)�
��:��(%��	) ��	 ��:�F��&D%��	)�
2�� ���

�� �����
������ ������ 
� ����� 
� 1
�� -�

1��� 1
�� - 
� 
�� �� ���� ���� ��� ��	��
� �� ���
�
������� ��	 ���� ������ ��� �������
� ���=�
���
�� 
�
��
�� �� ��� 
�/���
� �� ��� ��	��	����

 ���
�� ��	
��� ���
$
�� ������ ��� ���� ������ 2�� �����
����
��� ������ ����� ���� ��� 
������ ���������
� 
�� ��

������	 �� ��
�� ��� �������	 �����	�

% �

�����



�� ��
� ������ � 	
�
��� *+, ������ ��� �� ! ���
�������	� 2�� �����
������ ������ �����	 ��� ���
�
�
������ �� ��� �������	 �����	�

��	���
���

%&) 2� ��  
K�
� �� ���� M�����
����� 
� ��� ,����
	
����	 ,������ �� �� ��	������� +��L���

��
!�����N� ���������	 
����	 �� O����� +
�	��


I���
������ ��� 0&( ' 0(0� &EE.�

%0) P� +�������
 �� ���� M2��
$
�� ,������ ��� ��	���
����� ���

��� ��
������� !������ �
�� ����

��
���
���
��N� 
��� �� ������� ����� ���� 0F� A��
(� ��� (EE ' -&(� 0;;;�

%() A� !��$�� ��	 2� O� I�		��� M,���	
����	  ���
�
�� I����
�� ��	 ,������ �� +��������� ���
	������� ���

��� ��
������� !������ !��=�
� ��
7��� 8��
�
H��
��N� 
��� �� ������� ����� ����
0.� A�� 0� ��� 00D ' 0(E� 0;;&�

%-) !� Q���	� ��	 !� !������ M*������	  ��
�� *���
,������ �� �� ��	������� *���� �
�� ����

�� I���
��� 0�K
�$  ��
�������N� ����� �� �
�� ���� ���
0(; ' 0((� 0;;0�

%F) !� !������ M7
�
��� ,������ �� �� ��	�������
*���� �
�� ����

�� I����� 0�K
�$  ��
�������N�
����� �� �
�� ���� ��� F0- ' F03� 0;;(�

%.) !� !������ O� !�
���� ��	  � 2������ M������

���� �� 7
�
��� *+, ��� �� ��	������� *����
�
�� ����

�� I����� 0�K
�$  ��
�������N� �����

�� �
�� ���� ��� ((3 ' (-;� 0;;-�

%3) !� !������ O� !�
���� ��	  � 2������ M7
�
�
��� *������	 +

������
�� ,������ �� ��	�������
���

��� ��
������� !������N� ����� 
��� �����

��� ��	����! ��	���	� I��� �9 *����

� ��	  ��
�
�� ,������� ��� 0& ' 0.� 0;;-�

%D) J� KR����C�� ��	  � 6� *

���	� M7����

 +�����
�
� �� �  ��
������� 
� � 1��
	 ���
�������N� 
���

�� 
����� 
�	�� ���� &(� A�� (� ��� 00& ' 0(&� &EE-�

%E) !�  
 
���� �� ���� M�Æ

��� 7����

 !
�����
��
�� �� ��	������� ���

�� �
�� � *����

  ��
���
�����N� 
��� "���	� ��	��# $��# %������� ���� 0F�
A�� D� ��� &&E- ' &0;.� &EEF�

�0.5 0 0.5

�0.5

0

0[s]3[s]7[s]10[s]

Target
Actual path

Y
 [m

]

X [m]

of end-tip

Actual path of vehicle

"�# ���
��

Y direction

X direction
x10�3

�5

0

5
P

os
iti

on
er

ro
r[

m
]

0 5 10 15 20�� [s]

"�# ���
�
�� ����� �� ��	��
�

0

3

6

| d
et

(
J)

|

x10�1

0 5 10 15 20�� [s]

"
# 	�����
���� �� �

�1

0

1
Y direction X direction

�
0 d

(k
)

x10�1

..

0 5 10 15 20�� [s]

"	# 	��
��	 �

������
�� �� ���� ���
�
��

�3

�2

�1

0

1

2
Y direction

X direction

 P
os

iti
on

 e
rr

or
[m

] 
A

tti
tu

de
 e

rr
or

[r
ad

] x10 �2

Attitude

0 5 10 15 20�� [s]

"�# ���
�
�� ��	 ���
��	� ����� �� ����

1
�� - �����
������ ������

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 674



 

 

Modeling of Pneumatic Artificial Muscle Actuator 
 

Huailin Zhao*,**,***(zhao_huailin@yahoo.com)   Masanori Sugisaka*   Datai Yu** 
* Department of Electrical and Electronic Engineering, Oita University 

** School of Information Engineering, University of Science and Technology Beijing 
***Zhengzhou University, China 

 

Abstract: This paper mainly developed the static model 

of pneumatic artificial muscles in theoretically. From its 

physical model, the geometrical model was turned up, 

and the mathematical model was established. It discussed 

the contraction ratio, formulated the force output as a 

function of gas pressure and the structure parameters, 

and analyzed the stiffness. 

 

Key word: Pneumatic artificial muscles, static model, 

contraction ratio, force output, stiffness 

  

1. Introduction 

In recent years, a new kind of artificial 

muscles-pneumatic artificial muscle (PAM) has been 

developed [1][2]. It consists of a rubber tube covered in 

tough braided fibre mesh, which shortens in length when 

inflated with compressed gas. Sometimes it is also called 

as air muscles, because usually the used gas is air. It can 

generate enough force and maintain proper compliance at 

the same time-a little like real muscles [3][4]. So, it can 

be used as the actuator in robots, so that the actuator will 

inherently behave a little like animals. Sometimes it is 

just called as pneumatic artificial muscle actuator. Fig. 1 

is a photo of a pneumatic artificial muscle actuator made 

by Robot Shadow Company [4]. Fig. 2 is its enlarged 

part view. 

Based on the possible applications in robots, it is 

necessary to establish its models. This paper is going to 

set up its static mathematics model. 

 

 

 

 

Fig. 1 Pneumatic artificial muscle 

 

 

Fig. 2  Physical structure 

 

2. Geometric model 

A piece of pneumatic artificial muscle can be 

geometrically modeled as a cylinder. Of course the 

cylinder can change its volume when gas pressure is 

applied. The non-cylindrical end effects are ignored, and 

the thickness of the braided mesh is assumed to be zero. 

The dimensions of this cylinder are the length L, 

diameter D, and the interweave angle θ. Neither of these 

dimensions remains constant, because all the three 

parameters will change when it contracts or extends. 

Assuming inextensibility of the mesh material, the 

geometric constants of the system are the mesh thread 

length b, and n-the number of turns for a single thread. 

The interweave angle θ is the angle between the thread 

and the long axis of the cylinder (look at Fig. 3). θ 

changes as the length of the actuator changes. The 

relationships between these parameters are shown in Fig. 

4. 
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Fig. 3 Geometrical model 

 

 

Fig. 4 Structure model 

       

Now let’s formulate the relationship between the 

length L and the angle θ.  

 L=bcosθ         (1) 

 nπD=bsinθ        (2)       

The cylinder volume V=πD2L/4, combining (1) and (2), 

    V=b3sin2θcosθ/(4πn2)       (3) 

The minimum length (the maximum contracted 

length) should arise when the actuator’s volume gets to 

its greatest, because this results in the equilibrium of the 

system. So, at the equilibrium point, there should be: 

dV/dθ=0 

Based on (3),  

 dV/dθ = (2sinθcos2θ-sin3θ)b3/(4πn2) 

      = 0 

Then we get 

θmax ≈54.7° 

We can say that the cylinder gets to the maximum of 

its volume when the interweave angle changes to 54.7°, 

or we say that the actuator gets to the greatest contraction 

by applied gas. 

By now the geometrical model has been established. 

Besides, the contraction ratio Rc is one of the most 

important characteristics. Now we can calculate it: 

Rc = (L0-L)/L0 

           = (L0-bcosθmax)/L0          (4) 

Here, Lo is the relaxed length, or called it free length. 

To two pieces of the same kind of pneumatic artificial 

muscles in different lengths, their interweave angle 

should be same. Therefore, 

 L10=b1cosθ 

 L20=b2cosθ 

 Rc1=(L10-b1cosθmax)/L10 

     =1- L10/b1cosθmax 

    =1- cosθmaxcosθ0 

 Rc2=(L20-b2cosθmax)/L20 

     =1- L20/b2cosθmax 

    =1- cosθmaxcosθ0 

Where, θ0 is the interweave angle corresponding to the 

relaxed length. So, 

    Rc1 = Rc2 =constant 

This means that their contraction ratios are same to two 

actuators with the same structure in different lengths. 

 

3. Static model 

Because it is a kind of motion-generating device, we 

should try to find the force expression as a function of 

the related factors. Probably the force F has relationship 

with gas pressure, because the actuator acts when gas 

pressure is applied. Besides the relationships between the 

force and the length, interweave angle and so on will be 

developed too. 

Here we use a simple energy analysis. It is assumed 

that the actuator is a conservative system in which the 

work in (Wi) is equal to the work out (Wo). The losses 

will be accounted for later. Work is input to the actuator 

when gas pressure is applied to the inner bladder surface. 

dWi=∫Si (Pabs-Patm)dli*dsi 

=( Pabs-Patm) ∫Sidli*dsi 

=PrdV        (5) 

Where,  

Pabs = Absolute internal gas pressure 

Patm = Atmosphere pressure (a little more than 1 bar) 

Pr  = relative gas pressure 
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si = Total inner surface 

dsi = Area vector 

dli = Inner surface displacement 

dV = Volume change 

The output work arises when the actuator shortens due 

to the change in volume. 

 dWo=-FdL        (6) 

Now the ideal system assumption can be applied. The 

work input to the system should be equal to the work 

done by the actuator. 

 dWi= dWo 

Combining (5) and (6), 

     PrdV=-FdL 

So,  

 F=-PrdV/dL 

=-Pr (dV/dθ)/(dL/dθ) 

=Prb2(2cos2θ-sin2θ)/(4πn2) 

 =Prb2(3cos2θ-1)/(4πn2)       (7) 

 

When θ=54.7°, F= Prb2(3cos2θ-1)/(4πn2) =0. So please 

note that at the maximum interweave angle 54.7° the 

force output of the actuator is zero. In another word, the 

force output will be zero at the greatest contraction. 

Besides, under the condition of Pr is constant, when θ is 

equal to its minimum cosθ gets to its maximum, so F will 

get to its maximum. We denote the maximum of F as 

Fmax, therefore, 

Fmax = Prb2(3cos2θ0-1)/(4πn2), 

θ0 is the interweave angle when the actuator is relaxed. 

Besides, in (7), based on Fig. 4, we can imagine the 

diameter D will get to its maximum Dmax when θ=90°. 

Then 

b=nπDmax 

Take this into (7), it will become: 

 F=πDmax
2Pr(3cos2θ-1)/4       (7’) 

 

The geometric variables used above provide a 

straightforward calculation, but to use the resulting 

equations in practice, they need to be modified, because 

the parameters b and θ are not easy or convenient to be 

measured. Now let us discuss this. If the cylindrical mesh 

is opened and laid flat, the weave geometry is easily 

observed (Fig. 5). The shape of the weave quadrilateral is 

governed by the interweave angle θ and the quadrilateral 

side length l. 

 

Fig. 5 The weave mesh structure 

 

The cylinder length L and circumference C of the 

actuator is easy to be formulated by the following 

formulas: 

 L = 2Alcosθ        (8) 

C = 2Blsinθ        (9) 

Where:  

A = number of lengthwise quadrilaterals 

B = number of circumferential quadrilaterals 

Since the circumference can also be expressed as πD, so 

there is: 

 πD=2Blsinθ 

 D=2Blsinθ/π       (10) 

Recall equations (1) and (2), 

 L=bcosθ 

 D=bsinθ/nπ 

Comparing (1) and (8), (2) and (10) results in the 

following: 

 b=2Al        (11) 

 n=A/B        (12) 

Therefore, to practically characterize an actuator only 

the quadrilateral size and count are necessary. Now let us 

try to remove θ from the equations. It is difficult to sense 

the interweave angle during operation of the actuator. 

But it is much easier to measure the length. If the 

equations can be rewritten in terms of force, pressure, 

and length, then they will be more useful, because these 
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variables can be measured most easily. Recall the 

triangle from Fig. 4, and note that the length of side 

opposite to angle θ has been rewritten in terms of b and 

L. 

 

 

Fig. 6 The triangle relationship 

 

The relationships between θ, L, and b can be 

expressed as:        

 cosθ=L/b         (13) 

 sinθ=(b2-L2)1/2/b         (14) 

Substituting these relationships into the volume (3) and 

force (7) equations, 

 V=L(b2-L2)/(4πn2)        (15) 

 F=Prb2(3L2/b2-1)/ (4πn2)       (16) 

It is easy to imagine that pneumatic artificial muscles 

act somewhat like springs. We know that the spring has 

an important parameter-the constant elasticity coefficient. 

Does the actuator exhibit the same property – the 

constant stiffness as the spring? According to the concept 

of stiffness, it is simply a derivative of force with respect 

to length. 

K=dF/dL 

Differentiating (16) with respect to L, 

K= Prb2(3L2/b2-1)/ (4πn2)dPr/dL + 3PrL/ (2πn2)    (17) 

The first term (dPr/dL) is the most difficult to formulate. 

When the valves are closed, the pressure changes 

proportionally with volume according to gas laws. As a 

result, the relationship dV/dL would need to be 

developed. However, when the gas valves are opened, 

this relationship (dPr/dL) is even more difficult to model. 

But we think that the pressure change as a function of 

length is small, and can be neglected. Besides, there is 

some space in the inlet hose, and it can help to cause the 

pressure change to remain minimal through the 

actuators’ range of motion. In this case we can assume: 

 dPr/dL≈0        (18) 

So, actuator stiffness is now given by 

 K=3PrL/(2πn2)          (19) 

Or solving (16) for Pr and substituting the result into 

(19), 

 K=6F/(3L-b2/L)       (20) 

 

4. Conclusion 

From the above theoretical analysis, we can conclude: 

 Pneumatic artificial muscle is a linear motion 

engine, because the force output is proportional 

to the stimulating gas pressure (see (7)); 

 To a constant gas pressure, force output is 

related with the length. And it will become zero 

when it gets to the shortest length (see (7)); 

 The stiffness is not constant. It changes with 

both the gas pressure and the length; 

 To determine actuator state, only two of the 

parameters are needed: gas pressure, length, 

force, or stiffness. The other two can be 

calculated from the above formulas. 
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Abstract

This paper proposes a control system design for soc-
cer robots based on the immune system. The immune
system is a kind of engineering model imitating the
human immunity action. It has some features such
as self-optimization by learning, and easiness in dy-
namic reconfiguration of robots themselves. Thus, the
immune system can be effectively applied to robot con-
trol in dynamic environments.
The immune system is applied to construct the soc-

cer robot control system for RoboCup. First, applying
the immune system to the obstacle avoidance problem
of the mobile robot, we demonstrate its validity in sim-
ulation. Next, we execute 3 to 3 soccer plays by the
soccer robots in simulation. These results show that
the immune system is useful for robot control.

Keywords: immune system, dynamic environments,
RoboCup

1 Introduction

The problem in development of industrial robots
until now is focused mainly on the improvement of ac-
curacy and speed in robot motion, due to the use of
robots in static environments such as automated fac-
tories. However, for robots which will infiltrate our
daily life from now on, it is necessary to cope with
dynamic environments which are continually changing
around the robots. In addition, it is important to de-
velop the capability of cooperative behavior between
robot-robot and between robot-human.
In order to promote research on these problems, we

have dealt with RoboCup [1] as an international robot
soccer game. And we now try to design a new soccer
robot control system by applying the theory of im-
mune system (IS) which imitates the human immu-
nity action. The IS has some features such as self-
optimization by learning, and easiness in dynamic re-
configuration of robots themselves. Thus, this system
can be effectively applied to robot control in dynamic

environments. Kondo, et al. proposed applying the IS
to action control of an autonomous mobile robot [2].
However, there are still a few examples of application
of the system to continually changing environments in
which robots are tasked with a job.
In this paper, we apply the IS to soccer robot con-

trol in the RoboCup small league section, and show a
possibility of designing a robust robot control system
which can flexibly cope with dynamic environments.
First, a simulation is performed for obstacle avoidance
of a small mobile robot in which the IS is installed as
a controller. Furthermore, it is demonstrated to im-
prove the capability of obstacle avoidance via a learn-
ing mechanism of the IS. Secondly, the other simula-
tion of 3 to 3 soccer plays is performed, in which the
IS is used for both of obstacle avoidance and action
selection. Then, we show to improve the performance
of soccer play via the learning mechanism of the IS.
Finally, we give the conclusions.

2 Immune System

2.1 Summry of Immune System

The IS is a kind of engineering model imitating
the human immunity action. The human being has
complex immume responses via multiple mechanisms.
Here, we pay attention to the immune network, i.e.
network between an antigen-antibody and between
antibody-antibodies which is based on the idiotypic
network hypothesis proposed by Jerne [3]. We will
construct the IS based on Jerne’s hypothesis.

2.2 Dynamics of Immune System

The model equation which represents the behavior
of the immune system is given by Kondo, et al [2]. We
modify this in the following form :

ri(t+ 1) = ri(t) +

(∑N

j=1
TijAj(t)

N
+mi − ki

)

·Ai(t) (1)
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Fig. 1: Application of IS to robot control

Ai(t+ 1) =
1

1 + exp{β − ri(t+ 1)}
(2)

where Ai is the concentration number of antibody i, ri
is the parameter to determine Ai, Tij is the immune
network parameter which represents the relationship of
stimulation and suppression between antibodies i and
j, mi is the reaction between antibody i and antigen,
ki is the number of natural death, N is the number of
antibodies, and β is the threshold value. After being
updated by mi,

∑N

j=1 TijAj , and ki, the concentration
number of antibody i is normalized via the sigmoid
function in eq.(2).
In our robot control, the IS is used by considering

that the antigen is an environmental information such
as a target point and an obstacle, and the antibody is
the movement direction to be selected by a robot. For
example, to antibody 1 (Ab1) we give the following
command, “when a target point exists in the forward
direction, move forward”. On the other hand, to anti-
body 2 (Ab2) we give the following command, “when
an obstacle exists just in front, move left”.
Let m1 be 1(0) in the case that the target point

exists (does not exist) in the forward direction. Sim-
ilarly, let m2 be 1(0) if the obstacle exists (does not
exist) in front of the robot. On this setup, the antibod-
ies concentration is continuously calculated by eqs.(1)
and (2) from initial values Ai(0) = 0, ri(0) = 0. This
calculation is finished when one of antibodies concen-
tration exceeds the fixed value decided previously. The
antibody who has eventually the highest concentration
determines the movement direction of the robot.
Unfortunately, it is quite difficult to give suitable

network parameters Tij because of a huge number of
the combination of Tij . Thus, we need an optimiza-
tion method of Tij by self-learning, which is discussed
in the next subsection.

2.3 Learning Mechanism

An immune network can optimize its parameters by
a learning method as shown below. The parameter Tij
is updated to improve the adaptation capability of the
system by learning from a result of the action selected
by the IS. In the simulation shown in Sections 3 and
4, the update rules of Tij are assigned as follows:

[Update Rules]

1. In the case that the robot reaches the target point:
For the selected antibody i, if its concentration
exceed the fixed value, Tij , which is related to
other antibody j, increases based on the following:

Tij(k + 1) = 0.95× Tij(k) + 0.05 (3)

2. In the case that the robot collides with the obsta-
cle: For the selected antibody i, if its concentra-
tion exceed the fixed value, Tij , which is related
to other antibody j, decreases based on the fol-
lowing:

Tij(k + 1) = 0.95× Tij(k)− 0.05 (4)

3. In the case that the robot cannot reach the target
point in a limit time: For each i and j, Tij changes
based on the equation

Tij(k + 1) = 0.95× Tij(k) + d, (5)

where d is uniform random number on [-0.5,0.5].

3 Obstacle Avoidance Simulation

3.1 Method of Obstacle Avoidance

In this simulation, the robot can search the field di-
vide into 16 areas (refer to the left figure of Fig.2),
and move to one of 16 directions (refer to the right
figure of Fig.2).
When the number of obstacles is only one, there ex-

ist 16 types of the obstacle detection pattern. Then,
we can specify the movement direction of the robot
according to each pattern in advance. Unfortunately,
it becomes difficult to specify the movement direction
of the robot in advance as the number of obstacles
increases, because the detection pattern increases ex-
ponentially as it does. Therefore, we introduce an im-
mune system in the next subsection to achive an easy
situation where we need assign only some types of sim-
ple behavior of the robot, e.g., when an obstacle exists
in the search area 6, move to direction number 15.
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Fig. 2: Search area and movement direction

Fig. 3: Obstacle avoidance

3.2 Simulation Result

This subsection shows a result of a simulation where
the robot tries to move a target point with avoidance
of stationary obstacles. In this example, the target
point is in front of the robot while the obstacles exist
between the robot and the target point. Let antigens
be the position information of the target point and the
obstacles, and the antibodies be the movement direc-
tions shown in the right figure of Fig.2.
The broken line in Fig.3 shows the path of the robot

in the case that Tij = 0 for any i and j. The robot
collides an obstacle and cannot reach the target point.
On the other hand, the dotted line in Fig.3 depicts the
path of the robot whose parameters Tij are updated
once using the learning mechanism, which is shown in

Section 2.3. Finally, the solid line shows the path after
Tij are updated 12 times until the robot reaches the
target point. The iteration of the update of Tij enables
the robot to reach the target point with avoidance of
the obstacles.

4 3 to 3 Soccer Play Simulation

4.1 Soccer Robot Control

Next, we perform a simulation of a soccer game,
which continues until one of three player robots shoot
a ball to an opponent goal, which is defended by three
opponent robots. In this simulation, the antigens
are given from the position information of the player
robots, the opponent robots and the ball. The anti-
bodies are assigned as robot actions such as a dribble,
a pass and a shoot. Each player robot distinguishes
9 types of the field situation from 2 information, that
is the ball position and the ball owner. Each robot
receives a command according to the situation, e.g., if
there exists the ball near the opponent goal and one of
player robots has the ball, then this robot receives the
command “move to the opponent goal”, another does
“move to near the opponent goal”, and the other does
“move to center”.
We perform simulations in 10 cases, where one of

opponent robots is a goalkeeper the others chase the
ball without obstacle avoidance action. The movement
velocities of the opponent robots and the player robots
are equal.

4.2 Extended Learning Rules

In the simulation of the soccer game, the following
are attached to the update rules of Tij .

[Additional rules]

1. If the player robots never score in a limit time,
these parameters are updated so that the anti-
body selected then becomes more difficult to be
selected.

2. When the player robots change the role, the fol-
lowing update is performed for each robot accord-
ing to the action evaluation which is introduced
below. If the value of the evaluation is positive,
Tij is updated for the antibody selected then to
become easier to be selected. If the value is nega-
tive, Tij is updated for it to become more difficult
to be selected.
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[Action Evaluation]

Let ELi(t) be the distance between the ball and the
opponent robot i at the time t:

ELi(t) =
√
(bx(t)− exi(t))2 + (by(t)− eyi(t))2, (6)

where (bx(t), by(t)) and (exi(t), eyi(t)) represent the
ball position and the position of the opponent robot i,
respectively, and t is the time just after the change of
the robots’ roles. Similarly, let GL(t) be the distance
between the ball and the opponent goal at t:

GL(t) =
√
(bx(t)− gx)2 + (by(t)− gy)2. (7)

The following is the action evaluation which the addi-
tional rule 2. uses.

The action evaluation is set positive if P (t) >
P (t − 1), and is negative if P (t) < P (t − 1).
The parameter Tij is not updated if P (t) =
P (t− 1).

P (t− 1) =

E∑

i=1

1

ELi(t− 1)
−

1

0.5×GL(t− 1)
, (8)

P (t) =

E∑

i=1

1

ELi(t)
−

1

0.5×GL(t)
. (9)

4.3 Simulation Results

Fig.4 shows the simulation result with the non-
updated Tij . Each player robot cannot pass and drib-
ble well, and an opponent robot take the ball from one
in a moment. On the other hand, after the update of
Tij using that learning mechanism, the player robots
can get a score with suitable actions as shown in Fig.5.
The player robots can score 7 goals in 10 simulations
after learning, while they cannot before learning. This
simulation result illustrates clearly the improvement of
the ability of the player robots by learning.

5 Conclusions

In this paper, we have constructed the multi-robot
control system for RoboCup. This system can flexibly
deal with dynamic environments by using the IS. The
simulation results show the effectiveness of the IS for
robot control.

There remain some problems in developing more ef-
ficient learning mechanisms and implementing this IS
with real robots.

Fig. 4: Simulation result of soccer play before learning

Fig. 5: Simulation result of soccer play after learning
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Abstract We tested a psychodynamic controller called 
PreBrain using a simulated mobile robot. According to 
our approach, an agent seeks for pleasure that comes 
from the discharge of selected psychic tensions. The 
quality of control depends on the pleasure record. 
Perception may regulate the dynamics of tensions. The 
discussed version of PreBrain processes three pleasure-
related tensions: boredom, interest, and excitement. An 
object-of-interest appearance discharges the first tension, 
but results in an increase of the second one. Contact 
between a toy and the robot’s frontal touch sensor 
discharges tension related to excitement.  
     There are two kinds of building elements used for 
PreBrains: tension-accumulation cells (TAC) and pulsed 
para-neural networks (PPNN). TAC produces spiketrains 
whose frequency depend on accumulated tension, where 
increment/decrement of tension levels depend on 
received spiketrains and spontaneous accumulation or 
discharge. PPNN is a graph consisting of processing 
nodes and directed edges representing defined delays.  
     We tested three kinds of PreBrains. The first one 
forced the robot to rotate to get an image of an object-of-
interest (toy) to the central zone of the visual field and 
then to go forward full-speed. The second one slowed the 
appropriate wheel to facilitate a turn when the image of 
the toy deviated from the center of the visual field. The 
third one employed a mechanism detecting certain cases 
of disappearance of the object from visual field and 
facilitating appropriately fast turn.  

1  Introduction 

The psychodynamic approach to machine intelligence 
assumes that an agent is doing something because he 
seeks for pleasure, where pleasure is nothing but a 
possibly fast discharge of a psychic tension [1]. Such 
relationship between tension and pleasure was suggested 
by Sigmund Freud [2][3]. Although not all Freudian 
concepts are supported by convincing empirical evidence, 
some of them seems to be valuable tips for building 
artificial minds. One of such concepts is continuous 
battle between conflicting mental forces [4] that, when 
implemented, resulted in robot’s life-like hesitation 
[5][6].  

     PreBrain is a simple controller employing basic 
psychodynamic mechanisms intended to evolve toward a 
complex neural-like circuitry in which an emergence of 
communication behaviors and the phenomenon of 
thinking could take place [7][8]. PreBrain has a highly 
modular structure. One kind of modules, called tension-
accumulation cells (TAC) constitute Tension 
Accumulator. The second kind of modules, called pulsed 
para-neural networks (PPNN) constitute Tension 
Discharger. There is a bi-directional communication 
between Tension Accumulator and Tension Discharger 
(Fig. 1). Since not only perception contributes to increase 
of tension level, PreBrain’s “mental life” (resulting in 
various actions) can take place outside the framework of 
sensing-action loop.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

θ1

θ2

θn

Tension 
Accumulator

ψ1 

ψ2 

ψm

Tension 
Discharger 

PreBrain 

ActuatorsAgent’s 
Body 

Environment

Sensors

Fig.1. PreBrain structure and its relationship with 
agent’s body and environment. θ1, θ2, …, θn –
tension-accumulating cells (TAC);  ψ1, ψ1, …, ψm 
– pulsed para-neural networks. 
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     The PreBrain research contributing to both the 
Artificial Brain project conducted at the ATR, Kyoto and 
Intelligent Controller based on Artificial Brain (IC/AB) 
conducted at the USTB, Beijing [9]. Currently 
investigated PreBrains still fit to the behavior-based 
paradigm summarized by Ronald Arkin as sharing an 
aversion to the use of representational knowledge, 
emphasis on a tight coupling between sensing and action, 
and decomposition into behavioral units [10, p. 173]. 
Rodney Brooks’s postulate to reject “cognitive box” [11, 
p. 36] is treated in PreBrain research only as a ban on 
handcrafted algorithms manipulating handcrafted 
symbolic knowledge. Intended development of 
psychodynamic architecture assumes facilitating 
emergence of various models of reality (perceived and 
imagined) [12], which will require a kind of knowledge 
representation to emerge as a result of social interactions.   

2  PreBrain cells 

The primary cause for any PreBrain action (related to 
environment or to itself) is a psychic tension being 
accumulated in one or more TACs.  PPNN is a 
complementary technique used for purposeful 
manipulation on spiketrains, which is difficult in the 
framework of TAC-only networks. Although internal 
states of TAC are real numbers, whereas internal states 
of PPNN cells are integers, all of the cells send/receive 
only spiketrains, i.e. series of pulses of unitary amplitude 
occurring at discrete moments of time called clocks. 
     TAC state changes according to the formula: 
 

1

t t

S A D
t t

A Du
T T T

f
Gθ θ+

⎛ ⎞+ −⎜ ⎟
⎜ ⎟= +
⎜ ⎟
⎜ ⎟
⎝ ⎠

   

where 
t – time (in clocks), 
θt – accumulated tension, 
u – parameter determining direction of uncontrolled 
change of tension (1 – increase, -1 – decrease), 
At = A0, t + A1, t + … + A15, t – tension-increasing signal, 
Dt = D0, t + D1, t + … + D15, t – tension-discharging signal,  
TS  – uncontrolled increase/discharge time, 
TA – duration of tension change from 0 to 1 when 
influence of uncontrolled charge/discharge is negligible 
and the control signal At is a spiketrain of 1s only, 
TD – duration of tension change from 1 to 0 when 
influence of uncontrolled charge/discharge is negligible 
and the control signal At is a spiketrain of 1s only, 
f – frequency of clocking (clocks per second). 
 
TAC produces an output spiketrain whose frequency is 
proportional to current tension level so ,out

t tf k f θ≈  
where k∈[0; 1] is a parameter regulating the tension 
impact. According to psychodynamic assumptions, 

pleasure is related to the dynamics of tension discharge. 
The greater tension discharged in a given time, the 
greater pleasure recorded; the faster discharge of a given 
tension, the greater pleasure recorded.  
     PPNN is a graph consisting of processing nodes and 
directed edges, called axons. The nodes represent 
functions operating on spiketrains. Axons represent pure 
delays [13]. To date we used PPNNs in which a given 
node can be a mexor or paraneuron. Mexor returns a 
spike at clock t if it received one and only one pulse at 
clock t-1. Paraneuron returns a pulse and resets its 
counter at clock t if the counter was greater than 1 at 
clock t-1, while counter at clock t-1 is counter at clock 
t-2 plus the weighted sum of pulses the cell received at 
clock t-2 (a weight can equal 1 or –1). If axons are 
strings of one-input mexors and every cell is a 1×1×1 
cube whose coordinates are three integers, then such a 
PPNN is called NeuroMaze. We have developed the 
NeuroMaze editor/simulator for rapid prototyping of 
desired PPNNs [14]. It was shown that a 
PPNN/NeuroMaze can be build for every Boolean 
function and practically for every manipulation on 
spiketrains [15]. 

3  How PreBrain works 

Figure 2 shows PreBrain that was a subject to the 
presented research. The attached mobile robot uses two 
motors equipped with 2-input frequency-to-voltage 
converters (FVC). A frequency provided to the left 
FVC’s “positive input” (L+) or the FVC’s “negative 
input” (L-) forces the left wheel to roll forward or 
backward, respectively. The same applies to the right 
FVC’s inputs (R+ and R-). Hence, equal-frequency 
spiketrains provided to L+ and R+ results in the robot’s 
moving forward, whereas unequal spiketrains provided to 
L+ and R- results in the robot’s rotation. Spiketrains to 
FVCs are provided by PPNN labeled Or8x4 (four 8-input 
OR-gates). The TAC labeled θ0 is related to boredom. 
Its TS = 10s and u = +1. Its output is connected to the 
central input of the PPNN labeled PB1. Tension θ0 
grows by internal causes and PB1 facilitates discharging 
via forcing the robot to wander in search for something 
interesting (spiketrains provided to L+ and R+). When 
the PreBrain is switched on, we observe the robot start, 1 
accelerate for 10s, and then proceed forward at full-speed. 
Note that this behavior is not caused by any perception. 
     Although, according to psychodynamic approach, 
perception does not cause behaviors, it can regulate them. 
If right or left touch sensor is excited, PB1 (responsible 
also for obstacle avoidance) redirects one of involved 
spiketrains (L+ to L- or R+ to R-), which results in 
robot’s rotation. A device labeled V-Green5 processes 
images from camera and recognizes an object-of-interest 
(and its direction) and provides signal Dt to θ0 where TD 
= 0.1s. Hence, when an object-of-interest is seen, the 
robot immediately ceases moving.  
 

1 

1 

0 x

G(x) 
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Fig.2. An example of PreBrain. TAC – Tension-Accumulating Cell; PPNN – pulsed para-neural network.  V_Green5 – a 
device processing signals from camera, recognizing object of interest and determining the direction it is seen at (one of 
five considered). FVC – Frequency-to-Voltage Converter. L+, L- – positive and negative input to left-motor FVC; R+, R-
– positive and negative input to left-motor FVC (equal-frequency spiketrains provided to L+ and R+ results in the robot’s 
moving forward; spiketrains provided to L+ and R- results in the robot’s rotation). Or8x4 – PPNN substituting four 8-
input OR-functions. Θ0 – tension related to “boredom”;  Θ1, Θ2 – tensions resulting from touching an obstacle (disabled 
in case of touching an object-of-interest).  P – “pleasure” block: Θ3 – tension resulting from stimulation of the frontal 
touch sensor; if an object-of- interest is being touched and seen in the middle of visual field (Θ3 & Θ7), the tension Θ12 
(representing “excitement”) gets discharged contributing substantially to the  “pleasure record”. PB1 – a PPNN providing 
signal from Θ5, Θ6 and Θ8...Θ11 to L+ and R+ (via Or8x4) and responsible for collision avoidance (blocking the 
spiketrain directed to L+ or R+ and providing a spiketrain  to L- or R-,  respectively, which result in robot’s rotation); Θ4 
– tension related to action-driving “interest” in a perceived object; it makes the robot going forward (in the course of 
providing spiketrains to L+ and R+ via Chaser and Or8x4) as well as increase of Θ12 at P. Θ5…Θ9 – tensions related to 
five directions an obiect can be seen at. L7-Chaser – a device providing a spiketrain from Θ4 to both L+ and R+ (via 
Or8x4) and allowing spiketrains from Θ5, Θ6 and Θ8...Θ11 to lower the frequency of the spiketrain provided to L+ or 
R+, which results in appropriate distortion of the robot’s trajectory facilitating approaching the object-of-interest. Q – a 
device improving efficiency of the Chaser; it detects disappearance an the object of interest seen for the last time in the 
furthest left or furthest right zone of the visual field and in such case provides a dense spiketrain to appropriate inputs of 
the Chaser, which results in complete blocking of one of the Chaser’s outputs, which results in providing a spiketrain to 
only one wheel, which results in a quick turn of the robot giving the object a chance to get back to the visual field.   
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     If PreBrain consisted of θ0 and PB1 only, the robot 
would stay until the object’s disappearance. But other 
tensions are also involved. θ4, representing “interest” (u 
= -1; TS = 0.06s; TA = 0.05s; TD = 0.1s) gets high when 
the toy is detected and sends a spiketrain to the central 
input of L7-Chaser—a PPNN in which the axon carrying 
the spiketrain from θ4 forks into two branches delivering 
the spiketrain to both L+ and L- via Or8x4. Spiketrains 
leaving the Chaser will remain equal only when the toy 
is seen in the central zone of the visual field. Depending 
on how far the object deviates from the middle of the 
visual field more or fewer spikes are cut off the 
spiketrain passing through a given branch. In this way 
perceptual signals provided to other inputs of the Chaser 
regulate chasing behavior. If the object is out of current 
direction, frequencies of spiketrains provided to L+ and 
R+ differ, so the robot’s trajectory becomes a circle of 
bigger or smaller radius. 
     Tension θ4 (to be interpreted as interest) is discharged 
when at the same time the object of interest is seen in the 
middle of the visual field (θ7) and being touched by the 
robot’s frontal touch sensor. Necessary Boolean function 
is implemented as TAC θ13 “&”. Related parameters are 
set so that discharging of θ12 (“excitement”) contribute 
the most to PreBrain’s “pleasure record”. From the point 
of view of the “pleasure record”, the best control strategy 
is to chase the toy, but not hurry with touching it.  

4  Experiment  

PreBrains were implemented using the ParallelBrain 
v.1.1 – a special client-server platform dedicated to rapid 
prototyping of very large modular brain-like structures. 
PreBrain clients were built partially as C++ programs 
and partially as pulsed para-neural networks (PPNN) 
synthesized using the NeuroMaze v. 3.0 Pro.  
     We tested three kinds of PreBrains. The first one used 
L6-Chaser that forced the robot to rotate to get a 
perceived image of the object-of-interest in the central 
zone of the visual field and then go forward full-speed. 
Such strategy of chasing appeared suitable for 
approaching motionless object. PreBrain of the second 
kind employed L7-Chaser, described in the previous 
section, which slowed down appropriate wheel when the 
image of the object deviated from the center of the visual 
field. Such strategy worked in case of chasing objects 
going with constant speed along straight lines. The third 
kind of PreBrain employed L7-Chaser together with a 
structure (labeled Q in Fig. 2) detecting disappearance of 
the object of interest seen for the last time in the furthest 
left or furthest right zone of the visual field and then 
providing a dense spiketrain to the highest or lowest 
input of L7-Chaser. This results in complete blocking of 
one of the Chaser’s branches, which results in providing 
a spiketrain to only one wheel, which results in a quick 
turn giving the object a chance of getting again to the 
visual field.   
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Abstract This paper proposes a new hardware platform, 
called Robotic-Control Blocks (RCB), for robotic research 
and education. RCBs are being developed to address the 
requirements specific to Psychodynamic Architecture 
developed in the framework of the ATR Artificial Brain 
Project. The presented CPLD-based implementation is an 
interim solution. RCB-set contains blocks that can be 
interconnected to create a control system of custom 
complexity. Some of them are designed to cooperate with 
certain sensors and/or actuators. At its proof-of-concept 
state, RCB process three kinds of tensions: “boredom”, 
physical contact with an external object, and being stuck in 
an endless loop. The basic functionality can be easily 
scaled using more kinds of blocks (only simulated to date) 
and additional copies of universal behavior-mixing blocks. 
Implemented as dedicated chips and enclosed in aesthetic 
cases, RCBs right now might be used in classroom as an 
inexpensive aid free of tedious programming. 

Keywords- Discrete Control Systems, Modular Robotic 
Hardware, Mobile Robots, Robotic Education Aids 

1  Introduction  
Physical blocks covering elementary control functions 

give children the opportunity to learn principles of robotics 
without tedious programming. Maybe the most devoted 
promoter of this approach is Henrik H. Lund of the 
University of Southern Denmark who, inspired by works of 
developmental psychologists, elaborated Intelligent 
Building Blocks (I-Blocks) enclosed in popular LEGO 
DUPLO® elements. Particular I-Blocks represent several 
useful sensor/motor functions. Standard I-Blocks for 
processing and communication are equipped with a 
PIC16F876 micro-controller. Special I-blocks contain 
internal sensors, micro-motors, etc. [1]. The solution we 
propose, called Robotic-Control Blocks (RCB), being 
developed at the Advanced Telecommunications Research 
Institute International (ATR), Kyoto, Japan in the 
framework of the Artificial Brain Project, shares with I-
Blocks the program-by-building paradigm, however, some 
assumptions differ substantially. Our project (albeit still in 
its infancy) is striving to attain the research frontiers in 
human-machine communication in quest for emergent 
communication [2]. While I-Blocks are to serve, first of all, 
as amusing education aid, the primary issue in RCB is 
practically unlimited scalability that is indispensable in 

building intelligent robots, however, small RCB sets also 
can be used in classrooms. As for other differences, unlike 
I-Blocks (that contain advanced pre-programmed micro-
controllers), each RCB has only as many gates as it is really 
necessary to accomplish its task. Unlike the I-Block 
approach (aimed to provide components of both “brains” 
and movable “bodies”), RCB approach deals only with 
“brains” to be connected to given commercially available 
“bodies”.  

This paper first briefly explains the underlying concepts 
and theories motivating the development of the Robotic-
Control Blocks (RCB). A new hardware test bench for 
RCBs is also presented and examples of RCB-based control 
systems are given. This is followed by a detailed 
explanation of the prototype sets of RCBs that have been 
developed and tested. Finally, the future research of RCBs 
is discussed and concluding remarks are also included.  

2  Robotic-Control Blocks (RCB)  
The idea of RCB emerged in face of various drawbacks, 

such as expandability, speed, and financial considerations, 
that arose in 2002 during development of first 
psychodynamic mobile robot, called Neko-1. The robot 
used a Parallax Basic Stamp II microprocessor to collect the 
data from three infrared proximity sensors and an 
ultrasound sensor and then sent out serial packets 
containing the data via a radio frequency transmitter. This 
data was processed by a C++ program running on a PC 
client which then sent out serial packets back to the robot 
with speed inputs to the two motors. Although the robot 
functioned correctly and depicted behaviors of boredom, 
excitement, and fright, all of the processing was still 
software based and accomplished using a PC [4]. This robot 
was not self-contained and mainly re-emphasized the 
correct functionally of the software simulation since rather 
than sending the processed data to a graphic user interface, 
it was now being sent to an actual robot. 

RCB set includes various Function Control Blocks 
(FCB), identical Behavior Mixing Units (BMU), Drivers, 
Voltage-to-Signal Converters (VTSC) and Signal-to-
Voltage Converters (STVC). In the current version of RCB 
hardware each FCB covers both accumulation of a given 
tension and a related behavior. BMUs can form a column 
defining priority when two or more FCBs produce pulse 
trains. Drivers decode behavior-defining pulse trains and 
produce pulse trains defining actions of particular motors. 
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VTSCs convert analog voltage values of taken from 
attached sensors into standard pulse trains. STCVs convert 
pulse trains into appropriate analog voltage values 
controlling attached motors. A system overview of the 
blocks is shown in Fig. 1. The RCB-based system can be 
expanded from the bottom-up by adding more various 
FCBs and from-centre-to-sides by adding more different 
sensors and actuators. In future versions the functions will 
be separated, making the set much more flexible. Although 
the presented BMU-based “working memory” covers only a 
kind of behavior subsumption, the simulated version 
includes a block in which tension compete for access to 
related behavior blocks [3].  

The input for each sensor is encoded using a VTSC, 
processed, and later decoded using a STVC before being 
connected to the actuator.  In order to allow for analog 
values, all the input signals are quantized and framed as a 
value between 0 and 255. The VTSC samples the input of 
the analog sensor and sends out the corresponding amount 
of pulses during a predetermined time frame. This is similar 
to duty cycles using pulse width modulation, however, in 
RCBs the pulses do not have to be sent consecutively and 
can be sent anytime during the predetermined time frame. 
The exact location of the sampling frame does not matter, 
therefore, the individual FCBs do not have to be 
synchronized. 

 

 
Figure 1.  Robotic-Control Blocks Overview 

The predetermined time frame was selected to be one 
millisecond, which corresponds to the approximate pulse of 
a biological neuron [5]. There is not single ‘correct’ 
predetermined time frame since the biological neuron 
conducting velocity is affected by many factors such as 
myelin, age of the neuron, etc. Furthermore, an exact time 
frame is not necessary for simulating PDA concepts in its 
simplest form. Assuming a one millisecond time frame, the 
minimum clock frequency required is 256 kHz in order to 
correctly quantize analog values as discrete neuron pulses. 

 Complex programmable logic devices (CPLDs) were 
used to implement each function block.  The devices were 
chosen because they are well suited for combinatorial-
intensive logic designs and the devices can be 
reprogrammed easily using hardware description languages. 

CPLDs provide a sound economic alternative for 
developing a prototype in a short period of time. Other 
options were field programmable gate arrays, which are 
suited for register-intensive logic designs, and individual 
digital circuits, which are very time consuming to design 
and can not be easily altered. 

3  Development and testing  
The development and testing of RCBs was divided into 

three distinct tasks in order to prove the functional concept. 
First, a simple unintelligent robot was created that goes 
straight ahead at all times. This is the most basic 
arrangement of RCBs and comprises of only a few blocks 
and two motors. All other current block sets expand the 
capabilities of this fundamental robot kit. Next, an obstacle 
avoidance expansion set was developed. It utilized two 
touch sensors to detect objects that impede the robots 
forward motion. A simple emergent phenomenon occurs 
when using the obstacle avoidance expansion set, which led 
to the design of the third expansion set, a meta-sensing 
expansion module [6]. The development of these three RCB 
sets will be discussed in this section. 

A. Prototype Robotic-Control Block 
In the future, each RCB will be implemented on a single 

dedicated IC. However, the current prototypes were 
designed on 2”x3” through-hole prototype boards.  All the 
blocks, excluding the Power Block and the Clock Block, 
have ground, VDD, and clock input signals.  Furthermore, all 
blocks also output those same three input signals which 
allows for easy interconnecting, or daisy-chaining, of the 
RCBs. Each block also has necessary input and output 
signals, depending on the function of the block.  The Power 
and the Clock Block are special blocks since they help 
generate the ground, VDD, and clock signals.  A functional 
diagram of a single regular RCB is shown in Fig.  2. 

 

Figure 2.  Prototype Robotic-Control Block 

B. Basic Robotic-Control Blocks Set 
In order to be compatible with the existing pulsed para-

neural networks concepts, the fundamental set of RCBs is 
very primitive since it is supposed to represent instinctive 
functions.  The basic set only includes the blocks necessary 
to power-up the robot and for the robot to move in a 
forward direction.  It has actuators, two Lego® motors, but 
no sensors.  Table 1 describes the blocks included in the 
basic RCBs set, while Fig. 3 shows the functional diagram 
of the robot that can be constructed using the supplied 
blocks.   
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TABLE I.  BASIC ROBOTIC-CONTROL BLOCKS SET 

1. Power and Clock Blocks are not shown in Fig. 3 since their signals are inputted to all blocks 

 

C. Obstacle Avoidance Robotic-Control Blocks Set 
The first expansion set of RCBs allows the robot to 

maneuver around objects that impede its constant forward 
movement governed by the Forward Block.  This expansion 
set has the blocks necessary to receive the touch sensor 
inputs and encode them using pulse trains.  These pulse 
trains are then processed by a FCB, the Obstacle Avoidance 
Unit (OAU).  A BMU is also included to allow for further 
expansion of the system.  Table 2 describes the blocks 
included in the Obstacle Avoidance RCBs set, while Fig. 4 
shows the functional diagram of the robot that can be 
constructed using the supplied blocks. 

 

Figure 3.  Basic Robotic-Control Blocks Set Schematic 

TABLE II.  OBSTACLE AVOIDANCE ROBOTIC-CONTROL BLOCKS SET 

Block Name Qty. Description 
Voltage-to-Signal 

Converter 2 Produces a pulse train corresponding to 
the analog voltage detected at its inputs 

Obstacle 
Avoidance Unit 1 

A Function Control Block that produces 
pulses so the robot avoid objects 
impeding forward movement 

Behavior Mixing 
Unit 1 Selects which behaviour is sent to the 

Motor Driver 

 

D. Meta-Sensing Robotic-Control Blocks Set 
One of the problems with the OAU is that the robot would 
get stuck in endless loops. It would be functioning correctly 
and still be moving around, however, it would repeat the 
same action endlessly. This unfavorable phenomenon 
emerges from the robots basic rule set. It can be eliminated 

by meta-sensing, i.e. trying to detect the endless loop 
behavior. The meta-sensing expansion block set utilizes 
these concepts to avoid being stuck in an endless loop. 
Table 3 describes the blocks included in the meta-sensing 
RCBs set, while Fig. 5 shows the functional diagram of the 
robot that can be constructed. The role of the Meta-Sensing 
Unit (MSU) is to monitor the activity of the robot, 
specifically that of the OAU, to make sure it is not 
operating in an endless loop. Once the MSU detects an 
endless loop, it takes control of the robot and attempts to 
force it out of the loop by sending pulses on the correct 
signal lines. 

Block Name Qty. Description 
Power1 1 Outputs a VDD and ground signal 
Clock1 1 Outputs a clock signal  

Forward 1 A Function Control Block that produces 
pulses so the robot moves forward 

Behavior Mixing 
Unit 1 Selects which behaviors is sent to the 

Motor Driver 

Motor Driver 1 Decodes the behavior and processes the 
signal for each motor  

Signal-to-Voltage 
Converter 2 Produces a voltage corresponding to the 

frequency of the pulse train 

E. Test Robot 
All of the three developed block sets were not only 

tested for individual functionality but each set was put 
together and tested using a constructed robot with two 
Lego® touch sensors and two Lego® 9V motors. The 
RCBs Robot with all three sets interconnected is shown in 
Fig. 6. When the robot was powered up with only the basic 
set attached, it went straight forward as expected. Next, the 
Obstacle Avoidance Set was attached. The robot managed 
to rotate when it hit a wall or another obstacle, however, it 
sometimes got stuck in the corners of the room, which was 
the reason for implementing the Meta-Sensing Set. Once all 
the developed RCBs were correctly interconnected, the 
robot was able to wander around a room with various 
obstacles on the ground for extended periods of time 
without any difficulties. It would hit the obstacles, rotate, 
and continue to move forward. 

 

 

Figure 4.  Obstacle Avoidance Robotic-Control Blocks Set Schematic 

 
Figure 5.  Meta-Sensing Robotic-Control Blocks Set Schematic 
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F. Future Blocks Sets 
There are many different possible blocks sets that can be 
developed and added the current RCBs. Since the agent is a 
pleasure seeking creature, the robot needs to have methods 
to discharge tensions of boredom. One idea for a future 
block set is to make the robot be excited and chase green 
objects and be scared and run away from red objects. The 
escaping action will have a higher priority than the pursuit 
action. The existing obstacle avoidance and meta-sensing 
actions would obviously have a higher priority than either 
of the two new actions. If the robot did not see any green or 
red objects, it would continue to roam around pseudo-
randomly in search of them.  

There are many other possible blocks set that can be 
designed to enrich the repertoire of the robot.  It can detect 
a hungry state, which is equivalent to a battery low sensory 
signal, and then search for a battery charger station before 
continuing to roam its environment. Another possible set 
can be found on simulating concentrated and distracted 
tensions based on the principles of Piaget’s theory how 0-2 
year old children perceive new objects of interest [3].  

 

Figure 6.  Robotic-Control Blocks Set prototype robot 

RCBs can also have advanced behavior-based 
architectures with the possibility of many complex 
functions [8]. Different types of learning schema can be 
implemented such as genetic algorithms and fuzzy 
behavioral control. The agent can expand to accommodate 
dozens of different sensors and tensions which can be 
discharged through various behaviors by means of actuators. 
These advanced blocks may allow for functions that vary 
from voice generation and recognition to cognitive learning 
and evolution. Future advanced blocks will only have basic 
rules coded into them, so-called instincts, and will evolve 
over time to into complex functions. 

4  Concluding remarks  
After the completion of the first prototype set, some 

changes and future developments to the current block sets 
became evident and are possible. First of all, since the 
blocks were developed on through-hole prototype boards 
and wire connections were used, some of the connections 
are fragile. The power, ground, and clock headers are 

designed to be irreversible; however, proper irreversible 
headers should be added for the signal lines. Using a single 
voltage to power all devices would also simplify the design. 
This could be accomplished by using only a 5V or 3.3V 
power supply and then use charge pumps for higher 
voltages when necessary. Once the design for each and 
every block is finalized completely, the RCBs should be 
transferred to printed circuit boards or a CMOS IC which 
will make them more durable and aesthetically appealing. 

The development and testing of Robotic-Control Blocks 
(RCB) has been quite successful thus far. Since the blocks 
adhere to psychodynamic architecture and substitute Pulsed 
Para-Neural Networks, they are a suitable hardware test 
bench for ATR Artificial Brain Project. The basic RCBs set 
worked as expected. By adding the Obstacle Avoidance Set 
and Meta-Sensing Set on the run, it was shown that a 
number of new tensions and behaviors can be added. The 
practically unlimited scalability is the most important virtue 
of RCB approach. Furthermore, the blocks are self-
contained, operate in real-time, and do not require a PC. 
The development should be considered a step in the correct 
direction but more research and development in other fields 
is still necessary before achieving the ultimate goal of 
emergent thought. When a bigger block set is created and 
evolution is incorporated into the system, the covered 
functionalities will deserve to be moved into a future-
generation evolvable hardware. Regardless, if implemented 
as dedicated chips and enclosed in aesthetic cases, RCBs 
right now may be used in classroom as an inexpensive aid 
free of tedious programming. 
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Abstract 

The Mental Image Directed Semantic Theory (MIDST) has 
proposed a methodology for integrated multimedia information 
understanding, for example, cross-media translation. This paper 
describes a multi-agent model of human mind based on MIDST 
and its application to human-robot communication. 
 
1. Introduction 

On the way to grow up from infant to adult, people 
would sometimes encounter curious but instantly 
understandable sentences such as S1-S4. This curiosity 
perhaps comes from their apparently unscientific contents 
while such understandability perhaps comes from our 
everyday perceptive experiences in space and time. 
(S1) Time passes swiftly (or slowly). 
(S2) It is the longest day. 
(S3) The Andes Mountains run south and north. 
(S4) The road sinks to (or rises from) the basin. 

In near future, this kind of human mental phenomenon 
may lead to a certain barrier preventing humans and 
robots from comprehensible communication by natural 
language. This is because both entities can be equipped 
with sensors, actuators and brains of different 
performances and their vocabularies may well be 
grounded on quite different sensations, physical actions or 
mental actions. And in turn such a situation may bring 
inevitably different kinds of semantics to them, so called, 
“Natural Semantics (NS)” for humans and “Artificial 
Semantics (AS)” for robots.  

The authors have been trying to develop such a 
methodology that can integrate NS and AS into a certain 
“Compatible Semantics (CS)” and that ultimately can lead 
to such a “Compatible Mind Model (CMM)” that is 
intended to organize CS autonomously [1]. The CMM is 
one kind of the multi-agent models [2]. Its most 
distinctively remarkable point is that it works by 
computing mental phenomena representations so called 
‘Locus formulas’ based on the Mental Image Directed 
Semantic Theory (MIDST) [3], whose validity has been 
proven by the successful results of several versions of the 
intelligent system IMAGES [3], [6], [7], [9]. 

In this paper are presented a multi-agent model of 
human mind aimed at CMM, a brief description of 

MIDST as framework for CMM, several significant 
postulates for the basis of CS, formalization of 
communication, and their implementation on the 
intelligent system IMAGES-M. 

 
2. Multi-agent model of human mind 

The authors have proposed a prototype model of human 
mind consisting of Stimulus, Knowledge, Emotion and 
Response processing agents as shown in Figure1 [1]. This 
is a functional model of human central nervous system 
consisting of the brain and the spine. 
 

                           
 
 
 
 
 
 
 

Em 

St Kn Re 

W 

St: Stimulus processing agent. 
Kn: Knowledge processing agent. 
Em: Emotion processing agent. 
Re: Response processing agent. 
W: World surrounding human mind,  

including his/her body. 
Figure 1. Multi-agent model of human mind. 

 
The basic performances of the agents are as follows. 

(1) Stimulus processing agent (St) receives stimuli 
from W and encodes them into mental images (i.e. 
encoded sensations) such as “I sensed something 
oily.” (if verbalized in English.) 

(2) Knowledge processing agent (Kn) evaluates 
mental images received from the other agents 
based on its memory (i.e. knowledge), producing 
other mental images such as “It is false that the 
earth is flat.” 

(3) Emotional processing agent (Em) evaluates mental 
images received from the other agents based on its 
memory (i.e. instincts), producing other mental 
images such as “I like the food.”  
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(4) Response processing agent (Re) converts mental 
images (i.e. encoded physical actions such as “I’ll 
walk slowly.”) received from the other agents into 
real physical actions against W. 

A performance P against a stimulus X with a result Y at 
each agent can be formalized as a function by the 
expression (1).  

Y=P(X),    (1) 
where  

P : a combination of atomic performances described 
later,  

X : a spatio-temporal distribution of stimuli from W to 
St or a mental image for another agent, and 

Y : a series of signals to drive an actuator for Re or a 
mental image for another agent.  

A performance P is assumed as a function formed 
either consciously or unconsciously. In a conscious case, 
a set of atomic performances are to be chosen and 
combined according to X by a meta-function, so called, 
‘Performance Selector (PS)’ assumed as ‘Conscience’. 
On the contrary, in an unconscious case, such a 
performance as associated most strongly with X is to be 
applied automatically [8] 

 
3. MIDST as framework for CMM 

MIDST has modeled mental images as “Loci in 
Attribute spaces” [3], [7]. An attribute space corresponds 
with a certain measuring instrument just like a barometer, 
a map measurer or so and the loci represent the 
movements of its indicator. The performance of ‘Attribute 
space’ is the model of ‘Atomic performance’ introduced 
in Section 2.  

A general locus is to be articulated by “Atomic locus” 
formalized as the expression (2) in first-order logic, where 
“L” is a predicate constant. 

L(x,y,p,q,a,g,k)    (2)  
The expression (2) is called “Atomic locus formula” 

whose arguments are referred to as ‘Event Causer’, 
‘Attribute Carrier’, ‘Initial Attribute Value’, ‘Final 
Attribute Value’, ‘Attribute Kind’, ‘Event Kind’ and 
‘Standard Attribute Value’, respectively. 

The interpretation of (2) is as follows, where 
“matter” means “object ” or “event”. 

 “Matter ‘x’ causes Attribute ‘a’ of Matter ‘y’ to keep 
(p=q) or change (p ≠ q) its values temporally (g=Gt) or 
spatially (g =Gs), where the values ‘p’ and ‘q’ are 
relative to the standard ‘k’.”  

When g=Gt and g=Gs, the locus indicates monotonous 
change or constancy of the attribute in time domain and in 
space domain, respectively. The former is called  
‘temporal event’ and the latter, ‘spatial event’. 

For example, the motion of the ‘bus’ represented by S5 
is a temporal event and the ranging or extension of the 
‘road’ by S6 is a spatial event whose meanings or 

concepts are formalized as expressions (3) and (4), 
respectively, where the attribute is “physical location” 
denoted as A12. We think that the verb ‘run’ used in S6 
must reflect the motion of the observer’s attention [4]. 

(S5) The bus runs from Tokyo to Osaka. 
(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gt,k)∧bus(y) (3) 
(S6) The road runs from Tokyo to Osaka. 

(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gs,k)∧road(y) (4) 
 
The expression (5) is the conceptual description of the 

English word “fetch”, implying such a temporal event that 
‘x1’ goes for ‘x2’ and then comes back with it, where ‘Π’ 
and ‘•’ are instances of the tempo-logical connectives, 
‘SAND’ and ‘CAND’, standing for “Simultaneous AND” 
and “Consecutive AND”, respectively. 

In general, a series of atomic locus formulas with such 
connectives is called simply ‘Locus formula’. 

(∃x1,x2,p1,p2,k) L(x1,x1,p1,p2,A12,Gt,k)               
• (L(x1,x1,p2,p1,A12,Gt,k)ΠL(x1,x2,p2,p1,A12,Gt,k))   

∧x1≠x2 ∧p1≠p2    (5) 
In order for complete representation of temporal 

relations, we have introduced a concept called ‘Empty 
Event (EE)’ and symbolized as ‘ε’ which stands 
exclusively for time collapsing. For example, (6) 
represents ‘X1 during X2 ’. 

 (ε1•X1•ε2) Π X2        (6)  
The image model presented here is also valid for 

formalizing word concepts (i.e. coding) of actions 
because any action must be measured with sensors for its 
formalization. That is, grounding words on actions is 
equivalent to grounding words on sensations of actions 

Sensors and actuators are assumed to collaborate very 
closely in feedback or feed-forward ways in cybernetics 
and there is a hypothesis that some kinds of sensations (or 
perceptions) and actions are encoded in the same way in 
organisms [5]. If not, real-time coordination of multiple 
sensors and actuators would be impossible. ‘Mimicking’ 
may be a good support for this hypothesis. 

As easily imagined, if an attribute space corresponds to 
one of human senses, then its loci associated with certain 
words belong to NS, otherwise to AS. 

 
4. Formalization of communication 

At first, we formalize a piece of information (I) as a set 
of messages (m’s) in the expression (7). 

I={m1, m2, …, mn}    (7) 
In turn, a message (m) is defined in the expression (8), 

where D, S, R and B mean the duration, sender(s), 
receiver(s) and the body of the message, respectively. 

m=(D, S, R, B)    (8) 
The body (B) consists of the two elements shown in the 

expression (9), where E and T mean the event referred to 
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and the task requested or intended by the sender, 
respectively. 

B=(E, T)     (9) 
For example, each item of the message m0: “Fetch me 

the book from the shelf, Tom” uttered by Jim during the 
time-interval [t1, t2] is as follows: 

mo=(D0, S0, R0, B0), B0=(E0, T0), 
D0=[t1, t2], S0= “Jim”, R0= “Tom”, 
E0= “Tom FETCH Jim BOOK FROM SHELF”, 

and     T0= “realization of E0”. 
The authors have found that there are almost unique 

correspondences between the kinds of tasks (T’s) and the 
types of sentences as shown in Table 1, which are very 
useful for computation. 

 
Table 1. Sentence types and Tasks. 

Sentence type (Examples) Task (T) 
Declarative 
(It is ten o’clock now.) 

To believe E. 

Interrogative 
([A] Is it ten o’clock now? 
[B] What time is it now?) 

[A] To reply whether E is 
true or false. 
[B] To reply what makes E 
true. 

Imperative 
(Show me your watch.) 

To realize E. 

 
5. Human-robot communication 

The authors have planned to implement IMAGES-M 
[6] on real robots as a mind model. One of the most 
significant works of robots equipped with IMAGES-M is 
to help people by performing dialogs with them. For 
example, assume such a scenario as follows: 

…A human ‘Masato’ and a humanoid robot 
‘Robbie’ encounter at the terrace in front of the room 
where a Christmas party is going on merrymaking. 
Masato says “Robbie, please fetch me a colorful sweet 
soft scentless candy from the noisy room.” Robbie 
replies “OK, Masato.”…. 

Robbie interprets Masato’s statement as the expression 
(10) that reads “If Robbie fetches Masato the candy (E1), 
then consecutively it makes Masato happier (E2),” or as 
its logical equivalent, the expression (11), reading “It is 
not the case that Robbie fetches Masato the candy and 
consecutively it does not make Masato happier.” Both the 
expressions are adopted in MIDST as the canonical 
conceptual structures of an imperative sentence. 

  E1 →c E2      (10) 
~(E1•~E2)      (11) 

where 
E1 ⇔ (∃x1,x2,k1,…,v,C) (L(R,R,M,x2,A12,Gt,k1)•  
(L(R,R,x2,M,A12,Gt,k1)ΠL(R,x1,x2,M,A12,Gt,k1))) 
Π(L(v,x1,c1,c2,A32,Gs,k2)• 
 L(v,x1,c2,c3,A32,Gs,k2) 

•⋅…•⋅L(v,x1,cm-1,cm,A32,Gs,k2) ) 
Π L(v,x1,Sweet,Sweet,A29,Gt,k3) 
Π L(v,x1,Soft,Soft,A24,Gt,k4) 
Π L(v,x1,/,/,A30,Gt,k5) 
ΠL(v,x2,Noisy,Noisy,A31,Gt,k6) 

∧ candy(x1) ∧ room(x2) ∧ C={c1,c2,…,ci} ∧ #(C) >1 
E2 ⇔ (∃e1,e2,k7) L(E1,M,e1,e2,B04,Gt,k7) ∧ e2>e1. 

The special symbols and their meanings in the 
expressions above are: 

‘X→c Y’ =‘If X then consecutively Y’, ‘R’=‘Robbie’, 
‘M’=‘Masato’, ‘C’=‘the total set of colors’, 
‘#(X)’=‘cardinal number of set X’, ‘A29’=‘taste’, 
‘A24’=‘touch’, ‘A30’=‘smell’, ‘/’=‘absence of value’, 
‘A31’=‘sound’, ‘A32’= ‘color’, and ‘B04’= ‘happiness 
(=degree of happiness)’ 

According to Table1, Robbie’s task (T) is only to make 
E1 come true where each atomic locus formula is 
associated with his actuators/sensors. By the way, the 
underlined part of E1 represents the spatial distribution of 
colors over the candy referred to by the word ‘colorful’. 
Of course, Robbie believes that he will become happier to 
help Masato, given by expression (12) where ‘B03’ is 
‘trueness (=degree of truth)’and ‘KB‘ is a certain standard 
of ‘believability’. That is to say emotionally, Robbie likes 
Masato. Therefore, this example is also very significant 
for intentional sensing and action of a robot driven by 
logical description of its belief. 

(∃p)L(R,E,p,p,B03,Gt,KB) ∧ p>KB 
∧ E = E1 →c E2    (12) 

For constructing a plausible CMM it is most essential 
to find out functional features of human mind and to 
formalize them as postulates that rule the performances of 
CMM and form the basis of CS [1]. APPENDIX shows 
some of such postulates and examples of dialog 
processing by IMAGES-M based on them. 

 
6. Discussions and conclusions 

The mind model proposed here is much simpler than 
Minsky’s [2] but the locus formula representation can 
work for representing and computing mental phenomena 
fairly well as shown in APPENDIX. One of the most 
important problems to be solved is how to realize the 
atomic performances corresponding to attribute spaces, 
including the meta-function ‘conscience’. In order to 
solve this problem, we will consider the application of 
soft computing theories such as neural network, genetic 
algorithm, fuzzy logic, etc. in the future. 
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APPENDIX 

Examples of postulate-based dialog processing by 
IMAGES-M, where ‘H’ and ‘S’ mean a human’s and 
IMAGES-M’s utterance, respectively.  

 
[Dialog 01]  

Postulate 01: “Sensation precedes perception in 
humans.” 

H: Tom heard Mary sing “Hey, Jude”. 
H: Did he sense any sounds? 
S: Yes, he did. 

 
[Dialog 02]  

Postulate 02: “There are sensor-specific pieces of 
knowledge in humans.” 

H: Tom knows Mary by sight. 
H: Is he familiar with her? 
S: No, he isn’t. 
 
[Dialog 03] 

Postulate 03: “Perceived matters are memorized as facts 
belonging to knowledge in humans.” 

H: Tom saw Mary move to Tokyo. 

H: What did Tom know about Mary? 
S: He knew that she went to Tokyo. 

 
[Dialog 04] 

Postulate 04: “Intentional performances are necessarily 
accompanied by decisions in humans.” 

H: Tom sold his book to Mary. 
H: Did Tom decide to sell his book? 
S: Yes, he did. 

 
[Dialog 05] 

Postulate 05:  “ Desire precedes decision in humans.” 
H: Tom decided to sell his book. 
H: What did he want? 
S: He wanted someone to buy his book. 
 
[Dialog 06] 

Postulate 06: “For humans, a desire for something is a 
belief of becoming happier with it.” 

H: Tom wants to go to Tokyo. 
H: Does Tom believes to become happier 

if he goes to Tokyo? 
S: Yes, he does. 
 
[Dialog 07] 

Postulate 07: “Some emotion can coexist with another in 
humans.” 

H: Tom loves Jane. 
H: Whom does he like? 
S: He likes Jane. 
 
[Dialog 08] 

Postulate 08: “A physical object has never two values of 
an attribute.” 

H: Tom melted the ice (into water) and drank it. 
H: Did he drink the ice? 
S: No. He drank the water. 
 
[Dialog 09] 

Postulate 09: “Communication is not transfer but 
duplication of information.” 

H: Tom said to Mary that his mother was sick. 
H: Who knew that Tom’s mother was sick? 
S: Tom and Mary did. 
 
[Dialog 10] 

Postulate 10: “A spatial event is reversible.” 
H: The path sinks to the brook. 
H: Does the path rise from the brook? 
S: Yes, it does. 
H: The roads meet at the city. 
H: Do the roads separate at the city? 
S: Yes, they do. 
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Abstract
We propose a way to study cognitive robotics

whereby one completely departs from a task-centered
methodology. The new approach, ”radical epigenetic
robotics”, tries to chart new territory, likely not ex-
plored by task-centered approaches because there one
starts with a certain cognitive task for a robot and
then tries to come up with suitable ”control” mecha-
nisms in order to achieve this specific task. Arguably,
this approach has a high risk of making many task-
specific assumptions and of leaving unexplored possi-
ble mechanisms. To avoid these problems, radical epi-
genetic robotics starts not with an outside cognitive
task, but from the inside, with the ”control” mecha-
nism, which we call ”cognitive substrate”; the design
of this ”cognitive network” is the focus of research, re-
sultant cognitive competencies of a robot are tested,
ex post facto.

Keywords Epigenetic robotics, cognitive sub-
strate, designer’s dilemma

1 Introduction

The aim of this paper is to propose and justify a
way of studying the fabrication of cognizers (in the
form of robots) that jettisons one of the central as-
sumptions in the field of cognitive robotics, viz., that
one has to start from the cognitive competency that
one wants to model. Only then, the assumptions goes,
can one try to understand what mechanism to use to
make progress. We turn things around: we start with
the mechanism and then study what cognitive compe-
tencies result. We argue here, that this approach—if
properly construed—is not at all foolish or blind (that
is lacking a tangible goal).

Our approach, tentatively called ”radical epigenetic
robotics” (to be explained below), completely departs

from standard task-centered methodologies. In a task-
centered approach one starts with a certain cognitive
task for a robot—say, wall-following, map-learning,
gesture recognition, playing soccer, six-legged walking,
learning of movement by imitation, object perception
and learning, etcetera—and then tries to write devel-
opmental programs [1], evolve controllers [2], design
behaviors [3], formulate knowledge to reason about[4]
or somehow come up with suitable sensor-effector-
mappings in order to achieve this specific task. While
there is nothing wrong with this approach, one could
argue that it (a) has a high risk of making many task-
specific assumptions and (b) leaves unexplored possi-
ble ”control” mechanisms.

Radical epigenetic robotics does not try to replace
or compete with such task-centered approaches. It is
complementary by trying to chart new territory; ter-
ritory likely not explored by common approaches for
reasons (a) and (b). In the next section we elaborate
on why (a) and (b) are so common and why they can
be problematic. In section 3 we take a quick look at
the different flavors of robotics out there to position
our approach and loosely define some important terms
(such as ”radical” and ”epigenetic”). In section 4 we
outline our proposal and in section 5 we elaborate on
cognitive substrates. We conclude the paper with a
discussion of some difficulties of our approach.

2 Problems with Task-Centered Ap-
proaches

[W]e must admit the likelihood that top-down reverse
engineering will simply fail to encounter the right

designs in its search of design space [5, p. 258]

Task-centered approaches—i.e. approaches that
start with a certain cognitive task to be modelled—to
repeat, can be said to (a) have a high risk of making
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many task-specific assumptions and (b) leave unex-
plored possible ”control” mechanisms. Why is this so
and what are the problems?

Regarding (a), there are of course good reason for
simplifying assumptions. As Dennett [6, p. 308] puts
it, ”AI research, like all other varieties of research on
this huge topic [understanding how the brain works -
AIK], must make drastic oversimplifications in order
to make even apparent progress.”

However, such assumptions are often implicit and
since they are made on a case-by-case basis this leads
to many possibly incompatible models. An often
voiced critique of artificial intelligence is that it works
under the unjustified assumption that all the models
in its different subfields will eventually be put together
to result in truly intelligent systems that can, say, pass
Harnad’s Total Turing Test [7]. The critique is based
on precisely the fact that many researchers work un-
der different simplifying and implicit assumptions that
can lead to utterly incompatible models.

As far as (b) is concerned, one could argue that by
having a certain task in mind, one is likely to choose
ways of achieving this task by utilizing techniques that
will obviously or most likely work. In such a methodol-
ogy, there are good reasons not to try out many (pos-
sibly much simpler) mechanisms for, at first sight, they
may just not look appropriate for the task at hand; and
so, as the epigraph states, one may ”simply fail to en-
counter the right designs.”

3 Oh No, Not Yet Another Robotics!

There are now a large number of different ap-
proaches to cognitive robotics. One finds (the orig-
inal) cognitive [4], behavior-based [3], developmental
[1], cognitive developmental [8], epigenetic [9], evolu-
tionary [2], and adaptive neuro-robotics [10]. As it
stands, the boundaries between them are not clear-cut,
but what all these approaches, in one way or another,
are addressing is how to get more out of the robots
than was (and could have been) designed for; that is
to have ”control” mechanisms that do more than just
control (whence the quotes).

The original cognitive robotics [4] was concerned
with sense-plan-act style cognition where the planning
component was based on logical programming lan-
guages, such as Golog. Cognition here was construed
as reasoning about X, where X could be anything from
goals, to perceptions, to actions, and so forth. Logi-
cist cognitive robotics ignores learning and develop-
ment setting it apart from the other approaches men-
tioned, which acknowledge that cognitive robots have

to be ”beneficiary of a longish period of infancy” [11,
p. 157] in which certain cognitive structures develop
and organize, rather than being fixed by the designer.

Our proposal shares this emphasis on epigenetic de-
velopment, i.e., the development determined primarily
by interaction rather than genes (that is a prior de-
sign), in the sense of Piaget [9]. Whatever the name,
all approaches just mentioned are task-centered. The
point of departure, and novelty, of our approach is that
we believe that only by shifting the focus from specific
tasks to appropriate, plausible ”control” mechanisms
(see below) can the the problems associated with task-
centered approaches be avoided. This shift of focus to
an inside-out approach is what we mean by ”radical”.

Dennett’s quote above continues: ”There are many
strategies of simplification, of which [...] five, while
ubiquitous in all areas of mind / brain research, are
particularly popular in AI. [...] Many of the best-
known achievements of AI have availed themselves of
all five [...] strategies of simplifications [...]. Some crit-
ics hostile to any efforts in cognitive science enabled
by these strategies, but there is no point in attempting
to ’refute’ them a priori [emphasis added - AIK]. Since
they are strategies, not doctrines or laws or principles,
their tribunal is ’handsome is as handsome does.’” So,
rather than further argue against such simplifications
we leave it at having justified our approach via (a) and
(b) and take it (again) with Dennett [6, p. 309]: ”one
might just adopt some rival strategy or strategies, and
let posterity decide which are the most fruitful.”

4 Radical Epigenetic Robotics

To avoid problems (a) and (b), radical epigenetic
robotics proposes to not start with a task-specification
(outside), but focus on the inside mechanisms first.
The five strategies of simplification mentioned above
by Dennett are, in short, as follows:

• ignore both learning and development;

• ignore how isolated subcomponent under study
might be attached to the larger system;

• hope that scaling-up from toy problem to real do-
main will be a straightforward extrapolation;

• bridge various gaps in one’s model with unrealistic
stopgaps; and

• avoid the complexities of real-time, real-world co-
ordination.
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Our research program tries to find new mechanisms
that precisely don’t make any of these assumptions,
thats what we mean by appropriate. Since we aspires
to avoid these simplifications, clearly, something else
has to give. That something is that we will initially
have to make do with the fabrication of rather simple
proto-cognition. However, by definition, an appropri-
ate mechanism will, e.g., scale well, make additions of
new components easy, not introduce makeshifts whose
fixing turns out problematic.

To be plausible, the mechanisms we investigate try
to avoid as many known problematic assumptions as
possible, such as e.g. regarding encodingist represten-
tation [12]. So, to be plausible, they must, e.g., be
radical constructivist [13], interactivist [12], and there
are other criteria. They must also offer a solution to
what we call the Designer’s Dilemma. Since we are
talking about fabricating cognizers, qua artifact, there
must be something that the engineer designs. We now
know that neither behaviors nor knowledge are the
right level we can design for cognition (this assertion
is irrespective of whether we use machine learning or
not) because the designer just cannot anticipate (and
hence not accommodate) an infinite number of cases.
The Designer’s Dilemma forces us to focus on a level
where we can (in principle) have complete knowledge,
that is, not the cognitive task but the level of the cog-
nitive substrate, as we call appropriate and plausible
mechanisms for the fabrication of veritable cognizers.

5 Cognitive Substrates

We shall call an appropriate and plausible ”control”
mechanism cognitive substrate. By cognitive substrate
we mean, roughly: the layer underlying or bringing
about cognitive capabilities; so we could call the ani-
mal brain a ”neurobiological cognitive substrate”. The
volume in design space of ”control” mechanisms that
we are specifically targeting is located where one finds
what Varela et al. [14] have called ”cognitive net-
works”.

It would now be rather foolish to blindly try to find
such mechanisms such that if implemented on a target
robot architecture would lead to ”interesting” behav-
ior or what Beer calls minimally cognitive behavior
[15]. We therefore urge to base the development of
such cognitive substrates on a solid theoretical founda-
tion, on a ”general theory of cognitive systems”. Apart
from the animal brain, biologist have also for a while
been speaking of the immune system as a ”biological
cognitive network” [16] with—though very much sim-
pler [17]—similar capabilities to the brain (memory,

perception, etc.). And if one looks at the literature on
so-called complex adaptive systems one cannot help
but notice the cognitively laden vocabulary used to
talk about these systems. Though these parallels have
been noticed and also lead to interesting applications,
more general theoretical work is outstanding. We can,
nevertheless, already guess at what our cognitive sub-
strate might look like: a self-organizing, synergetic
network of loosely-coupled anticipating self-sustained
oscillatory elements.

The reader might now object, How is this different
from research into artificial neural networks (ANN);
isn’t that just such an approach where you start with a
mechanism (the inside) and then see what you can do
with it (the outside)? The quip reply to this objection
is: maybe, but nobody ever put ANN’s in robots just
to study ”what happens”. Besides, ANN’s wouldn’t
be under such heavy fire from workers pointing out
what ANN’s cannot do to realize whole cognizers if
they were even a suitable tool.

Whether ANN’s (whatever kind you look at) have
serious short-comings that rule them out as cognitive
substrate (and they do) is besides the point. However,
how to ”hook up” the sensors and effectors of a robot
with an ANN (whatever kind) to produce some form of
proto-cognition is precisely the point of contention. Of
course, you could just as well take ANN’s and embark
on the research program we propose. This hasn’t been
done yet and it is an open problem, whether any proto-
cognition would be producible. That is, of course, if we
start with a network which hasn’t been already trained
for a certain task, for in radical epigenetic robotics,
there are no a priori tasks to train an ANN for.

6 Conclusion

Is this optimistic prospect an illusion? Is this
bottom-up project as hopeless as trying to build a

tower to the moon? You can’t get there from here,
say [...] the skeptics. Don’t even try. [18, p.196]

The radical epigenetic robotics approach proposed
could perhaps be express by stating: ”Let the robot
think what it wants and do what it wants”. As thus,
the approach has a number of obvious disadvantages
compared to other approaches and will likely face dif-
ficulties (and because of that, perhaps outright rejec-
tion). For example, since we start with a (theoret-
ically motivated) cognitive substrate, and hopefully
some predictions made by the theory as to the ex-
pected behavior of the system, the question remains
how to evaluate resultant behavior of a robot. What
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counts as proto-cognition and how can it be verified to
be veritable, i.e., attributable to the cognitive robot
itself, and not some human designer. However, this
problem of evaluation is an highly interesting problem
by itself. Perhaps what is needed are new sciences of
cognitive robot psychology and ethology.

A second problem (though not of the approach as
such) is that the ”general theory of cognitive systems”
on which to base our proposed cognitive substrates
doesn’t yet exist. However, there are hints in the liter-
ature, such as a criterion differentiating cognitive from
non-cognitive systems [16, 17]—we might want to call
”Hershberg-Efroni-criterion”—which states, that ”in
a cognitive system the capabilities of the system are
not preordained merely by the plan of the system but
need interaction with their environment to define them
exactly.”

We are in an early phase of developing this new
approach, but think it is timely to start debate.
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Abstract 
Minimally Invasive Surgery (MIS) is surgery of the 

chest, abdomen, spine and pelvis, done with the aid of a 
viewing scope, and specially designed instruments. 
Benefits of minimally invasive surgery are less pain, less 
need for post-surgical pain medication, less scarring and 
less likelihood for incisional complications. Since the 
late 1980’s, minimally invasive surgery has gained 
widespread acceptance because of the such advantages. 
However there are significant disadvantages which have, 
to date, limited the applications for these promising 
techniques. The reasons are limited degree-of-freedom, 
reduced dexterity and the lack of tactile feeling. To 
overcome such disadvantages many researchers have 
endeavored to develop robotic systems. Even though 
some robot aided systems achieved success and 
commercialized, there still remain many thing to be 
improved. In this paper, the robotic system which can 
mimic whole motions of a human arm by adding 
additional DOF is presented. The suggested design is 
expected to provide surgeons with improved dexterity 
during minimally invasive surgery. 

 
Keywords— minimally invasive surgery, articulated 

manipulator, and robot aided surgery 

1. Introduction 
 
Minimally Invasive Surgery (MIS) is surgery of the 

chest, abdomen, spine and pelvis, done with the aid of a 
viewing scope, and specially designed instruments. In 
these procedures, a slender imaging prove is typically 
introduced via a puncture incision. The surgical site is 
viewed through a videoscope equipped with a miniature 
video camera. A CRT screen displays the resultant 
camera output. In the abdomen, carbon dioxide is 
pumped in to create viewing a working room. Tools are 
fed through additional puncture incisions using trocars. 
The benefits of minimally invasive surgery are many. 
Traditional surgery often requires a lengthy hospital stay 
and weeks of recovery. With minimally invasive surgery, 
many procedures require one to two days or less in the 
hospital and recovery time is generally shorter. That 
usually means that patients can get back to their normal 
routines quicker. The faster recovery is possible because 
there are only a few small incisions requiring a stitch or 
two instead of a large incision through the skin and 
muscles. Other benefits of minimally invasive surgery 
are less pain, less need for post-surgical pain medication, 

less scarring and less likelihood for incisional 
complications. Since the late 1980’s, minimally invasive 
surgery has gained widespread acceptance because of the 
such advantages. However there are significant 
disadvantages which have, to date, limited the 
applications for these promising techniques [1]-[3]. For 
example the standard laparoscopic instruments used in 
many minimally invasive procedures do not provide the 
surgeon the flexibility of tool placement found in open 
surgery. As the instrument slide, twist and pivot through 
the trocar (the point at which instruments enter the body 
wall), they are four–degree–of-freedom manipulators. 
Conse- quently the surgeon can reach points within a 
three-dimensional volume but cannot fully control 
orientation. Most current laparoscopic tools have rigid 
shafts, so that manipulation of delicate and sensitive can 
be difficult while manipulating these long-handled tools 
from outside the body [3]. Additionally, the fact that the 
port in the patient’s abdomen (trocar) acts as a laterally 
restrictive pivot point for the body of the positioning 
apparatus complicates the proper positioning of the 
surgical tools. Because entry portal (trocar) is embedded 
in abdominal wall, it cannot be perfectly fixed. This 
allows the movement of entry portal which acts as a 
fulcrum and it leads to the lack of dexterity and 
sensitivity of endoscopic tools [4]. Moreover trocar 
makes the direction of the surgeon’s hand motion reverse 
at the instrument tip. The video monitor is often located 
on the far side of the patient, and the difference in 
orientation between the endoscope and the monitor 
requires the surgeon to perform a difficult mental 
transformation between visual and tool coordinate 
frames. Impaired contact force reception by friction and 
absence of distributed tactile information also become 
problems. Although many abdominal operations can be 
performed laparoscopically at this moment in time, 
performance of complex minimally invasive surgery is 
in the hands of a limited number of experts. Therefore, 
researchers have started to develop new tools for 
laparoscopic surgery to minimize the unsatisfactory 
aspects of the process [5]. The launch of robotic 
telemanipulation system heralds this development. 

Reduced dexterity and impaired visual control were 
considered the major burdens of endoscopic surgery and 
initial attempts in developing robotic endoscope support 
systems aimed at enhancing the surgeon’s control of the 
scope. AESOP® (Computer Motion, Inc.) and 
Endoassist® (Armstrong Healthcare, Inc.) are 
representative works among laparoscope support 
systems. While developments in imaging systems clearly 
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progressed, dexterity problems remained a crucial 
problem. In the early 1990s, the concept of a master-
slave tele-manipulator was developed. This concept 
required the surgeon to control a manipulation system 
from a master console remote from the patient. A 
computer uses computing power to support the surgeon’s 
dexterity. The surgeon moves two master devices made 
to resemble surgical instruments at the console, and each 
motion is translated to the robotic arm which scale down 
the movements at the end of the instruments inside the 
patient’s body. The robotic slave arm follows all 
commands of the master arm in a natural way, 
comparable to manipulation in open surgery. Many 
researchers have developed robot aided minimally 
invasive surgery systems. Among them, da Vinci® 
(Intuitive Surgical, inc.) and ZeusTM (Computer Motion, 
Inc.) telemanipulation systems received FDA clearance. 
The major advantage of these newer master-slave robotic 
systems is the introduction of extra degrees-of-freedom 
at the end of the instruments, allowing surgeons to 
manipulate in a manner similar to that of open surgery. 
The ZeusTM offers five DOF and da Vinci® offers six 
DOF by using the Endowrist® system. In addition, the 
unnatural opposite response of the instruments is 
corrected by the robotic telemanipulation systems. 
Tremors and trocar resistance are eradicated by the man-
machine interface. The digital processing allows the 
scaling down of the surgeon’s hand movements to a 
level where micro-vascular procedures are feasible. The 
ergonomic and reduced fatigue features will be a great 
advantage [5]. 

2. Design Concepts 
 
Previously described robotic tele-manipulation 

systems potentially offer great benefits for minimally 
invasive surgeries. However there still remain several 
points to be improved in the aspect of dexterity. In open 
procedure, the surgeon has unlimited flexibility in 
positioning his body, elbow, wrist and fingers; the 
operative field may be approached from various 

direction. The most up-to-date robotic MIS systems have 
six-degrees-of-freedom; four at the entry portal and two 
at the end of tool. These, so to speak, resemble the 
human arm which just has wrist and shoulder and no 
elbow. Some researchers reported that if we could 
develop either mechanical or electromechanical 
teleoperators which enable surgeons to move a MIS 
system in a manner analogous to an open instrument, we 
could potentially reduce the time of current laparoscopic 
procedures by at least 15% and we could perhaps also 
enable surgeons to perform procedures which are 
currently too difficult [6]. This result shows that the 
robotic system which can mimic whole motions of a 
human arm by adding additional DOF may have more 
powerful usages. This is the first and underlying premise 
of our design. The second premise is that the entry portal, 
trocar, which acts as a fulcrum is having bad effects on 
the dexterity and the repeatability of surgery tool. The 
most serious reason is that the fulcrum does not be 
firmly fixed. The most movements of conventional tools 
for minimally invasive surgery depend on that through 
the trocar and very few movements which are not 
effected by the motion of the trocar is achieved. Thus the 
main design concept of this research is to add two DOF 
rotational joint at the surgery tool so that this added joint 
function as a human elbow (Fig.1). By adopting this 
mechanism, the surgery tools can behave like a human 
arm because the type of degree-of-freedom of the trocar 
(3-rotations and 1-translation) is exactly same that of a 
shoulder and the type of degree-of-freedom of tool tip 
(2-rotations; perpendicular to the longitudinal axis) and 
added joint (2-rotations; one is perpendicular and the 
other is parallel to the longitudinal axis) are same that of 
a wrist and an elbow respectively. Moreover the added 
joint is not affected by the movement of the trocar 
because it is placed inside the abdomen during surgery. 
Thus the space where the surgery tool can move 
independently to the trocar is enlarged and the dexterity 
and the repeatability are enhanced.  
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3. Design Requirements 
 
There are several design requirements which should 

be satisfied for robotic tools to be used at minimally 
invasive surgery. Typical properties are size, force which 
can be produced at the tool tip, speed, repeatability, 
dexterity, workspace, weight, and convenience to 
operators.  

 
� Size : The surgery tool is inserted into the patient’s 

abdomen through a trocar, so that the width of a 
tool should not exceed the size of conventionally 
used trocar. The size of currently used trocar is 
rarely above 10mm. Thus we will design the 
surgery tool with 10mm diameter.  

 
� Force : It is generally known that the amount of 

force needed for fine motion tasks such as 
suturing is roughly 10N at the gripper [3]. Thus 
we set the lower limit of required force as 10N.  

 
� Speed : In the aspect of speed we need about 3-5 Hz 

for the joints to achieve a speed comparable to 
human fingers.  

 
� Repeatability : The human’s end repeatability is 

known about 1mm. In due consideration of 
practical fabrication process, our design goal for 
repeatability is under 0.25mm. 

 
� Dexterity : The suggested design has more joint and 

degree-of-freedom than conventional robotic 
surgery tools, it will inherently shows improved 
dexterity. Thus design goal is the maximization 
of the dexterity through whole workspace by 
rearranging kinematic parameters. 

 
� Workspace : As written at dexterity, workspace is 

also enlarged by adopting the additional joint. 
Thus maximization of not workspace but 
dexterous workspace is our design object. 

 
�Convenience to operators : Originally this parameter 

is the most important point to be considered 
during the design process. Thus the link length of 
surgery tool is determined by continuous 
simulation and consultation with surgeons. 

4. Design in detail 
 
The main idea of suggested design is to add the 

additional joint which behaves like an elbow. In human 
arm, an elbow joint moves with two rotational degrees-
of-freedom; one is perpendicular to the longitudinal axis 
and the other is parallel to the axis. To adopt this type 
motion, the differential mechanism is used (Fig.2). The 
differential mechanism is composed of three bevel gears 
whose axes intersect mutually through a common point 
at right angle. Two gears are input (gear 1 & 2) and one 
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Fig 2. Differential Drive 
ear 3) is output device. When input gears rotate to 
ame direction, the output gear is turned on the axis of 
put gear. When input gears rotate to opposite directions, 
e output gear is turned on the longitudinal axis. This is 
e exactly same motion with a human elbow. The 

uggested design shows 45-degrees motion range of 
utput gear at each rotational axis. The wrist part should 
e able to be manipulated with two axes which are 
erpendicular to longitudinal axis. To this end, the 
niversal joint may be best solution. But universal joint 
as a intersect axis which looks like a cross and it is very 
ifficult to drive such a part by using a wire. To solve 
is problem, rotational axes are split apart and are 

riven separately. But this design needs one more joint 
an that of universal joint and it makes the manipulator 

ecome more complex and pliable. To overcome this 
rawback, the axis for tool tip rotation and the axis for 
ol opening are joined together and two parts of a tool 
p are driven separately (Fig.3). In this design, the 
verage of two rotations (pulley 1 & 2) represents the 
hange of the orientation of tool end and the difference 
etween two rotations does the tool tip opening angle. 
hus the orientation and the tool opening angle can be 
ontrolled in one axis. 

Because wire-mechanism is only operated when 
nsion-force work on it, wire-driven system requires 2n 
ires to control n-DOF motion. In our system, we need 
 wires to control 3 DOF motion of tool tip (pitching in 
rist, gripping and yawing in hand). However, the space 
here driving mechanisms are to be installed is 
stricted by size of trocar, and wires must be passed 
Tool tip

Pulley 1 Pulley 2

Tool tip

Pulley 1 Pulley 2

Fig 3. Universal joint and suggested design 
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Cable C5 and C6 form two sides of a single cable CS 
that engages pulley P7. 

The movement of wrist and fingers acts like following. 
If motors M1 and M4 rotate in opposite direction, 
capstan A will rotate for gripping and yawing. Likewise 
if motors M2 and M3 rotate in opposite direction, 
capstan B will rotate. If motors M1 and M4 rotate in the 
same direction, motors M2 and M3 rotate in the same 
direction, but in opposition to M1 and M4, then the wrist 
will pitch about axis B. 
 The surgery tool is composed of previously described 
parts and is shown in Fig.5. It is expected to make the 
surgery tool be applied more various tasks. 

5. Summary 
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Fig 4. Schematic diagram for cabling 
hrough axle of bevel gear of differential drive. 
herefore, technique that can reduce number of wire is 

equired. Consequently, only 4 wires are required to pass 
hrough axle of the upper bevel gear by adopting 
ollowing technique.[7] 

As shown in fig.4, this system is composed of 2 
apstans, 7 pulleys and 4 motors. Cables C1 and C4 
orm two sides of a continuous loop L1. Cable C1 of 
oop L1 engages proximal pulley 5, drive shaft of motor 

1, intermediate pulley P1, and driven capstan B. Loop 
1 returns from capstan B as cable C4 and engages 

ntermediate pulley P4, drive shaft of motor M4, and 
roximal pulley P5. The cables C1 and C4 are fixed to 
apstan A in order to pull it.  

In the same manner, Cables C2 and C3 form two sides 
f a continuous loop L2. Cable C2 of loop L2 engages 
roximal pulley 6, drive shaft of motor M2, intermediate 
ulley P2, and driven capstan A. Loop L2 returns from 
apstan A as cable C3 and engages intermediate pulley 
3, drive shaft of motor M3, and proximal pulley P6. 
he cables C2 and C3 are fixed to capstan B. 

This paper presents the design of the dexterous 
manipulator for minimally invasive surgery. The 
capability of the suggested surgery tool is enhanced by 
adopting additional joint which acts like a human elbow 
joint. The improved manipulability may contribute to 
performing complex tasks during surgery and 
popularization of minimally invasive surgery. 
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Abstract 
 

An optimal capturing trajectory for a moving object 
is proposed in this paper based on the observation that a 
single-curvature path is more accurate than double- or 
triple-curvature paths. Traveling distance, tracking time, 
and trajectory error are major factors considered in 
deciding an optimal path for capturing the moving object. 
That is, the tracking time and distance are minimized 
while the trajectory error is maintained as small as 
possible. The three major factors are compared for the 
single and the double curvature trajectories to show 
superiority of the single curvature trajectory. Based upon 
the single curvature trajectory, a kinematics model of a 
mobile robot is proposed to follow and capture the 
moving object, in this paper.  
 
Keywords Single curvature trajectory; Mobile robot; 
Capturing; Moving object 
 
 
1  Introduction 

 
From 1970’s, ‘Robot’ has come close to our daily 

lives. More precise and fast control became possible 
with the development of integrated circuits, sensors, 
artificial intelligence, image processing, and computer 
technologies. As the result, intelligent robots which 
recognize changes of environment and decide their 
reactions automatically, appeared in daily lives[1][2].  

There are two typical robots:  a robotic manipulator 
and a mobile robot.  The robotic manipulators that has a 
fixed base, have been utilized for precise assembly 
operations. However their workspace is limited within a 
small volume. On the contrary, workspace of a mobile 
robot is not limited to a certain area. However, in the 
control of the mobile robot, position control accuracy, 
velocity and acceleration limits, obstacle recognition, 
and trajectory planning must be considered carefully[3].  

Therefore researches on a mobile robot can be 
globally classified into four categories: mobile robot 
navigation itself, trajectory planning, position estimation, 
and driving control. Trajectory planning of a mobile 
robot aims at providing an optimal path from an initial to 
a target position. Generally there are three major factors 
to be considered in the trajectory planning: the driving 
time, distance, and error. Note that these factors are not 
independent but closely related to each other. Therefore 
the trajectory planning aims at the selection of best 
trajectory in view of all the factors. There are not many 

researches on the trajectory planning, while many papers 
on the position estimation and trajectory control are 
published. The importance of driving trajectory planning 
which reduces driving distance and time has not been 
studied closely[4]. 

This paper proposes a single curvature trajectory for 
a precise motion of a mobile robot and it is applied for 
the trajectory of a mobile robot to capture a moving 
object. Based on the kinematics modeling of a mobile 
robot, a theoretical driving model is proposed; the 
driving characteristics of the single curvature trajectory, 
that is, driving time, distance, and error have been 
measure and analyzed through the simulations and real 
experiments. In chapter 2, driving characteristics of a 
mobile robot have been analyzed through kinematics 
analysis. The single curvature planning is described in 
chapter 3 concretely. In chapter 4, the capturing 
algorithm following the single curvature trajectory is 
introduced with theoretical formulars. The comparison 
between a single curvature trajectory and a double 
curvature trajectory in terms of tracking error, time, and 
distance has been shown in chapter 5. The real capturing 
experiments are also demonstrated in the chapter. 
Chapter 6 concludes this paper. 

 
 

2 Kinematics Modeling and Moving 
Characteristics of a Mobile Robot 

 
To form a trajectory for a mobile robot to follow the 

desired path, kinematics analysis which shows the 
relation between robot control variables and robot 
position and velocity needs to be done previously.  

 
2.1  Kinematics analysis of a mobile robot 

 
As shown in Fig. 1-(a), a mobile robot with 

differential driving mechanism has two wheels on the 
same axis, and each wheel is controlled by an 
independent motor. Let us define Lv  as the velocity of 
left wheel, Rv  as that of the right wheel, and l  as the 
distance between the two wheels. The robot motion can 
be determined by the two wheel velocities, Lv and Rv , 
and the linear and angular velocities of the mobile robot 
can be described in terms of Lv and Rv  as follows[5]: 

21
LR vvv +

=    (1) 

l
vv

v LR )(2
2

−
=    (2) 
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Kinematics model of a mobile robot with differential 
driving mechanism can be described as Fig. 1-(b). On 
the two dimensional YX − Cartesian coordinates, 
position of the mobile robot is described by )(txR  and 

)(tyR  while the orientation is represented as )(tRθ . 

),,( RRR yx θ

Lv Rv

X

Y

l

2
l

Ry

Rx

Rθ

2
l

1v

2v

)(a )(b
 

Fig.  1. Kinematics model of a mobile robot. 
 
 Then )(txR& and )(tyR&  represent the linear velocity 

of a mobile robot while )(tRθ& represents the angular 
velocity. The velocity vector of the mobile robot is 
defined as 

[ ]T
RRR yxP θ&&&& =                 (3)  

where [ ] T
RRR yxP θ= . 

Now the kinematics model of the mobile robot can 
be represented as[6] 

⎥
⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

2

1

1
0
0

0
sin
cos

v
v

P R

R

θ
θ

& .  (4) 

Kinematics analysis aims at the proper velocity 
assignment to each wheel to drive the mobile robot to a 
desired position and orientation[7]. 

 
2.2  Driving Principle of a Mobile Robot 

 
Motion states of the mobile robot with differential 

driving mechanism are changing according to the two 
wheel velocities. A robot with multiple wheels rotates 
along a rotation center instantaneously, and this rotation 
center is defined as ICC (Instantaneous Center of 
Curvature).  As it is shown in Fig. 2-(a), ICC locates on 
the cross-section point of the extension-lines of the 
wheel centers. For a mobile robot with differential 
driving mechanism, as shown in Fig. 2-(b), ICC can be 
located any point on the wheel axis since the two wheel 
axes are on the same line[5].  

ICC
ICC

)(a )(b
 

Fig. 2. Center of instantaneous rotation. 
 

In this case, ICC will be determined by the velocity 
ratio between the two wheels’. Fig. 3 illustrates ICC 
along with the robot’s velocity and position. There exists 
proportional relationship between the wheel velocity and 
the distance from the wheel to the ICC, which is 
represented as 

2
:

2
: lRlRvv RL +−= .  (5) 

Equation (5) can be simply represented as 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
+

=
LR

LR

vv
vvlR

2
.   (6) 

Note that the rotation radius of the mobile robot is 
determined by the values of left and right wheel 
velocities. When the robot is following a straight line, 

∞=R  and LR vv = . When LR vv ≠ , the robot follows a 
circular trajectory with a certain rotation radius.  

2
l

R

),,( RRR yx θ

),,( RRR yx θ ′′′

ω

Lv

Rv

Rv
Lv

d

A

B

ICC

 
Fig. 3. ICC of a mobile robot 
 
In Fig. 3, when the mobile robot is moving from A 

where the robot is located on ),,( RRR yx θ  at time = t  
to B where the position is on ),,( RRR yx θ ′′′  at time = 

tt δ+ , the coordinates of ICC can be determined as 
])cos(,)sin([ RRRR RyRxICC θθ +−=  (7) 

Also the mobile robot position, ),,( RRR yx θ ′′′ , at 
time= tt δ+ , can be expressed in terms of position of 
ICC and angular velocity, ω , as follows: 
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⎥
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θ 100
0)cos()sin(
0)sin()cos( .(8) 

Now, the total distance, d , and the rotation angle, 
ϕ , of the mobile robot movement from location A to B 
can be obtained as follows: 

∫∫
++ +

==
tt

t
RLtt

t
dt

vv
dtvd

δδ

21
  (9) 

)(
)(

)(
LR

RL

tt

t RL
vv

vvl

dtvv

R
d

−
+

+
== ∫

+δ

ϕ   (10) 

Using these equations, when the rotation radius, 
distance of movement, and rotation angle of the mobile 
robot are planned previously, the desired linear and 
angular velocities, Lv , Rv , and ω can be obtained 
when it makes a curved motion[5]. 
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3  Single-Curvature Trajectory 
 
3.1  Curvature 
 
Curvature, k , is defined as ratio of θ∆  to s∆ , when a 
mobile robot is rotating from a point, P, to Q as it is 
illustrated in Fig. 4. The curvature is defined as[8] 

ds
d

s
k

s

θθ
=

∆
∆

=
→∆

lim
0

  (11) 

Rotation radius can be defined as the inverse of the 
curvature as 

If 0>k , then k/1=ρ .  (12) 
As it can be clearly recognized from Eq. (11), the total 
travel distance along the curve, s∆ , is the length of the 
arc and is proportional to the curve radius. Since 
curvature, k , is inverse proportional to s∆ , curvature 
k  is inverse proportional to the radius of the curve. If 

0=k , then the radius of the curve, in other words, 
rotation radius becomes infinite. That is, 0=k  implies 
a straight line which is a circle with the infinite radius 
[5]. 

s∆

θ∆P

Q

 
Fig. 4. Curvature. 

 
When the mobile robot is moving along the curved 
trajectory, the rotation radius affects severely on the 
driving error. Generally the mobile robot has smaller 
error along a straight line path )0( =k , than the 
curved )0( ≠k . Theoretically, the curved trajectory can 
be calculated with the Eq’s (5)~(8) assuming the pure 
rolling and non-slipping conditions. Practical driving 
may have some differences from the theoretical values. 
When the mobile robot is following a curved path, there 
exist centrifugal and centripetal forces all together. The 
friction force between the surface and the wheels acts as 
centripetal force to ICC and keeps the curved motion of 
the mobile robot. Under the ideal conditions, the driving 
error becomes zero without the slippage. However, 
practically, there always exists the driving error caused 
by the slippage. From the following equation, it can be 
formulated that the centrifugal force is a function of 
rotation radius and velocity: 

r
mvF

2

=    (13) 

Fig. 5 illustrates the driving situation of a mobile robot, 
starting from A and following a circular curved path. In 
the ideal condition, the estimated position of robot 
becomes B1. However, practically the robot arrives at 
B2 by the driving error. So far there are lots of 
researches to reduce the driving error caused by the 

rotation radius and driving speed. 
 

idealR _
exp_R

Error

1B 2BA
ICC

1L

2L

 
Fig. 5. Driving error of a mobile robot on a 

curved path. 
 
Fig. 6 shows the error characteristics according to the 
driving radius and speed with a real mobile robot. The 
speed of right wheel is kept constant, while that of left 
wheel was changed to make a curved motion of the 
mobile robot. With the increase of the left wheel velocity, 
the driving error is increased as well. Also note that the 
driving error becomes large with the small rotation 
radius even though the speed is same. From the analysis 
of Fig. 6, it can be concluded that the driving error of a 
mobile robot becomes larger with the smaller rotation 
radius and with the higher speed while it is driving along 
the curved path[4]. 
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Fig. 6. Driving errors in terms of speed and 

 rotation radius 
 
3.2  Single curvature trajectory 
 
The single curvature trajectory keeps the same curvature 
while the double curvature trajectory changes the driving 
direction and curvature at the point of inflection.. That is, 
the points of inflection exist at several locations. While a 
mobile robot is moving along the trajectory , the wheel 
velocities of the mobile robot need to be changed 
whenever the rotation radius and driving direction are 
changed according to Eq. (6). 

For the same travel distance, the single curvature 
trajectory has the biggest rotation radius, while the 
others have varying radius with smaller values. 
Therefore it can be predicted that when the mobile robot 
is traveling along the single-curvature trajectory, it may 
have the least tracking error. To verify the fact, the 

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005  

The Tenth International Symposium on Artificial Life and Robotics 2005(AROB 10th ’05),
B-con Plaza, Beppu, Oita, Japan, February 4-6, 2005

©ISAROB 2005 715



tracking errors are going to be recorded and analyzed 
through the real experiments. Before the real 
experiments, pre-simulations are performed to show the 
rotation angles, traveling distance, trajectory, etc. 

 

curvature Single (a) curvature Double (b)
)(mX )(mX

)
(m

Y

)
(m

Y

0 2 4 6

0

2

4

0 2 4 6

0

2

4

Fig.  7. Single-curvature and double-curvature 
trajectories. 

 
Table 1. Computed single-curvature and double- 

curvature trajectories 
 Single Curvature Double Curvature

Initial Position Pi=(0, 0, 90o) Pi=(0, 0, 90o) 

Final Position Pf=(5, 4, 109.6o) Pf=(5, 4, 90o) 

Path 
Distance(m) 7.18 m 7.18 m 

Curve 
Radius(m) 3.75 m 1.88 m 

Rotation 
Angle(deg) 109.65o 109.65o, 109.65o

ICC 
Coordinates (3.75, 0) (1.87, 0) 

(3.13, 4) 
 

Simulation results the total travel distance is same for 
the single-curvature and double-curvature trajectories. 
However, the rotation radius is double for the single-
curvature trajectory. In more detail, the rotation radius 
for the single-curvature trajectory is 3.75m, while that of 
double-curvature is 1.875m, which has the point of 
inflection at (2.5, 2). As the result of close observation of 
Fig. 6, it can be concluded that the single curvature 
trajectory has less tracking error than the double-
curvature. 
 
 
4  Capturing Algorithm 
 

When a mobile robot is tracking to capture a moving 
object, the decision of tracking trajectory is a very 
important factor for a successful operation. To minimize 
the tracking error, a single curvature trajectory is 
selected and the mobile robot is planned to follow the 
trajectory. Fig 8 shows the mobile robot path to capture a 
moving object along the single-curvature trajectory. The 
total path is composed of two single-curvature and a 
straight-line trajectories. The left-wheel velocity and 
acceleration of the robot are defined as Lv  and La , 
respectively. At the first part of the path, the robot needs 
to rotate clock-wise along the circular trajectory, the left-
wheel velocity is higher than the right-wheel velocity, 

RL vv > . The velocities can be related to the accelerations 
as follows: 

tadav L

t

LL == ∫0 )( ττ   (14-a) 

tadav R

t

RR == ∫0 )( ττ   (14-b) 

As it can be noted from the relations between the 
velocities and accelerations, the velocity is proportional 
to the acceleration, that is, RL aa > . The second segment 
is a straight line along which the robot follows from 

),( 11 lineline yx  to ),( 22 lineline yx . At the third part of the 
path, the mobile robot estimates the position, ),( objobj yx , 
and velocity of the moving object using a CCD camera 
attached on its body, and follows the single-curvature 
trajectory to capture the moving object precisely. 
 

1r

),( 11 lineline yx

),( 22 lineline yx

2r

1ϕ 2ϕ
Lv Rv ),( objobj yx

),( 11 yx ICCICC

),( 22 yx ICCICC
1-Path

2-Path

3-Path

 
Fig.  8. Capturing trajectory of a moving object 

 
 
5  Experiments 
 
5.1  Experimental system 
 

Experiments were performed in the research 
laboratory building. The floor was flat and slippery. 

 
A. Moving object 
The moving object does not need any specific 

characteristics. Therefore it is implemented as a simple 
and small mobile robot. To estimate the position of the 
moving object easily, a red color patch is attached on the 
object. The color information of the patch is obtained by 
the CCD camera on the mobile robot and is utilized to 
estimate the position of the moving object. 

 
B. Mobile Robot 
The mobile robot utilized for the experiments has a 

two DOF active vision camera to recognize the objects 
and surrounding environments. To enable the 
autonomous navigation, several sensors including rate-
gyroscope sensors are used for the mobile robot. The 
hardware specifications of the mobile robot are 
summarized in Table 2. 

 
 
Table 2. Specifications of the mobile robot 
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Item Specifications 

Size (mm) 660 * 430 * 465 (L*W*H) 

Weight (kg) 19.5 kg 
Distance between 

Wheels (mm) 400 mm 

Diameter of Wheel 210 mm 

 
5.2  Experimental results and discussions 

 
In the first experiment, the single-curvature and 

double-curvature trajectories are compared in terms of 
tracking error, traveling distance, and tracking time with 
the same mobile robot for a moving object. Figure 9 
shows the real experimental environment. The 
experimental results are summarized in Table 4 and 5. 
Figure 10 shows tracking error, traveling distance, and 
tracking time as a graph according to the real 
experimental values. 

 
Table 3. Computed velocity of the mobile robot 

 for each trajectory 

Lists 

Single-
curvature 
Trajectory 
(r=3.75m) 

Double-
curvature 
Trajectory 

(r=1.875*2m) 

1v (m/s) Time(s) Lv  
(m/s) 

Rv  
(m/s) 

Lv  
(m/s) 

Rv  
(m/s)

0.1 72.8 0.105 0.095 0.089 0.111
0.2 37.9 0.211 0.189 0.179 0.221
0.3 26.9 0.316 0.284 0.268 0.332
0.4 21.9 0.421 0.379 0.357 0.443
0.5 19.3 0.527 0.473 0.447 0.553
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Fig.  9. Real experiments of the mobile robot  

Driving 
 

Table 4. Rotation radius, driving error, time, and 
distance along the single-curvature trajectory 

1v  
(m/s) 

R_real
(m) 

Error 
(m) 

Time 
(s) 

Distance 
(m) 

0.1 3.88 0.13 74.0 7.31 

0.2 4.13 0.38 39.5 7.54 

0.3 4.37 0.62 28.8 7.75 

0.4 4.61 0.86 24.0 7.98 

0.5 4.98 1.23 21.5 8.32 

 
Table 5. Rotation radius, driving error, time, and 

 distance along the double-curvature trajectory 

1v  
(m/s)

R1_real
(m) 

R2_real
(m) 

Error 
(m) 

Time 
(s) 

Distance
(m) 

0.1 2.02 2.06 0.51 77.2 7.67 

0.2 2.25 2.25 1.02 41.6 8.08 

0.3 2.47 2.38 1.44 32.1 8.12 

0.4 2.85 2.89 2.43 28.8 8.80 

0.5 3.12 3.15 3.01 26.2 9.33 
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Fig.  10. Comparison of single- and double- 

curvature driving characteristics 
 
The second experiment is performed to show the 

tracking and capturing of a moving object by the mobile 
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robot. As it is shown in Fig. 8, the mobile robot follows 
two curved paths and a straight path to capture a moving 
object. Figures 12 and 13 show the real trajectories 
followed by the mobile robot. In this experiment, the 
mobile robot’s velocity is 0.1m/s, while the moving 
object has the velocity of 0.05m/s. To minimize the 
tracking error of the mobile robot, the maximum 
allowable acceleration was kept as 0.05m/s2 . The initial 
position of the mobile robot was (1, 2, 90o), and the 
moving object was initially located at (0, 2, 25.5o) before 
the experiment. The first curved path has rotation radius 
of 1.5m. When the mobile robot followed this path, it 
had tracking error of 0.6m. Along the second straight 
line path, the mobile robot moved 2.8m, and by 
following the third curved path with rotation radius of 
1m, the mobile robot hits the moving object to capture. 
The total traveling distance of the mobile robot was 
6.91m, the the tracking error was 1.4m. The total time to 
capture the moving object was 71.2seconds. 

 

 
Fig. 11. Capturing operation along the single- 
       curvature trajectory 
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Fig. 12. Tracking and Capturing Trajectory 
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Fig.  13. Tracking error 
 
 

6  Conclusions 
 
This paper demonstrated optimality of a single 

curvature trajectory in capturing a moving object by a 

mobile robot. For the trajectory planning of a mobile 
robot in a curved path, superiority of the single curvature 
trajectory is verified based on the experiences and 
theoretical backgrounds. To practically show the 
effectiveness of the proposed algorithm, several 
experiments are performed with other trajectories, for an 
example, double-curved trajectory. Since the mobile 
robot using only dead-reckoning sensors aggregates the 
position estimation error while it is navigating, an error 
correction algorithm is necessary to support a precise 
and prompt control performance. Frequent error 
correction processes degrade the driving performance 
critically and may cause unstable operations. Providing a 
trajectory which causes less error for the mobile robot is 
very effective for the precise and fast curved motion. To 
improve the driving accuracy of the mobile robot, 
intelligent position estimation schemes and driving 
control algorithms are necessary to develop further as 
future research works. 
-------------------------------------------------------------------- 
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Abstract:  
We present a passive biometric system to the detection 
and identification of human faces and ears and develop a 
multimodal biometric system using eigenfaces and 
eigenears. A new technique of tracking a human face and 
an ear from the same image of a particular person is 
proposed that provides us to use a single camera for 
developing the proposed biometric system. The proposed 
system uses the extracted face and ear images to develop 
the respective feature spaces via the PCA algorithm 
called eigenfaces and eigenears, respectively. A new face 
and ear can be characterized by calculating the Euclidean 
distance between the classes of eigenfaces or eigenears 
and the new face or ear, respectively. Eighteen persons’ 
faces and ears are employed for developing the databases 
of the eigenfaces and eigenears, and new faces and ears 
taken from various sessions of the same persons are 
employed for the identification. The proposed 
multimodal biometric system shows promising results 
than individual face or ear biometrics investigated in the 
experiments. 
 
1. Introduction 
Many of security companies are seeking a suitable 
biometric system that can create its database and identify 
targeted person passively. Such a system is especially 
important for robotic vision where subject’s cooperation 
or direct interaction of human and robot may not always 
be available. In some cases, a subject’s involvement may 
cause severe threat to the biometric systems especially 
for identifying a suspect or a terrorist. In addition, an 
automatic personal identification system based solely on 
a particular biometric component such as fingerprint or 
face is often not able to meet the security satisfaction [1]. 
We need such a system where acquisition of biometric 
database and its verification could be developed without 
a subject’s concern, and the system performance will 
satisfy the security requirement. A new multimodal 
biometric system based on eigenfaces [2] and eigenears 
[3] is introduced in this paper. We develop a passive 
multimodal biometric system where subject’s concern is 
not necessary. The proposed system can be implemented 
for developing a passive identification system employing 
a humanoid robot and it can be of a suitable application 
to an airport security system.  

 In the past, various studies have been done in 
biometric systems. However, the area of passive and/or 
multimodal biometric systems is quite new in biometric 
research. We have seen some of studies where face and 

ear have been chosen individually as the biometric 
components [4, 6]. However, the present study merges 
the eigenfaces and eigenears for developing a passive 
multimodal biometric system where face and ear are the 
biometric component.  

In this paper, we propose and develop a prototype 
passive biometric system using eigenears and eigenfaces. 
The images of the ears and faces are collected from a 
single image of a particular person, and the databases of 
eigenears and eigenfaces via the PCA algorithm are 
produced. New type of biometric data (ear or face) is 
verified using the databases, and personal verifications 
are done judging the match-record. Since the proposed 
study extracts face and ear from the same image, the 
system does not require the application of multiple 
cameras. Or, we can also employ a ceiling camera for 
extracting such images. To the best of our knowledge, 
this is a new method in the biometric systems. 

We have presented a brief formulation of the proposed 
biometric system. In the experiment, we have presented 
three different results for comparing the face, ear and 
multimodal biometrics. A discussion and concluding 
remarks are also placed at the end of this study.  

 
2. Eigenfaces and Eigenears  
PCA is a very powerful technique for selecting 
appropriate features or to reduce the dimension in which 
variation in the dataset is preserved. Thus the  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Flow chart of the system’s algorithm.  

EXTRACTION 
Face or ear image 

IMAGE 
PROCESSING 
Cropping the face
and ear images 

NORMALIZATION
Normalizing size &
Illumination  

TRAINING 
Creating eigenears or
eigenfaces 

TESTING 
Projecting new face
and ears 

DECISION 
Successful hit 
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classification is done in a lower dimensional space called 
the eigenspace, which is just the space defined by the 
principal components or the eigenvectors of the data set.   

In case of face or ear images, the principal 
components are called eigenfaces or eigenears, 
respectively. The proposed system performs various 
procedures that are shown in Figure 1. In the extraction 
stage, acquired training face and ear images are cropped 
to a specified size from the same image of a particular 
subject. Image processing step includes geometric 
normalization and masking. Different masks can be used 
to avoid the unnecessary parts of the images. In the 
verification stage, it consists of two stages; training stage 
and testing stage. In the training phase, the eigenears and 
eigenfaces are developed choosing the appropriate 
eigenvectors. In the testing phase, the decision of the 
identification is taken based on the Euclidean distance 
between the classes of eigenfaces or eigenears and new 
faces or ears, respectively. 
 
2.1 Calculating Eigenfaces or Eigenears  
 Let a face or ear image I(x,y) be a two dimensional N 
by N array of intensity or a vector dimension N2. Let the 
training set of face or ear images be 
 

1 2 3, , ,... Mx x x x                     (1)  
The average face or ear of the set is defined by  
 

1

1 M

n
nM =
∑=ψ x                      (2) 

Each face or ear differs from the average by the vector 

i ψi = −φ x . A covariance matrix can be obtained by 
 

  1

1 n

i i
i

T
n n

C
M

Τ

=

=

∑=

X X

φφ
                  (3) 

where, X  is the new image set obtained by the 
subtraction result between each image and φi . This set 
of very large vectors is then subject to principal 
component analysis that seeks a set of k orthogonal 
vectors or the principal components ie  and their 

associated eigenvalues iλ  which best describes the 

distribution of data. The vectors ke and scalars kλ  are 
the eigenvectors and eigenvalues, respectively, of the 
covariance matrix. The N dimensional space defined by 
all the eigenvectors of C is reduced via the principal 
component analysis [8]. One may find a simple method 
to select the eigenvectors proposed by Turk and Pentland 
[2]. As a result, the chosen K ( 21 k N≤ << ) eigenvalues 

kλ (k=1,2,…,K) and corresponding eigenvectors ke  are 
obtained. The k-dimensional vector defined by the 
eigenvectors ke  is called an eigenface or eigenear. 
Because these vectors are the eigenvectors of the 

covariance matrix corresponding to the original face or 
ear images and they are faces or ears like their 
appearances.   
 
2.2 Classifying new Faces or Ears using Eigenfaces or 
Eigenears  

After creating the eigenfaces or eigenears, 
classification of new images becomes a pattern 
recognition matter. A new face or ear image (x) is 
transformed into its eigenface or eigenear component 
projected onto the eigenfaces or eigenears by the 
following way, 

 
( ψ)T

k kw −= xe                  (4)  

for 1, 2, ...,k k ′= . This describes a set of point-by-point 
image multiplication and summations. The weight from 
the vectors '1 1, , ...,

k
w w wT = [ ]Ω  that describes the 

contribution of each eigenface or eigenear in 
representing the input face or ear image treating the 
eigenfaces or eigenears as a basis set of face or ear 
images [4]. Calculating an Euclidian distance is the 
simplest way to classify the new face or ear class as 
follows, 

 
  k kd Ω Ω= ( - )                (5) 

where kΩ  is a vector describing the kth face or ear 
class. A face is classified as belonging to class k when 
the minimum kd  is in the defined threshold limit of 

kε . Otherwise, the new face or ear is defined as 
‘unknown’. The unknown face or ear can be used for 
developing further database.  
 
3. Experimental Results            
Three different issues are considered for performing this 
study. We have initially developed two individual 
biometrics using face and ear separately. Finally, a 
multimodal biometric system is developed merging the 
face and ear biometrics.    

As we have described in the Section 2 and Figure 1, 
there are three main steps involved in developing the 
proposed system: (a) extraction of images, 
pre-processing and normalization, (b) creating eigen 
databases for ears and faces, and (c) verification. We 
have employed the databases of university of Notre 
Dame [9] which is composed of five different sessions 
and imaging conditions. The database contains five 
different variations based on the sessions collected in the 
database.  We employ one set for creating the databases 
of eigenears and eigenfaces, and four other variations are 
used for the verification. In the preprocessing step, we 
have used only the side faced-images for obtaining the 
(right) ears and faces together. Fig. 2 shows 5 person’s 
images out of total 18 employed in this study.  Some of 
image samples used in the experiments are shown in Fig. 
3 along with extraction procedures of the ear and face  
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Figure 2: Some of models employed in the experiment 
out of total 18.  
 
 
 
 
 
 
 
 
 
 
Fig. 3. Procedures of extracting ear and face images 
(upper), and image variations used in the experiments 
(lower). 
 
 
area (upper row). In the Fig. 3 (lower row), 5 images of a 
particular subject taken from 5 different sessions are 
shown. The extraction of faces and ears are yet not 
automatic, as we need some manual interruption for 
selecting the exact size of the ear and face. The images 
are cropped to a specific size with just containing the 
face and ear. Finally, the original size of the cropped 
images is reduced to a size of 32x32 pixels for the sake 
of efficiency. Now, the images are normalized for 
minimizing the lighting effect.  

We have developed the databases of eigenears and 
eigenfaces of 18 subjects as described in the section 2. 
Performance of the verifications is obtained based on 
successful hits by calculating the distance within the 
prescribed threshold. In case of multimodal biometric 
system, if the system recognizes any one of the ear or 
face of a particular person successfully, we consider the 
correct identification of the subject. Detail of 
experimental dataset is placed in Table 1. We have also 
obtained the classification results on various issues that 
are placed in Fig. 4, Fig., 5, Fig. 6 and Fig. 7. 
Performance based on eigenvectors, eigenvector vs. CPU 
time, and performance based on day variations are shown 
in Fig 4, Fig. 5 and Fig. 6, respectively.  Fig. 7 shows 
the performance of the proposed multimodal system 
based on required eigenvectors. It has shown that 
multimodal biometrics has better performance over 
individual face and ear biometrics. In comparison 
between face and ear biometrics, face biometrics has 
shown better performance than ear biometrics. However, 
ear biometrics has shown better performances in case of 
CPU time and day variations. Ear biometrics has 
absolutely no effect on day variations.  We have 
obtained the best recognition rate of 94.44% by 
multimodal biometric system on 40 eigenvectors. The 

best performances of each system are also placed in  
Table 1.  

 
4. Discussion 

The present study has aimed to develop a multimodal 
biometric system for personal identification that can also 
work passively. Experimental results have shown that the 
concept of tracking the ear and face from the same image 
of a person has received better performances over the 
many available methods [4-7]. Although there was no 
intention to make any recommendation in favor of any 
particular biometric systems, it is observed that face 
biometrics has performed better than ear biometrics. The 

 
 

Table 1: Experimental setup  
 
Biometrics Total images Test 

Variations  
Best 
Perform. 

Face 5x18=90 4 88.88 % 

Ear 5x18=90 4 77.77% 
Multimodal 2x5x18=180 4 94.44% 

 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
Figure 4: Experimental results on eigenvectors vs. 
recognition rates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Experimental results on CPU time vs. 
eigenvectors. 
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Figure 6: Experimental results on recognition rate vs. 
day variations. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Multimodal biometric system. Experimental 
results on eigenvectors vs. recognition rate. 
  
   
 
 
 
 
 
 
 
            (a)                (b) 
 
Figure 8. Occlusion problems in extracting face and ear 
images. Extraction of (a) face is possible but (b) ear is 
not possible due to long hair. Images of Britney Spears 
collected from the Internet 
 
 
 
results presented in this paper differ slightly with the 
paper by Burge and Burger [7] where they have showed 
ear-based biometrics better than face biometrics. 
Variations on the ears and faces may give us different 
results as described by Chang and Bower [3]. Our results, 
on the other hand, do support the conclusion that a 

multimodal biometric using eigenfaces and eigenears can 
perform better than either one alone. We have seen the 
same results in case of using face and fingerprint or face 
and voice [1]. However, use of face and ear has the best 
combination for developing a passive biometric system. 
This research may open up some new multimodal 
biometric systems with merging two or more biometric 
systems such as face and gait or face, ear and gait.  
 Since the proposed biometric system can detect and 
identify human face and ear passively, it can be of a 
suitable application in a robotic vision field. A robot can 
be a part of security systems in an airport for security 
checking.    

The present study has some limitations on several 
factors, e.g., occlusion, use of appropriate mask, etc. The 
occlusion may sometimes greatly influence to the 
proposed system. Fig. 8 shows a simple example where 
occlusion problem makes impossible to use the ear as a 
biometric component. Although face biometric can be 
implemented in this particular case, a multimodal system 
cannot be developed due to absence of ear image.  
There are some extensive works on extracting face and 
ear images using different masking. Although use of such 
masks needs some manual work, better results can be 
obtained in different imaging conditions [3,9]. We need 
some further studies with considering the mentioned 
factors such as occlusion by facial hair or partially 
covered ear by long hair, and different masking.    
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Abstract 

A method is described for reconstructing 3-D object 
models, particularly human models, based on multiple 
calibration-free mobile cameras and a computer. Existing 
optical 3-D modeling systems must employ calibrated 
cameras that are set at fixed positions. This inevitably 
gives constraints to the range of movement with object 
motions. In the proposed method, multiple mobile 
cameras take images of an object moving widely and its 
3-D model is reconstructed from the obtained video 
image streams. Advantages of the proposed method 
include that the employed cameras are calibration-free 
and that the method claims at least two cameras, 
stereoscopic cameras, to be employed, which offers a 
simple system. The theory is described and the 
performance is shown by the experiment on 3-D human 
motion modeling. Precision of the 3-D model is also 
shown with discussion. 
 
Keywords: Stereoscopic cameras, mobile cameras, 
motion capture, motion recovery, computer vision. 
 

1. Introduction 

Three-dimensional shape recovery techniques of 
deformable objects have attracted researcher especially in 
a computer vision community over the last decade. 
Particularly human motion recovery has become popular, 
since it has various potential applications such as creating 
a human model in video games or in a virtual reality space, 
motion analysis in various sports, traditional dances or 
skills preserving in an electronic museum, etc. 
Stereoscopic vision is, as is well known, a popular 
technique for performing such 3-D shape recovery. But it 
is not very convenient particularly for outdoor use 
because of camera calibration. Alternatively motion 
recovery employing magnetic sensors is also a common 
technique. It restricts motion range of the subject, 
however. Optical measurements with non-contact 

techniques that can capture wide range motions are 
obviously better for wide spread of the technique.  

We have already proposed a shape recovery technique 
of 3-D non-rigid objects based on multiple 
calibration-free cameras [2,3]. It employs a factorization 
method [1] with an extended measurement matrix [2] that 
contains spatiotemporal information on the object’s 
deformation. Since the technique necessitates cameras to 
be fixed around the object concerned, it can only deal with 
the motions/ movements in a limited space. This 
disadvantage can be overcome by the employment of 
multiple mobile cameras with much more flexibility in 
image taking. 

The idea of our approach is to devise a way of creating 
a measurement matrix that should be a full matrix whose 
entries are all known. Once a full measurement matrix is 
given, it can be factorized into a camera orientation 
matrix and a shape matrix [1]. The shape matrix gives 
information on a 3-D shape/motion of the object 
concerned. This paper proposes a multiple mobile 
cameras system as a most convenient way of taking 
images of an object moving in a wide range. The method 
is described and some experimental results are shown. 
Precision of the created 3-D model is as well explained 
and discussion is given. 

2. A measurement matrix for mobile cameras 

The measurement system proposed in [2,3] places 
cameras at fixed positions like existent 3-D measurement 
systems commercially available. This inevitably restricts 
the motion of a person whose 3-D model is the present 
concern. An efficient way of taking images of such a 
moving object is to let cameras move along with the 
object. The idea of moving a camera is normally 
employed when static objects are concerned for 3-D 
shape recovery [1]. The technique presented in this paper 
allows camera motion to widely moving non-rigid as 
well as rigid objects. 

We suppose that F cameras take images of an object 
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by changing their locations L times. If we denote a 
measurement matrix of the F cameras at location l 
(l=1,2,…,L) by Wl, a general form of an overall 
measurement matrix W is given by the following; 



















=

LW

W
W

W

000
000
000
000

O
2

1

.         (1) 

Here matrices Wl (l=1,2,…,L) are placed at the diagonal 
positions of W and the remaining entries are all vacant. 
The matrix having this form cannot be further processed 
in terms of factorization [1]. 

It should as well be noted that cameras cannot be 
calibrated in this technique because of their mobility. 

3. Mobile cameras system I 
Ncan be done in the context of factorization method. 

To go further, we proposed a mobile frame system [5] in 
which cameras are placed fixed on a mobile frame. We 
placed the world coordinate system on the mobile 
cameras, instead of placing it on the ground where the 
mobile cameras move. Then the circumstance is 
equivalent to that the world moves around the cameras in 
place of the cameras moving in the world. This means 
that all the sub-matrices Wl (l=1,2,…,L) can be aligned in 
the same rows as follows; 

( )LWWWW L21=′ .       (2)            
Equation (2) provides a full measurement matrix and it 

can be factorized according to [2,3], and finally obtained 
shape matrix S giving 3-D coordinates of the motion of 
the object relative to the cameras. 

4. Mobile cameras system II 

In this section, we describe a technique [6] how to take 
images and recover shape of a widely moving object, 
employing independently moving cameras. In the 
technique, the camera orientations are all different 
through the camera movement from location l=1 to l=L. 
Therefore the cameras need calibration to obtain 3-D 
information of the object. But unlike existent 3-D 
recovery techniques that perform camera calibration 
using 3-D tools, the proposed technique doesn’t employ 
such tools for the calibration. Instead, it employs rigid 
points that are observed in the captured image streams. 
The proposed procedure is described in the following. 

At the position l (l=1,2,…,L), the cameras are required 
to observe common feature points on static objects 
(referred to as static feature points hereafter) other than 
the feature points on non-rigid objects (referred to as 
moving feature points hereafter). Let the sub-matrix 
containing static feature points be denoted by Wl

R and the 
sub-matrix containing moving feature points be denoted 
by Wl

N. Then the sub-matrix Wl at position l in Eq.(1) can 

be written as 

( )NR
lll WWW = .              (3) 

Since matrix Wl
R (l=1,2,…,L) only contains common 

static feature points, they are collected into a single 
matrix WR by 






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
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
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=
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R
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R
1

R

LW

W
W

W
M

.                 (4) 

Applying factorization to the above full matrix WR, we 
have 

RR SMW ⋅= ,                 (5) 
where matrix SR contains the 3-D coordinates of all the 
chosen static feature points. Camera orientations at 
location l (l=1,2,…,L) are also obtained by matrix M. Let 
us denote the camera orientation matrix M by 

( )T
21 LMMMM L= .       (6)    

Then the 3-D coordinates of moving feature points are 
then calculated by 

NN WMS ⋅= + .               (7) 

Here SN is a matrix composed of Sl
N , M+ is a matrix 

whose diagonal elements are Ml
+, and WN is a matrix 

whose diagonal elements are Wl
N. 

In this way, the measurement matrix of Eq.(1) can be 
decomposed as 

SMW ⋅=                  (8) 
and all the feature points registered in matrix W recover 
their 3-D positions. They are given by 

 )|( NR SSS = .              (9) 
Precision of recovered 3-D shape is evaluated by 

projecting the obtained 3-D shape back onto the original 
video images [2]. We multiply the derived matrices M 
and S to obtain 2-D positions of recovered feature points 
on each image plane. Let us denote the result of the 
multiplication by Ŵ , i.e., 

SMŴ ⋅= .                (10) 
The precision is then computed by evaluating the 
difference between W and Ŵ . 

5. Experimental results 

In the performed experiment, a subject moved around 
in the yard and its motion was taken images by two 
mobile cameras, denoted by CL and CR, respectively. The 
cameras were connected to video transmitters and the 
video images were sent via the transmitter and the 
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receivers to two PCs in a distant room. Sampling interval 
was 0.1 second and 100 images were sampled. Thus 10 
seconds motion was processed for recovery. The chosen 
feature points are 24 for static feature points and 17 for 
moving feature points. In this particular experiment, the 
subject’s motion was controlled so that the two cameras 
could observe the 24 static feature points during all the 
observation time. 

Video images, obtained from cameras CL and CR, of 
the subject’s motion are partly shown in Fig.1. The result 
of 3-D recovery is given in Fig.2. In both figures, the 
time proceeds as indicated by arrows. The precision of 
the recovery was computed and the recovery error was 
1.75% for static feature points and 1.71% for moving 
feature points with respect to the left camera, and 1.72% 
for static feature points and 2.12% for moving feature 
points with respect to the right camera. Thus we have 
1.8% of the average recovery error. Figure 3 is the 
illustration of the precision of the experiment. The 
recovered images shown by broken lines are superposed 
onto the original image shown by solid lines. As we have 
achieved very small recovery errors, it is actually not 
easy to see the difference between them. 

6. Conclusions 

We have shown a technique for 3-D human motion 
recovery employing mobile cameras. In this technique, at 
least two cameras are used for the recovery. Therefore it 
can be called mobile stereoscopic vision by mobile 
stereoscopic cameras. Camera calibration is done using 
some representative points observed in images. This is 
completely different from existent techniques that use 
3-D tools for the calibration. In this sense, our technique 
is easier to use especially for those who are not very 
familiar with shape/motion recovery. 

The precision of the recovery or the recovery error 
was satisfactorily small, 1.8%, in the performed 
experiment, which is comparable to existent techniques 
based on fixed stereo cameras. At the moment, we 
employ orthographic projection as a lens model. 
Changing the model to week perspective projection, e.g., 
may result in better precision. This remains for the next 
step of the study. 

Since the proposed mobile cameras system does not 
need ordinary camera calibration, it can be employed in 

 
 
 
 
 
 
 
 
 
 
 
 

remote places of interest where time compensation by 
tedious camera calibration may cause loosing important 
shots of the event of interest. In the proposed system, one 
only have to bring two cameras or more to such a place 
and just start taking images of the event there. If one 
sends the taken images back to the lab by a video 
transmitter or even internet, for example, the event can 
be modeled in a 3-D way in the lab. This means that a 
dynamic event at any distant place can be modeled in a 
3-D way by the proposed technique. This pattern of 
employment of the technique may have various 
applications in future. 
 

This study was partly supported by JSPS 
KAKENHI (14580450), which is greatly acknowl- 
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(a)                        (b)                     (a)                   (b) 

Fig. 1. Video images of a human in motion:      Fig. 2. Recovered 3-D motion: (a) CR, and (b) CL. 
(a) CR, and (b) CL .  

 

CR           

CL           
 

Fig. 3. Precision of the recovered 3-D model. 
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Abstract 
This paper describes a novel technique for high-speed 

human motion recovery. For a 3-D human motion 
recovery, stereoscopic vision is a normal technique as 
well as the employment of the magnetic field. But they 
cannot escape from the difficulty of marker tracking. In 
this paper, a novel motion recovery technique is 
proposed based on back projection of silhouette images. 
This technique has some advantages over others that it 
does not employ markers and that it has a simple 
architecture. In the performed experiment, the proposed 
motion recovery technique is implemented on a system 
containing a LAN, a host computer and four pairs of a 
camera and a computer and it achieves high-speed 
human motion recovery. 

Keywords: Motion recovery, human motion, back 
projection, silhouette, real-time.    
    
    
1. 1. 1. 1. IntroductionIntroductionIntroductionIntroduction    

Three-dimensional human motion recovery is an 
attractive field of study and recently it has gained much 
attention among various communities related to digital 
image processing. It is, for example, employed for 
producing 3-D characters in video games. Evaluating 
3-D motions in sports or in rehabilitation is as well an 
important application field. 

An optical motion recovery is a technique that 
captures images by cameras and recovers 3-D motion 
sequences of a human by a computer. Existent major 
motion recovery techniques are divided into two 
categories; one with marker tracking [1,2] and the other 
without markers [3]. In the former, 3-D positions of the 
markers attached on a human body recover by geometric 
computation. But automatic marker tracking remains a 
bottleneck of the technique. On the other hand, motion 
recovery without markers has an advantage over the 
former in its high-speed nature in processing. But it still 
suffers from heavy computational load, resulting in 

expensive products. These drawbacks prevent the 
existent motion recovery techniques from being popular 
among various users who need motion recovery for their 
familiar subjects such as evaluation of the effect of 
exercises in rehabilitation. 

In this paper, a novel technique is presented for 3-D 
human motion recovery based on back projection of 
silhouette images. It contains some accelerated 
computational techniques that contribute to high-speed 
motion recovery. They include (1) simple architecture 
by the employment of a server-client system for 
computation of back projected images, (2) use of a look 
up table to realize quick search for the voxels within the 
object concerned, and (3) use of difference images for 
volume recovery. Experiments are performed employing 
the proposed technique. The implemented system 
contains a host computer as a server and four 
camera-computer units as clients mutually connected via 
a LAN. Some results are shown on the recovery. The 
achievement of this study and further issues to be 
challenged are finally discussed. 

2. Shape recovery by back projection 

The idea of back projection is simple. Suppose one 
takes an image of an object by a camera. Subtraction of a 
background image from the acquired image yields a 
mask image of the object after some steps of image 
processing. The mask image is equivalent to a silhouette 
of the object from the camera orientation. Then one is 
able to imagine a cone defined by connecting the center 
of the camera lens and every point on the contour of the 
silhouette on the image plane, i.e., an image hull. Clearly 
the object exists within the cone. If one takes many 
images of the object from different orientations, each 
image defines a cone and the original object is obtained 
from the intersection of all the cones. This is the idea of 
back projection. See Fig.1 for intuitive explanation of 
back projection. It is obvious that concave portions of 
the object concerned are lost in this recovery technique, 
since they cannot be observed on the silhouette from any 
orientations. 
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Fig. 1. Explanation of back projection. 
 
 

At sample time t (t=1,2,…,T), a silhouette image 
)(tI i  (i=1,2,…,n)  of a human in motion is made 

from the image frame )(ˆ tI i  by subtracting the 
background image B

iI , i.e., 
B)(ˆ)( iii ItItI −=              (1) 

Image )(tI i  contains a figure part and a ground. It 
then receives binarization. The resultant image is again 
denoted by )(tI i  in which a human region denoted by 

)(tRi  remains as a figure with the value 1. The ground 
is given the value 0. The region )(tRi  is then 
projected back into the 3-D space to yield a volumetric 
region (or a cone) )(tVi . These cones )(tVi  (i=1,2, 
…,n) are collected and intersected to obtain a common 
region by 

)()(
,...,1

tVtV ini=
∩=             (2) 

The idea of the intersection is explained in Fig.2 as a 
2-D case, in which (a-c) three camera-client pairs 
produce cones and (d) their common part is extracted. 

This procedure is repeated for t=1,2,…,T to obtain the 
set { }TttV ,...,2,1|)( = , which gives the recovered 
3-D motion sequence. 

In order to use this technique, all the observing 
cameras must be calibrated in advance, since the back 
projection is performed employing direct linear 
transformation [4]. 

3. Strategies for high-speed computation 

In order to realize high-speed shape recovery, some 
ideas are employed in the computation of back 
projection: 
(1) Use of a server-client system to distribute 
computational load to client computers;  
(2) Use of a look up table (LUT) to realize quick search 
for those voxels in the 3-D space whose projection onto 
a camera image plane is a single pixel within the 
silhouette in the image plane;  

(3) Use of difference images for successive volume 
recovery, i.e., the 3-D area at sample time t is produced 
by the back projection of those pixels in the region that 
received displacement between the image frame at t-1 
and the image frame at t. 

3.1 Distributing computational load by parallel 
architecture 

In the back projection technique, a larger number of 
image taking cameras can realize higher precision of 
recovered motion. To speed up the computation, a 
server-client system is employed, when implementing 
the technique. Cones )(tVi  (i=1,2,…,n) are produced 
at client computers i (i=1,2,…,n), respectively, and they 
are transferred through a LAN to a server, where the 
intersection by Eq.(2) is performed to yield )(tV . 

One of the advantages of a server-client system is that 
it is a distributed computation system. If one needs to 
get more precise shape of the object concerned, one only 
has to connect more number of camera and client pairs 
to the system. This doesn’t increase the overall 
computational load much, as the computation is done in 
parallel. Too many clients, however, cause the increase 
in data transfer time in the LAN, which may give 
negative influence on high-speed computation. 

3.2 Listing correspondence between pixels and voxels  

In the back projection method, the camera system 
employed must be done calibration in advance. Suppose 
that a voxel ),,( kkkk ZYX≡X  in the XYZ world 
coordinate system be projected onto the pixel 

),( ijijij yx≡x  of the ith camera’s image plane. Then, 
as their relation, we have )Z,Y,X(xx kkkijij ≡  
 
 
 
 
 
 
 
 
 
 

(a)                     (b) 
 
 
 
 
 
 
 
 
 

(c)                     (d) 
 
Fig. 2. The idea of back projection and intersection. 

Camera lens centre 

Image hull 
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and )( kkkijij Z,Y,Xyy ≡  by direct linear 
transformation method [4]. 

Employing these relations, every voxel in the 
XYZ-coordinate system is projected onto the 
corresponding single pixel on the image plane. It is 
obvious that, given a pixel ijx  on an image plane, the 
voxels on the line ijL  passing through the point ijx  
and the lens center of the ith camera are all projected 
onto the pixel ijx . So this is normally many–to-one 
correspondence.  

Let us denote the set of voxels on the above line ijL  
by 

},...,2,1|),,({ ijkkkkij KkZYXS =≡= X .  (3) 

Then the pairs },{ ijij Sx  (i=1,2,…,n; j=1,2,…,m) are 
stored into a table called a LUT. Here m is the number 
of the pixels in the image plane of camera i (i=1,2,…,n). 
The elements of the set ijS  are calculated in advance, 
given the XYZ world coordinate system. 

Once a silhouette image )(tI i  is given, those pixels 
within the figure region )(tRi  are found by scan on 
the image plane. Since the voxels corresponding to the 
pixels in )(tRi  are known from the LUT, these voxels 
are marked 1 in the 3-D space yielding the volumetric 
region )(tVi . The regions )(tVi  (i=1,2,…,n) are all 
sent to the server to receive the procedure given by 
Eq.(2).  

 
3.3 Employment of difference images 

If the human motion concerned is not acted very fast, 
the difference of volumetric regions )(tVi  and 

)1( −tVi , and hence the difference of silhouette images 
)(tI i  and )1( −tI i , is not very large. Then creation 

of )(tVi  can be done by creating only the different 
part between the silhouette images )(tI i  and 

)1( −tI i . If the motion is fast, this strategy may not be 
very effective and )(tVi  had better be made directly. 
Selection of the strategies depends on the magnitude of 
the difference. 

Let us denote )(tVi  by ),( tVi X  and )(tRi  by 
)( t,Ri x in order to emphasize the voxels and pixels in 

them, respectively. Let us also denote a difference image 
by ),()( dd tItI ii x≡ , i.e., 

)1,(),(),(d −−= tItItI iii xxx .     (4) 

We further define the following two sets of pixels; 

{ }1),(|)( dd ±== tItS ii xx         (5) 

{ }1),(|)( == tItS ii xx           (6) 

Then the following three cases are applied to create 
successive cones. Here the number of the elements in 
the set A is denoted by n(A). 

Case 0:  t=1: 

For all ijx  such that ijx  is an element of 
)( t,Ri x , and for all X  such that X  is an element 

of ijS , let 1)( =t,Vi X . 

Case 1: ( ) ( ))()(d tSntSn ii <  for t=2,3,…,T: 
Let )1()( −≡ t,Vt,V ii XX . 
For all ijx  such that 1)( −=t,I ij

d
i x , and for all 

X  such that X  is an element of ijS , let 
0)( =t,Vi X . 

For all ijx  such that 1)( =t,I ij
d
i x , and for all 

X  such that X  is an element of ijS , let 
1)( =t,Vi X . 

Case 2: ( ) ( ))()(d tSntSn ii ≥  for t=2,3,…,T: 
For all ijx  such that ijx  is an element of 

)( t,Ri x , and for all X  such that X  is an element 
of ijS , let 1)( =t,Vi X . 

Case 0 is the initial situation, i.e., t=1, and the region 
)1(iV  is created directly from a silhouette image 
)1(iI . There are two strategies for t=2,3,…,T. In case 1, 

the difference is smaller than the silhouette itself. The 
voxels are deleted from )1( −tVi  that correspond to 
the pixels whose gray value is –1, and the voxels are 
added to )1( −tVi  that correspond to the pixels whose 
gray value is 1, yielding )(tVi . In case 2, the 
difference is larger than the silhouette itself and )(tVi  
is created directly from a silhouette image )(tI i . 

In this way, the region )(tVi  is created. Once 
)(tVi  (i=1,2,…,n) are collected at the server, the entire 

volumetric region )(tV  is computed and the entire 
motion is given as the set { }T,...,,ttV 21:)( = . 

4. Experimental Results 

We have implemented the proposed technique in a 
system, which consists of four PCs and a single PC 
(CPU: Pentium, 1.7-3.2GHz) employed as clients and a 
server, respectively, and a 100Mbps LAN combining 
them each other. The clients are connected to respective 
digital cameras settled in a room. The cameras are 
calibrated in advance employing the DLT method. A 
2m×2m×2m space in front of the cameras are digitized 
into 80×80×80 voxels in this particular experiment. A 
person acts various motions within the cubic space. The 
motions recover in a 3-D way by the proposed technique 
and the recovered motion is shown in the PC display. 

In this paper, the result of a batting motion is shown. 
The experimental environment is shown in Fig.3 and the 
recovered 3-D motion is given in Fig.4. 

The process time for the recovery with each sample 
time was approximately 91 msec in average. It includes 
the time for the recovery calculation at the clients, the 
time for data transfer between the clients and the server, 
and the time for the intersection calculation and 
displaying the result at the server. This signifies that 
video images were processed every three frames. In this 
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Fig. 3. Experimental environment. 
 
 
 

 

Fig. 4. Recovered batting motion. 
 
 
way, high-speed human motion recovery has been 
realized. 

5. Conclusions 

A technique was proposed to perform high-speed 3-D 
human motion recovery based on back projection of 
silhouette images provided from multiple cameras. In 

order to speed up the computation, (i) distributed 
computation architecture was employed in order to build 
a volumetric region (a cone) in a parallel way, (ii) lists 
of correspondence between voxels in the world 
coordinate system and pixels in image planes was 
prepared for high-speed back projection, and (iii) 
difference images between successive frames were 
effectively used for less computational load of back 
projection. Performance of the proposed technique was 
experimentally shown. 

The presented technique has an advantage over those 
existent techniques based on markers tracking in that it 
doesn’t have to use markers. This makes the technique 
much simpler than such existent techniques, since 
markers tracking problem is still an issue of difficulty. 
Instead, the present technique cannot escape from 
camera calibration like other shape/motion recovery 
techniques, except for [2]. Ideally a technique that 
employs neither markers nor camera calibration for the 
recovery is desirable for wide spread of a motion 
recovery technique to various users who don’t have 
much related knowledge. Such a technique still remains 
unknown. 
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Abstract

The statistics of the neighborhood gradients in an
image can yield useful descriptions of target fea-
tures. This paper presents a new approach, which
is iterative and begins with the detection of all po-
tential correspondence pairs, on auto-correlation re-
laxation algorithm by using those features to match
image clips. Each pair of matching points is as-
signed a number representing the probability of its
correspondence. The probabilities are iteratively re-
computed to get global optimum sets of pairwise re-
lations. This algorithm could be found wide applica-
tions of matching video frames, industrial detection
recognition and so on.

1. Introduction

Image matching is the problem of ånding correspon-
dence points in two or more images of the same
scene, traditionally. Recently, many researches also
show their interest in image stream, which is large
amount of information for 3-D image reconstruction
from 2-D images.
Two image points p and p0 match if they result

from the projection of the same physical point P in
the scene, a property that is often approximated by
a similarity constraint requiring, for example, p and
p0 to have similar intensity or color. The desired out-
put of an image correspondence algorithm is a dis-
parity map, specifying the relative displacement of
matching points between images. The image corre-
spondence problem is inherently under constrained
and further complicated in image stream and also by
the fact that the images typically contain noise. Tra-
ditional approaches thus either try to only recover a
subset of matches, or make additional assumptions.

The feature based matching problem can gener-
ally be fall into three categories: matching points,
curves, and areas. Point based matching is, for
a location in one image, to ånd the displacement
that aligns this location with a matching location in
the other image [5][7][12]; curve-based matching is
by analysis of the similarity and compatibility be-
tween curves in diãerent images [2][3][4]; area based
method yield a dense disparity map by matching
small image patches as whole with respect to ge-
ometry, textures [6][8][10][11]. Theoretically, point
correspondences, which matches points with a cer-
tain amount of local information, are the robust
way. Traditional point based approaches, however,
have two foundational diéculties when applied to
more general scenes. First, they usually assumed
known camera geometries for stereo matching, so
less point's relation in one image considered. Sec-
ond, the similarity constrains are seriously required.
We depict the attributes of a target by its signiå-

cant energy points. Our idea to understand a target
is from its points of this target to its lines, from
its points to its lines and areas. This is related to
manipulate our knowledge database in our further
works. If the proposed auto-correlation approach is
used alone, it also gives very satisåed results [14].

2. Auto-correlation model

Let I(X)(also denoted as I),X=fxijxi2X ;X ö Rng,
be the image function in an image frame. Given the
shift of X as ÅX, the auto-correlation function is
deåned as:

f(X)

=
X
w

Ä
I(X)Ä I(X +ÅX)

Å2
(1)
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where X presents the global position in the working
window w . According to the Taylor expansion, in
the case of Xö R2, we rewrite the elements in X as
x, y, the item I(X +ÅX) has:

I(X +ÅX)

= I(X) + Ix(X)Åx+ Iy(X)Åy+;ÅÅÅ
ô I(X) +rI(X)(ÅX)t (2)

where Ix=@I(X)=@x, Iy=@I(X)=@y. Substituting
the above approximation (2) into Eq.(1), then

f(X)

=
X
w

Ä
rI(X)(ÅX)t

Å2
=
X
w

(ÅX)

í
I2x IxIy
IxIy I2y

ì
(ÅX)t

= (ÅX)

†X
w

í
I2x IxIy
IxIy I2y

ì!
(ÅX)t (3)

= (ÅX)
Ä
Q(X)

Å
(ÅX)t (4)

I(X) is smoothed as I(X) by a Gaussian G. Then
we write Q(X) as rI(rI)t, build up a transform
relation H(X) in a local window about X.

H(X) = T (X)É
Xà

rI(rI)t
â

= T (X)É
Xö

(Gx ÉI)2 (GxÉI)(GyÉI)
(GxÉI)(GyÉI) (Gy ÉI)2

õ
(5)

whereG is with standard deviation one, Gx=@G/@x,
Gy=@G/@y. T (X) is a weight mask to weight the
derivatives over the window. In (5), I=I(X), there
are relations @I/@x=@/@xÉI, @/@xÉ(GÉI)=(@/@xÉ
G)*I=@G/@xÉI. H(X) captures the local struc-
ture. The eigenvectors of this matrix are the princi-
pal curvatures of the auto-correlation function. We
consider a cost functionM(X) :

M(X) / H1 +H2 (6)

where H1, H2 are the determinant and trace of
H(X) respectively. We can get some image energy
points, called interest points, by (5) and (6). An
example ofM(X) is illustrated in Fig.1 and Fig.2.

3. Probabilistic relaxation algorithm

Assume that there be two local windows A0m ö I(X)
and A0n ö I(X +ÅX). Let Am=fxmg be the set of
all interest points in the årst starting image that is
input state space, and An = fyng the interest points
in the second image that is output state space. Let
cmn be a vector connecting points xm and yn (thus
yn=xm+cmn). Let the probability of correspon-
dences of two points xm and yn be Pmn. Two

Fig.1: An original image.

Fig.2: Distribution of the global correla-
tion about Fig.1.

points xm and yn can be considered potentially cor-
responding if their distance satisåes the assumption
of maximum velocity,

jxm Ä ynj î Dmax (7)

where Dmax is the maximum distance a point may
move in the time interval between two consecutive
images. Two correspondences of points xmyn and
xkyl are termed consistent of

jcmn Ä cklj îDdif (8)

where Ddif is a pixel distance deviation. Consis-
tency of corresponding point pairs will increases the
probability that a correspondence pair is correct.
We Determine the sets of interest points Am ö A0m ö
Ii(x), An ö A0n ö Ij(x), and construct a data struc-
ture as follows:

[xm; (cm1 ; Pm1); (cm2 ; Pm2); . . . ; (NoV
É; NoPÉ)]

where Pmn is the probability of correspondence of
points xm and yn , NoV É, and NoPÉ are special
symbols indicating that no potential correspondence
was found.
We initialize the probabilities P (0)mn of correspon-

dence based on local similarity {if two points cor-
respond, their neighborhood should correspond as
well:

P (0)mn =
1

1 + kp!mn

í
1ÄP (0)(NoV É;NoPÉ)

ì
(9)
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where P (0)(NoV É;NoPÉ) is the initialized probability of

no correspondence, kp is a constant and

!mn =
X
Åx

[Im(xm ÜÅx)Ä In(yn ÜÅx)]2

(10)

Åx deånes a neighborhood for image match testing

{ a neighborhood consists of all points (x + Åx),
where Åx is deåned as a symmetric neighborhood
around x.
We iteratively determine the probability of corre-

spondence of a point xm with all potential points yn
as a weighted sum of probabilities of correspondence
of all consistent pairs xkyl, xk are neighbors of xm
and the consistency of xkyl is evaluated according
to xm, yn. A quality qmn of the correspondence pair
is deåned as

q(sÄ1)mn =
X
k

X
l

P (sÄ1)kl (11)

where s denotes an iteration step, k refers to all

points xk that are neighbors of xm, and l refers to
all points yl ö An that form pairs xkyl consistent
with the pair xmyn.
The probabilities of correspondence are updated

for each point pair xm, yn.

P̂ (s)mn = P
(sÄ1)
mn (ka + kbq

(sÄ1)
mn ) (12)

where ka and kb are preset constants. They deal

with the convergent speed of Pmn. Normalize

P (s)mn =
P̂ (s)mnP
j P̂

(s)
mj

(13)

Those interest points that hold high probabilities
that obviously diãer from those interest points with-
out correspondences. Repeat (11) (12) and (13) un-

til the P (s)mn>Pthr (threshold) is found for all points
xm, yn.

4. Experiments and discussions

To show availability of the presented approach, ex-
periments are executed by matching image stream.
A starting image is given in Fig.3. To illustrate
the method easily, we have made an 11-points-based
contour model as shown in Fig.3. Details how to
make this contour can be found in [7][15][16], but
beyond scope of this paper. As shown in Fig.4, one
small window is selected in our experiment. Be-
cause the experiment is to match image stream, the
second frame for matching should take into account
this displacement with the respect to time t, and

Fig.3: Stating clip from image stream.

Fig.4: Local window selected.

this is the reason why Fig.6 gives the larger win-
dow in it. The frames should be referred to the
same center. Comparing Fig.5 and Fig.6, we can
ånd 8 pairwise relations are detected from A0m and
A0n. Fig.7 and Fig.8, the images zoomed in, show us
surprising good results.
From Fig.3 to Fig.8, the entire experimental im-

ages are in the form of gray. In the case of color
image, color images can bring us more detail im-
age energy distribution and less similarity than gray
ones. So this method is also recommended to the
color case.

5. Conclusions

This paper presents a new matching approach with-
out camera calibrations. The matching principle
is based on the probabilistic relaxation under local
image energy constraints. This algorithm can ånd
contributions to image classiåcation [14] and object
tracking [7][15][16]. We also recommend this tech-
nique to visual based intelligent navigation.
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Fig.5: Matching results of Fig.4.

Fig.6: Matching results of the clip following Fig.4.
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                                      Abstract 
   

 This paper presents a vision based segmentation and 
object recognition system for bin picking applications.  
Objects in the bin are usually placed in a disorganized 
manner inside the bin. A method to segment the topmost 
object from the bin image is presented using threshold 
derived from the histogram of the bin image. Once the 
object is segmented its singular value features are 
extracted for object recognition. Object recognition is 
accomplished using a      simple feed forward neural 
network.  The proposed method is capable of segmenting 
occluded object as well as recognizing complex objects. 
 
Keywords: Bin Picking, Object Recognition, Occluded 
Object Segmentation, Singular Value Decomposition. 
 
 
1    Introduction 
 

In bin picking robot systems, objects to be picked are 
placed inside a bin in an unorganized pile. Any vision 
system attached to a bin picking robot must be able to 
analyze the image of the bin and be able to locate all the 
parts seen as well as identify them correctly. Research on 
bin picking systems   had started in the 80s’ but most bin 
picking publications consider only non-occluded objects.  
Some researches  pick up an object and analyse the object 
for pose determination and  recognition using database of 
the object images, while others rely on sensors other than 
the vision sensors[1],[2],[3]. We present here a vision 
based system to isolate and recognise the object to be 
picked.  If all the parts are separated from each other, then 
identifying the parts is relatively easy. However when the 
parts are partially occluded more than one object will be 
merged into a single blob making it difficult to identify 
each one of them.     

The image segmentation that divides the image into 
meaningful sub regions is an indispensable step in image 
analysis. One approach of solving the problem of 
identifying objects is by detecting and measuring all 

segments belonging to the object border and all internal 
angles [4]. A regional growth is a technique that starts at 
the known pixel points and extends to all neighbouring 
pixels that are similar in gray level, colour texture, or other 
properties in order to form a complete region. Using the 
difference chain code in contour encoding is another way 
of recognizing partially occluded object. An object shape 
is identified by the system through the detection of 
selected discrete feature segments in the contour code 
instead of attempting to search for a complete boundary 
[5]. Image segmentation can be considered as a clustering 
process in which the pixels are classified to specific 
regions based on their gray-level values and spatial 
connectivity.   

We propose a vision based segmentation and object 
recognition method for occluded objects using 
thresholding, singular value decomposition and Neural 
Networks. Section 2 briefly introduces singular value 
decomposition. Section 3 describes the methodology of 
segmentation that includes feature extraction and a neural 
network architecture for object recognition. The 
experimental results and conclusion derived from this 
work are given in section 3 and 4 respectively. 

 

2     Singular Value Decomposition 

 The Singular Value Decomposition [SVD] is a widely 
used technique to decompose a matrix into several 
component matrices, exposing many of the useful and 
interesting properties of the original matrix [6]. Any ‘m x 
n’ matrix a (m >= n) can be written as the product of a ‘m 
x m’ column-orthogonal matrix u, an     ‘m x n’ diagonal 
matrix w with positive or zero elements, and the transpose 
of an ‘n x n’ orthogonal matrix v [7]: 

 
tv w ua =                   … (1) 
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where 

0ww,...,w,w n1n21 ≥− ,   
 and ‘t’ is the transpose.  
 

The diagonal elements of matrix ‘w’ are the singular 
values of matrix ‘a’   which are non-negative numbers. 
The  singular  values  obtained  by the SVD of an image 
matrix  is an algebraic  feature  of an image  which 
represents the intrinsic attributes  of an image[6]. 

3 Methodology 

 
Images of the occluded objects in the bin are captured 

using a Pulnix TM 6702 CCD machine vision camera.  
Direct bin lighting of the bin is avoided to reduce 
brightness and albedo effects. The captured images are of 
size 640 x 480 pixels and are monochromatic. To 
minimise the processing time and to improve the 
efficiency of the system without significant loss of 
information of the objects, the images are resized to 128 x 
96 pixels.  The resized images have to be further processed   
using filtering techniques to identify the borders of the 
objects and to smooth the intensity of the object region.  
First the image is filtered using a regional filter and a mask. 
This masked filter filters the data in the image with the 
2-D linear Gaussian filter and a mask the same size as the 
original image for filtering. This filter returns an image 
that consists of filtered values for pixels in locations where 
the mask contains 1's, and unfiltered values for pixels in 
locations where the mask contains 0's. The above process 
smoothens the intensity of the image around the objects. 
The resultant image is passed through a median filter 
which defines the object edges. The median filter 
performs median filtering of the image matrix in two 
dimensions. Each output pixel contains the median value 
in the M-by-N neighbourhood around the corresponding 
pixel in the input image. The filter pads the image with 
zeros on the edges, so that the median values for the points 
within [M N]/2 of the edges may appear distorted. The 
M-by- N is chosen according to the dimensions of the 
object. In our experiment, a 4 x 4 matrix was chosen. The 
resulting filtered image is then subjected to segmenting 
techniques as detailed in the following section. 

 
 

3.1    Bin Image Segmentation 
 
Bin image segmentation involves identifying the top most 
object from the cluster of objects in the bin for picking up. 
Since all the objects are partially occluded except the 
topmost object, separating the topmost object can be done 
using the grey value of the object. A histogram of the bin 
images displays the grey levels of the image. Pixels of 
grey levels higher than a threshold value relate to the 
topmost object. The threshold value is determined by 
taking log of the magnitudes using equation (4) for 40 
maximum values.  
 
 
T = [log10 (COUNTS a)] i                                   (4) 
 
where 
 
‘T’  is the threshold 
 
‘i’ is the Gray scale value   
 
‘COUNTS a’ is the Gray value count 
 
 
 The maximum value is chosen experimentally to get 
satisfactory results for all images. The grey images are 
converted to   binary images by applying the threshold 
derived from the histogram using equation (4). The Figure 
1 shows the bin images before and after segmentation. 
 
 
 
 
 

 

(a) Bin images 

 

 

(a)  

 

 

        (b) Segmented images showing the top most object 

 

Figure 1 Bin Image Segmentation 

 

 

 

 

 

3.2 Object Feature Extraction      
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The topmost object extracted from the segmentation 
process varies in orientation and pose as the objects in the 
bin are not placed in an organised pile. It now becomes 
essential to recognise the object irrespective of its 
orientation. To recognise the object, features of the object 
in various poses and orientation are extracted to train a 
neural network to recognise the object.  In the feature 
extraction process the edge images of the segmented 
object is extracted using a canny edge detector. The edge 
image matrix is decomposed using singular value 
decomposition to extract the singular value.  Edge features 
minimise the computational time and pocess optimum 
information of the object for recognition. Figure 2 shows 
the edge images of object with different orientation and 
pose. 

 

 

 

      

 

Figure 2 Edge images of object 

 
The  singular  value features  extracted from the edge 

images are the object features; singular values  below  1 
are ignored since they h are sometimes due to noise in the 
image  and  do not relate to the object  under consideration.  
Twenty five such significant features of the object is fed to 
a neural network to train the network for object 
recognition.  
 
 
3.3 Neural Network Architecture 

 
The Neural Network architecture shown in Figure 3 
consists of three layers. 25 singular values are fed to the 
network as input data. The hidden layer is chosen to have 
13 neurons and the output consists of 2 neurons which 
represent the two objects to be recognised. The hidden and 
input neurons have a bias value of 1.0 and are activated by 
binary sigmoid activation function. The choice of initial 
weight will influence whether the network reaches a 
global minimum of the error and if so how quickly it 
converges. It is important that the initial weights must not 
be large in order to avoid the initial input signals to each 
hidden or output unit falling in the saturation region. On 
the other hand, if the initial weights are too small, the net 
input to a hidden or output unit will be close to zero which 
also causes extremely slow learning [8]. Hence the initial 
weights for the above  Network are   randomized    
between  
-0.5 and 0.5 and normalized. The initial weights that are 
connected to any of the hidden or output neuron are 
normalized in such a way that the sum of the squared 
weight values connected to a neuron is one. This 
normalization is carried out using equation (5) which is 

used to implement the weight updating.  
 

 
 
Neural 
Network 

Object 1

Object 2
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Figure 3 A Feed Forward Neural Networks for Object 
Recognition 
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where n  -  number of input units 
 
           p  -  number of hidden units 
            
 
A sum squared error criteria as defined by equation (6) is 
used as a stopping criteria while training the network. The 
sum squared tolerance defined in equation (6) is fixed as 
0.01. The network is trained by the conventional back 
propagation procedure. The cumulative error versus epoch 
plot of the trained neural network is shown in Figure 4. 
The cumulative error is the sum squared error for each 
epoch and is given by:- 
 
 

Sum squared error =        (6) 2
k

p

1p

m

1k
k )yt( −∑∑

= =

 
where   
 
   is the expected output value for the kkt th  neuron, 

   is the actual output value for the kky th neuron, 

  m    is the total number of output  neurons, and  

  p     is the total  number of input neurons. 
 
 
 
 
 
 
 
 
 



4 Experimental Results 
 

 
In the experimental study two sets of bin images are 

acquired for   two different objects. Only similar objects 
are placed in the bin at a time.  The neural network is 
trained with 60 percent of the data and tested with 116 
image data. Table I lists the training parameters of the 
Neural Network. The proposed method is found to 
successfully classify       93 % of the tested images. Figure 
4 shows the Cumulative error versus epoch plot of the 
neural network. At each iteration, an    objective function 
is minimized to find the best location for   the clusters.  
 
 
       

 

 

 

 

 

 

 

 

Figure 4 Cumulative error versus Epoch Plot 

 

 

 

 

 

 

4   Conclusion 

A vision based   segmentation and object recognition 
method is presented.  The method is experimentally 
verified and results presented are satisfactory.  The 
proposed method however was found to be ineffective for 
object images with albedo effects and over brightness.  
Optimal lighting is essential to derive satisfactory results. 
The proposed method has  successfully  segmented 
partially occluded objects. Methods to improve the 
segmentation results are under study. 
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Abstract 
In this paper, a design of real time methodology for 

object identification and image sonification applied to 
vision substitution for the blind is presented. The 
proposed methodology includes intelligent image 
processing, stereopsis and image sonification modules. 
The hardware system consists of stereo digital video 
cameras as vision sensors, stereo headphone and a laptop 
computer. The images captured from stereo cameras are 
processed to obtain isolated object image. The stereopsis 
module performs area based stereo correspondence over 
the object image and calculates the disparity. The object 
is given a preference based on its distance and position 
using fuzzy rule base for collision free navigation by 
blind user. Finally the information is conveyed to the 
blind through stereo sound in the form of musical tones. 
In the proposed algorithm distance information of the 
object is determined with less computation compared to 
conventional area based stereo correspondence method. 
Experiments were conducted in an indoor environment, 
and the results obtained are promising. 

Keywords:   
Vision substitution, Fuzzy inference system, Stereopsis, 
Blind navigation  

1       Introduction  

Human navigation consists of two distinct 
components: sensing the immediate environment for 
impediments to travel (e.g., obstacles and hazards) and 
navigating to remote destinations beyond the 
immediately perceptible environment. Informations 
about way finding are passed to humans through the 
most sophisticated sensory system, the vision system. 
The visually impaired are at a considerable disadvantage, 
as they often lack the needed information for bypassing 
obstacles and hazards. According to World Health 
Organization census, around 180 million people 
worldwide are visually disabled, of those 40 to 45 
million are totally blind [7]. This population is expected 
to double by the year 2020. 

During the past three decades, several researchers 
have introduced devices called Electronic Travel Aids 
(ETAs) [6], that use sensor technology to assist and 
improve the blind users mobility in terms of safety and 
speed. In early type of ETAs, the users had to scan the 
environment constantly and continuously. Locating an 

obstacle in the path was time consuming and similar to 
having a long cane. But in recent years, due to 
advancement in the development of high-speed 
computers and sensory devices, attempts to design 
sophisticated equipment for the vision substitution are in 
progress. 

The concept of using video camera as vision sensor 
had been introduced in Peter Meijer’s portable system, 
the vOICe [4].  The image captured is scanned from left 
to right direction for sonification or sound generation. 
The top portion of the image is converted into high 
frequency tones and the bottom portion into low 
frequency tones. The loudness of sound depends on the 
brightness of the pixel. In Peter Meijer’s work, 
image-processing efforts to enhance the object properties 
are not undertaken. The sound produced from the 
unprocessed image will contain more information of the 
background rather than object. This may be the reason 
for the blind user having difficulties to distinguish the 
object and the background through sound from 
earphones. 

Navigational Assistance for Visually Impaired 
(NAVI) [5] makes use of single camera and the captured 
image is resized to 32 X 32 and the gray scale of the 
image is reduced to 4 levels. The image is differentiated 
into objects and background. The objects are assigned 
high intensity and the background is suppressed. Here 
the processed image is converted into stereo sound 
where the amplitude of the sound is directly proportional 
to intensity of image pixels, and the frequency of sound 
is inversely proportional to vertical orientation of pixels. 
Both in vOICe and NAVI the distance between the user 
and the obstacle cannot be obtained directly by the users. 
The distance is one of the important aspects for collision 
free navigation for blinds. In order to incorporate the 
distance information, stereo cameras are used in this 
work. The manner in which human beings use their two 
eyes to see and perceive the three-dimensional world has 
inspired the use of two cameras to model the world in 
three dimensions. 

2       Experimental Setup 

A prototype system is designed for this work. The 
hardware model constructed for this vision substitution 
system has a sunglass fitted with two mini video cameras, 
stereo earphone and a laptop computer. The two cameras 
are displaced from each other by a distance of 5 cm. Both 
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the cameras are adjusted to same focus by 
experimentations. Figure 1 shows the experimental setup 
used in this work. When the sunglass is worned by the 
blind user, the stereo cameras capture the scene infront of 
the user. 

     
     (a)                     
1 – Laptop Computer 
2 – Sunglass fitted with stere
3 – Stereo headphone 
 

Figure 1: Prot

3       Image Processing

In this paper, objects or 
are assigned preference ba
distance. The first step in thi
acquisition, in which scene i
using both cameras simultan
from camera is a color im
Processing the image with 
computation time. This w
computation. So the computa
to be minimized.  Therefore p
to reduce the computation tim
right stereo images are conve
image and resized to 64 x
preprocessed left and righ
involved here is to identify a
objects. In this work, the obje
camera images are identified

       
(a)                    

Figure 2: Resized Gray
(a) left image (b

3.1       Image Post Proce

Edge detection is one of 
properties as it has the abil
boundaries. The goal of edg
useful structural information
Canny edge detector is used
this method uses two thres
weak edges, and includes th
only if they are connected to

detector is an optimum edge detector [2]. Figure 3 shows 
the edge features of the right camera image extracted 
using canny edge detector. Similar processing is 
undertaken for left camera image also. 

1 
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3 Figure 3: Edge Image of Right Stereo Image 
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 strong edges. Canny edge 

In this work a region enclosed within edges is 
considered as an object. It is realized that edge detection 
alone is not enough to extract the closed boundary of an 
object from the image. Therefore further processing is 
undertaken to connect the edges to form a meaningful 
object. Edge linking process is required to assemble 
these edges into meaningful edges. Morphological 
operation using dilation [1] is proposed to link the 
broken edges. The region within the closed boundary is 
considered as an object. The intensity of pixels in the 
region is enhanced to higher level using flood fill 
operation. Each object in the image is labeled. It is found 
that some of the extraneous edges still exist after flood 
fill operation. Hence noise removal operation is 
performed to remove extraneous edges present in the 
image without eliminating the desired objects. Erosion 
and dilation operations are undertaken to smooth the 
objects [1]. Thus image with only objects will be 
obtained. Figure 4 shows the image obtained after flood 
fill and noise removal method. 

 
Figure 4: Right Image with only objects 

3.2     Image Object Isolation 

Binary images of both left and right camera image 
with only objects are derived from the previous section. 
This binary image is mapped with the resized gray scale 
intensity image and new gray scale intensity image with 
only objects is derived. These processes are preformed 
for both left and right camera images to obtain two gray 
scale images with only objects. Figure 5 shows the left 
and right images with only objects. 

            
Figure 5: Grayscale Image with Only Objects of Left and 

Right Camera Images 
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4       Stereo Vision Methodology 

After obtaining the isolated object image, the 
disparity has to be determined in order to calculate the 
distance between the blind user and the obstacle. The 
concept of stereopsis is employed here. Given two 
camera images, if it is possible to identify the image 
locations that correspond to the same physical point in 
space from both the camera images, then it is possible to 
determine its three-dimensional location. In order to 
calculate the disparity correspondence or matching of 
two images has to be done. In this work, area based 
correspondence method is applied over two isolated 
object images. To decrease the total computation time, 
the maximum disparity is bounded to a certain range and 
thus avoids examining an entire row for each pixel. Since 
only the isolated object images are used for 
correspondence, the mismatch error is less and also the 
computation time is reduced when compared to 
conventional area based and feature based techniques.  

From the disparity map obtained, it is observed that 
in some areas, the disparity value within the object varies 
due to some mismatch. For uniform disparity value in an 
object, histogram is used. In a histogram, disparity value 
that occurs most within the object is found and that 
particular value is assigned to all pixels within the object 
Figure 6 shows the disparity map obtained after 
assigning uniform value. 

 
Figure 6: Disparity Map  

5       Object Preference 

A Real time environment contains more than one 
object. If all objects are given same preference, then the 
blind user finds it difficult to identify those objects, 
which are obstacles in their path for navigation. So each 
object has to be assigned some priority for collision free 
navigation. In this work objects are given preference 
based on two important conditions. One is the distance of 
the object from the user and another one is the position of 
the object. In human vision system, the eyes mostly 
concentrate on a particular object rather than the 
background, which gets less focus. The object of interest 
will be usually at the center of the sight. In this paper, the 
center of the image is considered as the center of sight. 
Any object that is located in the central region with high 
disparity will be considered for high preference and 
objects located outside the central region with low 
disparity will be less preferred.  

In order to check whether the object is located in the 
central region, object characteristics such as size and 

centroid have to be determined. Based on these 
characteristics, the ratio of the object area lying within 
the central region can be calculated. But with these 
inputs, devising an algorithm to compute object 
preference is very difficult. In order to overcome this 
uncertainty fuzzy logic is applied. Four main 
characteristics are measured for object preference 
assignment. They are size of an object, Euclidean 
distance between the object centroid and image centroid, 
ratio of objects lying within the center of an image and 
the distance through disparity of an object [1]. These 
characteristics are applied as input to fuzzy logic 
algorithm. Each characteristic is expressed using three 
membership functions namely low, medium and high. 
Membership functions are expressed using a trapezoidal 
curve. The output is object preference, which has four 
trapezoid curve memberships. The defuzzification is 
performed using centroid method. 81 rules are formed 
based on four inputs.  

From the fuzzy output the objects are given different 
intensity values based on their preference. The object 
with very high preference is symbolized by white 
intensity and the object with least preference is 
symbolized with very dark gray intensity. The object 
preference based on fuzzy rule based system is shown in 
Figure 7. 

 
Figure 7: Object Preference Based on Fuzzy Output 

The fuzzy output image is then converted to stereo sound 
using the following sonification methodology.  

6       Image Sonification  

The effective audible frequency range extends from 
about 20 Hz to around ten thousand hertz, although it 
depends entirely on the individual. The audible range is 
divided into octaves. An octave is really a frequency 
range from a frequency f1 to f2 such that f2 is twice that 
of f1 in terms of cycles or hertz. The human ear is 
logarithmic and is sensitive to frequency octaves. The 
audible frequency is then comprised of many octaves. 
The f1 can be any number but f2 is double the f1. Even a 
frequency range from 20 Hz to 40 Hz is defined as an 
octave [3]. 

In most of the western musical instruments the 
frequencies are arranged in such a manner that they are 
in a geometric series. That is, the frequency deviation 
between any key and the key immediately to its left is a 
constant, the constant being equal to the twelfth root of 
two or 1.059. Even though there is a degree of freedom 
for selecting the range of an octave (whether it is from 
240 to 480 Hz or 254 to 508 Hz etc.), the western music 
defines a standard octave called the Middle A octave 
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starting from 440 Hz.  
With the help of the above concept, musical tones 

can be incorporated for image sonification. By 
experimentation it is found that octave frequency of 440 
Hz to 880 Hz produce pleasing music. In the developed 
method, this octave frequency of 440 Hz to 880 Hz is 
selected. With this octave, 12 musical notes are 
developed. Let f (1,..,12) be the 12 octave frequencies. 

The music pattern generated is given by 
( tjfjM )(2sin)( )π=          j=1,2,…,12        (1) 

where  
M(j) is the musical note generated for f(j) frequency and 
‘t’ varies from zero to desired total duration of the 
acoustic information. 

Different musical tones are generated with the 
combination of these notes. In this work three notes are 
combined to form musical tones. Four half steps between 
first and second note and three half steps between second 
and third note define major chords. Here eight tones 
including some major chords are generated using these 
notes. The image to be sonified is resized to 32 X 32 for 
reducing the computation time. Musical tones are 
assigned in such a way that high frequency tones 
occupies the top portion of the image and low frequency 
tones are assigned to lower portion of the image. So each 
pixel in an image is assigned with samples of musical 
tones based on their position in the image.  

The conversion of image into sound involves taking 
one column at a time starting from left most one and 
generating sound pattern for that column. The sound 
pattern generated is given by             

S(i) =          i = 1,2,..,32                  (2) ),(),(
32

1

jiMjiI
j
∑

=

where S(i) is the sound pattern for column i of the image 
I(i,j) is the intensity value of (i,j)th element, M(i,j) is the 
samples of musical tone for (i,j)th pixel. 
The sound pattern from each column is appended to 
construct the sound for the entire image. The scanning of 
picture is performed in such a way that stereo sound is 
produced. In this stereo type scanning, the sound patterns 
created from the left half side of the image is given to left 
earphone and sound patterns of right half side to right 
earphone simultaneously. The scanning is performed 
from leftmost column towards the centre and from right 
most column towards the centre.  

Since the sound produced are differentiated into left 
and part, objects that lie to the left of the user will 
produce sound only in the left earphone and the object 
that lies to the right will be heard only in the right 
earphone. Different tones are produced for different 
shapes. Hence the sound pattern generated by this 
sonification method is able to differentiate objects based 
on its position, shape and distance. The most advantage 
of this method is that since musical tones are used, the 
sound generated will be pleasing to the user and 
continuous use will not fashion loss of interest. Prototype 
has been designed to minimize the hardware and using 
the system in outdoor environment also. Figure 8 shows 
the design of future prototype.  

 

Wearable Computer
 
Helmet 
Stereo Camera 
Stereo Headphone 

Figure 8: Future Wearable Prototype 

7       Conclusions  

Distance information is one of the most important 
criteria for blind navigation. In this work stereo cameras 
are used to find the distance information and the 
information is conveyed to the blind user through 
musical tones. Experiments were conducted in an indoor 
environment, and the results obtained are promising. The 
computation time of this method is also fast compared to 
conventional area based methods. There are some errors 
due to stereo mismatching. In the near future, the work 
will be continued towards achieving higher accuracy, 
minimizing the hardwares and testing the system with 
the blind people.  
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