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This symposium was founded in 1996 by the support of Science
and International Affairs Bureau, Ministry of Education,
Science, Sports and Culture, Japanese Government. Since then,
this symposium was held every year at B-Con Plaza, Beppu,
Oita, Japan except Tokyo, Japan (AROB 6th 02). The Eighth
symposium will be held on 24-26 January 2003, at B-Con Plaza,
Beppu, Oita, Japan. This symposium invites you all to discuss
development of new technologies concerning Artificial Life and
Robotics based on simulation and hardware in twenty first
century.

OBJECTIVE

The objective of this symposium is the development of new
technologies for artificial life and robotics which have been
recently born in Japan and are expected to be applied in various
fields. This symposium will discuss new results in the field of
artificial life and robotics.

TOPICS

Artificial brain research

Artificial intelligence

Artificial life

Artificial living

Artificial mind research
Bioinformatics chaos

Brain science

Cognitive science evolutionary computations
Complexity

Computer graphics

DNA computing

Fuzzy control

Genetic algorithms

Human-machine cooperative systems



Human-welfare robotics

Innovative computations

Intelligent control and modeling
Micromachines

Micro-robot world cup soccer tournament
Mobile vehicles

Molecular biology

Multi-agent systems

Nano-biology

Nano-robotics

Neural networks

Neurocomputers

Neurocomputing technologies and its application for hardware
Pattern recognition

Robotics

Robust virtual engineering

Virtual reality

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB
and some of high quality papers in the proceeding will be
requested to re-submit fir the consideration o publication in an
international journal ARTIFICIAL LIFE AND ROBOTICS
(Springer) and APPLIED MATHEMATICS
ANDCOMPUTATION (North-Holland). All correspondence
related to the symposium should be addressed to AROB
Secretariat

Dept. of Electrical and Electronic Engineering,
Oita University

700 Dannoharu, Oita 870-1192, JAPAN

TEL +81-97-554-7841 FAX +81-97-554-7818
E-MAIL arobsecr@cc.oita-u.ac.jp
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MESSAGE

Masanori Sugisaka
General Chairman of AROB
(Professor, Oita University)

It 1s my great honor to invite you all to the upcoming International Symposium on
Artificial Life and Robotics. The first symposium was held in February (18-20) 1996, B-Con
Plaza, Beppu, Oita, Japan. That symposium was organized by Oita University under the
sponsorship of the Japanese Ministry of Education, Science, Sports, and Culture
(Monbusho), and co-sponsored by Santa Fe Institute (USA), SICE, RSJ, and IEEJ, (Japan). I
would like to express my sincere thanks to the Science and Technology Policy Bureau,
Ministry of Education, Culture, Sports, Science and Technology (Monkasho), Japanese
Government, for their repeated support.

This symposium is supported by Monkasho and other institutions. The symposium
invites you to discuss the development of new technologies in the 21st century, concerning
Artificial Life and Robotics, based on simulation and hardware.

We hope that AROB will facilitate the establishment of an international joint research
institute on Artificial Life and Robotics. I hope that you will obtain fruitful results from the
exchange of ideas during the symposium.

M. Sugisaka

December 20, 2002



MESSAGE

Hiroshi Tanaka
Program chairman of AROB
(Professor, Tokyo Medical and Dental University)

On behalf of the program committee, it is truly my great honor to invite you all to the
Eighth International Symposium on Artificial Life and Robotics (AROB 8th ’03). This
symposium is made possible owing to the cooperation of Oita University and Santa Fe
Institute. We are also debt to Japanese academic associations such as SICE, RSJ, and
several private companies. I would like to express my sincere thanks to all of those who
make this symposium possible.

As is needless to say, the complex systems or Alife approach now attracts wide interests as
a new paradigm of science and engineering. Take an example in the field of bioscience. The
accomplishment of HGP (Human Genome Project) has published the special issue of Nature,
and HGP (Human Genome Project), vast amount of genome information brings about not
only from human genome but also various species like several bacterias, yeast, warm, fly.
However, as a plenty of genome data becomes available, it becomes sincerely recognized that
the framework by which these genome data can be understood to make a whole picture of
life 1s critically need thus, in the “post genomic era , the complex systems or Alife approach is
now actually expected to be an efficient methodology to integrate this vast amount of data.

This example shows the complex system approach is very promising and becomes widely
accepted as a paradigm of next generation of science and engineering. We hope this
symposium becomes a forum for exchange of the ideas of the attendants from various fields
who are interested in the future possibility of complex systems approach.

I am looking forward to meeting you in Beppu, Oita.

H. Tanaka

December 20, 2002



TIME TABLE

RoomA RoomB

RoomC RoomD

1/23(Thu.) 8:00

13:00

Registration (Registration Desk)

17:00

Welcome Party(in Hotel Arthur 10th Floor)

1/24(Fri.) 8:00

Registration (Registration Desk)

9:00
Chair A. Loukianov Chair T. Kitazoe Chair W. Wells
GS1(6) 1S1(6) 1PS1(3)
10:30
10:40 Opening
11:00 Ceremony
Plenary Talk
Chair J. Casti
PT1 M.Sugisaka
12:00 &
13:00 RS : -
Chair T. Arita Chair J. Johnson Chair H. Kang
14:00
GS2(5)
5 4
1415 GS3(5) GS4(5)
Chair X. Feng Chair A. Ohuchi Chair H. Hirayama
15:15 GSS(4) GS6(3) Gl9(4)

15:30 R
Chair J. Casti

Chair T. Hoya

Chair T. Kubik

GS7(4 GS8(4 GS9(4
16:30 (G} (#) 4)

Chair K. Shibata Chair H. Suzuki Chair H.Tanaka
17:30 | GS10(4) 1S3(4) GS11(3)

GS: General Session 1S: Invited Session

GS1 Robotics-I

GS2 Multi-agent systems

GS3 Bioinformatics, Molecular Biology & Brain Science

GS4 Intelligent Control and Modeling-I

GS5 Genetic Algorithms & Evolutionary Computations-I

GS6 Artificial Intelligence

GS7 Virtual Reality & Economic Data Mining

GS8 Computer and Robot Vision-I

GS9 Fuzzy Control

GS10 Reinforcement Learning-1

GS11 Image Processing & Pattern Recognition-I

GS12 Reinforcement Learning-I1

GS13 Image Processing & Pattern Recognition-11

GS14 Micro-Robot World Cup Soccer Tournament &
Micromachines

GS15 Robotics-11

(S16 Mobile Vehicle-1

GS17 Neural Networks

GS18 Intelligent Control and Modeling-11

GS19 Genetic Algorithms & Evolutionary Computations-11

GS20 Computer and Robot Vision-I1

GS21 Mobile Vehicle-I1

IPS: Invited Professor’s Session

GS22 Artificial Life

GS23 Computer & Internet Security

IS1 Robot Control and Image Processing

IS2 Neural Network Applications

IS3 Evolution of codes, Behaviors, and networks
1S4 Artificial Chemistry-1

1S5 Artificial Chemistry-II

1S6 Welfare and Medical Engineering

IS7 Nonlinear Modeling and its Applications
IS8 Machine Intelligence and Robotic Control
1S9 Neural Network

1S10 Genetic Algorithms for Engineering Optimization
IS11 Interaction and Intelligence

1S12 Artificial Brain

1S13 Artificial Mind

[S14 Genetic Algorithms for Production and Distribution
1S15 Artificial Life and Application

1S16 Soft Robotics and Information

[S17 Applications for Intelligent Control

[PS1 Invited Professor's Session (I)

IPS2 Invited Professor's Session (II)

IPS3 Invited Professor's Session (I11)



RoomA | RoomB | RoomC RoomD
1/25(Sat.) 8:00 Registration (Registration Desk)
9:00 R . .
Chair H. Suzuki Chair J.M. Lee Chair K. Ida
1S4(4) GS12(4) 1S10(4)
10:00
Chair H. Suzuki Chair M. Nakamura Chair T. Ishimatsu
IS5(3) GS14(3) 1S6(3)
10:45
11:00
Plenary Talk
Chair Y. Zhang
PT2 T. Fukuda
12:00 |,
13:00 |
Chair S. Omatsu Chair C. Zhang Chair Z. Bubnicki
GS15(6) GS17(3) IPS2(2)
14:30 B2
Chair M. Gen Chair H. Sayama Chair 1. Yoshihara
1S14(5) GS16(6) 1S9(5)
16:00
1615 Chair H. Hashimoto Chair A. Buller
' Chair X. W.
air 4. Wang IS11(5) 1S12(5)
1700 | GS13(3)
17:15
18:00

18:20

20:30

GS: General Session IS: Invited Session

GS1 RoboticsI

GS2 Multi-agent systems

GS3 Bioinformatics, Molecular Biology & Brain Science

GS4 Intelligent Control and Modeling-I

GS5 Genetic Algorithms & Evolutionary Computations-I

GS6 Artificial Intelligence

GS7 Virtual Reality & Economic Data Mining

GS8 Computer and Robot Vision-I

GS9 Fuzzy Control

GS10 Reinforcement Learning-1

GS11 Image Processing & Pattern Recognition-I

GS12 Reinforcement Learning-II

GS13 Image Processing & Pattern Recognition-1I

GS14 Micro-Robot World Cup Soccer Tournament &
Micromachines

GS15 Robotics-I1

GS16 Mobile Vehicle-]

GS17 Neural Networks

GS18 Intelligent Control and Modeling-11

GS19 Genetic Algorithms & Evolutionary Computations-IT

GS20 Computer and Robot Vision-II

GS21 Mobile Vehicle-11

IPS: Invited Professor’s Session

GS22 Artificial Life

GS23 Computer & Internet Security

IS1 Robot Control and Image Processing

IS2 Neural Network Applications

1S3 Evolution of codes, Behaviors, and networks
1S4 Artificial Chemistry-I

1S5 Artificial Chemistry-I1

1S6 Welfare and Medical Engineering

[S7 Nonlinear Modeling and its Applications
IS8 Machine Intelligence and Robotic Control
1S9 Neural Network

IS10 Genetic Algorithms for Engineering Optimization
IS11 Interaction and Intelligence

IS12 Artificial Brain

[S13 Artificial Mind

1S14 Genetic Algorithms for Production and Distribution
IS15 Artificial Life and Application

IS16 Soft Robotics and Information

IS17 Applications for Intelligent Control

IPS1 Invited Professor's Session (I)

IPS2 Invited Professor's Session (II)

IPS3 Invited Professor's Session (III)



RoomA RoomB RoomC RoomD
1/26(Sun.) 8:00 Registration (Registration Desk)
9:00
Chair K. Shimohara Chair K. Aihara Chair Y. Zhang
1S13(5) 1S7(5) IPS3(2)
10:30
10:45
Chair B. Price Chair S. Omatsu Chair J. Wang
GS18(4 1S2(4 GS20(5
100 | GS18®) @) )
13:00
Chair H. H. Lund Chair K. Watanabe Chair T.X. Yan
. GS21(5) GS22(3)
13:45 198(5) .
Chair P. Sapaty
14:15
14:30 Chair T. Yamamoto GS23(3)
’ Chair K-B. Sim Chair J.J. Lee
1S16(4)
1S15(4) 1S17(4)
15:30 ——
16:30

GS: General Session IS: Invited Session

GS1 Robotics-I

GS2 Multi-agent systems

GS3 Bioinformatics, Molecular Biology & Brain Science

GS4 Intelligent Control and Modeling-I

GS5 Genetic Algorithms & Evolutionary Computations-I

GS6 Artificial Intelligence

GS7 Virtual Reality & Economic Data Mining

GS8 Computer and Robot Vision-I

GS9 Fuzzy Control

GS10 Reinforcement Learning-I

GS11 Image Processing & Pattern Recognition-I

GS12 Reinforcement Learning-11

GS13 Image Processing & Pattern Recognition-11

GS14 Micro-Robot World Cup Soccer Tournament &
Micromachines

GS15 Robotics 11

GS16 Mobile Vehicle-I

GS17 Neural Networks

GS18 Intelligent Control and Modeling-II

GS19 Genetic Algorithms & Evolutionary Computations-11

GS20 Computer and Robot Vision-II

GS21 Mobile Vehicle-11

IPS: Invited Professor’s Session

GS22 Artificial Life

GS23 Computer & Internet Security

IS1 Robot Control and Image Processing

1S2 Neural Network Applications

1S3 Evolution of codes, Behaviors, and networks
1S4 Artificial Chemistry-1

IS5 Artificial Chemistry-I1

1S6 Welfare and Medical Engineering

1S7 Nonlinear Modeling and its Applications
1S8 Machine Intelligence and Robotic Control
1S9 Neural Network

IS10 Genetic Algorithms for Engineering Optimization
IS11 Interaction and Intelligence

1S12 Artificial Brain

1S13 Artificial Mind

1S14 Genetic Algorithms for Production and Distribution
1S15 Artificial Life and Application

IS16 Soft Robotics and Information

{S17 Applications for Intelligent Control

IPS1 Invited Professor's Session (I)

IPS2 Invited Professor's Session (I1)

IPS3 Invited Professor's Session (II1)



TECHNICAL PAPER INDEX

January 24 (Friday)

Room D

11:00~12:00 PT-1 Plenary Talk1
Chair J.Casti

PT-1 4 new artificial life body e I-1
-Biologically inspired dynamic bipedal humanoid robot-
M. Sugisaka (Oita University, The Institute of Physical and Chemical
Research (RIKEN) at Nagoya, Japan)
K. Imamura, K. Tokuda, M. Masuda (Oita University, Japan)

January 25 (Saturday)

11:00~12:00 PT-2 Plenary Talk2
Chair Y. Zhang

PT-2 Intelligent robot as an artificial living creature e I-5
T. Fukuda, Y. Hasegawa (Nagoya University, Japan)



January 24 (Friday)

Room A

9:00~10:30 GS1 Robotics-1
Chair: A. Loukianov (Oita University, Japan)

GS1-1 Development of a self-driven personal robot e 1
Y. Takenaga, E. Hayashi (Kyushu Institute of Technology, Japan)

GS1-2 Behavior-based autonomous robotic systems and the reliability of e 4

robot’s decision -The challenge of action selection mechanisms-
M. K. Habib (Monash University, Malaysia)

GS1-3 Explore the gait stability of a biped robot prototype basedon 10
the finite element analysis
J. Wang, X. Ouyang, K. Chen (Tsinghua University, P.R.China)

GS1-4 Development of a dynamically stable gait for a biped robot prototype == 12
J. Wang, J. Zhao, K. Chen, L. Shao (Tsinghua University, P.R.China)

GS1-5 Study on humanoid robot joint servo control system based on Can-Bus 16
L. Shao, J. Zhao, J. Wang, J. Wang, K. Chen (Tsinghua University, P.R.China)

GS1-6 The development of a biped humanoid robot---THBIP- I e 20
J. Zhao, J. Wang, W. Zhang, L. Shao, K. Chen (Tsinghua University, P.R.China)

13:00~14:15 GS2 Multi-agent systems
Chair: T. Arita (Nagoya University, Japan)

GS2-1 Deadlock avoidance method for multiagent robot system using e 24
intermittency chaos
Y. Maeda (Fukui University, Japan)
T. Matsuura (Japan Network Information Center, Japan)
M. Mizumoto (Osaka Electro-Communication University, Japan)

GS2-2 The internal model of the other for learning the cooperative behavior 28
K. Kondo (Kyoto Gakuen University, Japan)
I. Nishikawa (Ritsumeikan University, Japan)

GS2-3 Multi-robot mutual localization using space-division infrared e 32
wireless communication
H. Takai, T. Onishi, K. Tachibana (Hiroshima City University, Japan)

GS2-4 Effects of information sharing on collective behaviors e 36
In competitive populations
R. Suzuki, T. Arita (Nagoya University, Japan)



GS2-5 Identification and learning of other’s action strategies in cooperative task
S. Tohyama, T. Omori (Hokkaido University, Japan)
N. Oka, K. Morikawa (Matsushita Electric Industrial Co., Ltd)

14:15~15:15 GS5 Genetic Algorithms & Evolutionary Computation- I
Chair: X. Feng (Oita University, Japan)

GS5-1 Matching with feature segments of stereo images by IA
H. Kakiuchi, K. Okazaki (Fukui University, Japan)

GS5-2 Application of genetic algorithms for minimizing the consumption
energy of a manipulator
Y. Yokose (Kure National College of Technology, Japan)
T. Izumi (Shimane University, Japan)

GS5-3 The distributed effect of the real-coded GA
M. Sugisaka (Oita University, RIKEN, Japan)
T. Kiyomatsu (Oita University, Japan)

GS5-4 The improvement of the diversity and the searching ability in GA
M. Ito (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

15:30~16:30 GS7 Virtual Reality & Economic Data Mining
Chair: J. Casti (SFI, USA)

GS7-1 Virtual and real robots through interactive web-based multi
user 3D virtual environment
M.K. Habib (Monash University, Malaysia)

GST7-2 Virtual walkway system with a new gait simulator
N. Shiozawa, M. Kishibata, M. Makikawa (Ritsumeikan University,
Japan)

GS7-3 Scaling law in common to turbulence and price fluctuations
M. Tanaka-Yamawaki, T. Itabashi (Miyazaki University, Japan)

GS7-4 Characteristic features of high frequency financial time series
M. Tanaka-Yamawaki, S. Komaki (Miyazaki University, Japan)

16:30~17:10 GS10 Reinforcement Learning- [
Chair: K. Shibata (Oita University, Japan)

GS10-1 Autonomous learning of reward distribution in “Not 100 game”
K. Shibata, T. Masaki (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS10-2 Evolutionary and time-varying reinforcement learning system

......

......



for unobservable dynamic environment
K. Umesako, M. Obayashi, K. Kobayashi (Yamaguchi University, Japan)

GS10-3 Application of Direct-Vision-Based Reinforcement Learning to " 86
a real mobile robot with a CCD camera
M. lida, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS10-4 Verification of body growth effect on reinforcement learning v 90
in a simple standing-up task
D. Kiyosuke, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

Room B

9:00~10:30 IS1 Robot Control and Image Processing
Chair: T. Kitazoe (Miyazaki University, Japan)
Co-Chair: M. Tabuse (Miyazaki University, Japan)

IS1-1 Distributed mobile robotic systems applied with behavior models = 94
of a fish school
T. Shinchi, M. Tabuse, T. Kitazoe, A. Todaka, T. Horita (Miyazaki University,
Japan)

[S1-2 Navigation systems for a wheelchair based on a single camera 98
Y. Inoue, M. Tabuse, Y. Kitamaru, T. Kitazoe, T. Shinchi (Miyazaki University,
Japan)

[S1-3 Wheelchair navigation systems with infrared sensors e 102

T. Kitazoe, M. Tabuse, T. Uemura, S. Kitazoe, T. Shinchi (Miyazaki University,
Japan)

[S1-4 Similarity-based image retrieval system using PIFS codes oo 106

T. Yokoyama, T. Watanabe, K. Sugawara (University of Electro -Communications,
Japan)

IS1-5 Stabilization of LTI systems with periodic communication e 110
constraints by output sampled hold control
N. Takahashi, M. Kono (Miyazaki University, Japan)

[S1-6 Computational complexity for the simulation of four-dimensional = 114
marker automata by four-dimensional turing machines
H. Okabe, M. Sakamoto (Miyazaki University, Japan)
K. Inoue (Yamaguchi University, Japan)

13:00~14:15 GS3 Bioinformatics, Molecular Biology & Brain Science
Chair: J. Johnson (Open University, UK)



GS3-1 Genetic information processing at biophysical models base on
giant DNA chain aggregate by spermidine, ATP and Mg+ + at
biological conditions: channel switch function formed by
micro & macro-aggregation
Y. Yonezawa (Ibaraki University, Japan)
H. Kuramochi (National Institute for Environment Studies)

GS3-2 Evolution from possible primitive tRNA-viroids to early poly-tRNA-derived
mRNAs for synthesizing various house-keeping proteins
K. Ohnishi, M. Ohshima, N. Furuichi (Niigata University, Japan)

GS3-3 Computation of electro kinetic mobility of charges bio molecules
that pass through the ion channel pore on the biological excitable membrane
H. Hirayama (Asahikawa medical College, Japan)

GS3-4 Characterization of local biophysical electrical conductivity and
viscosity of multi components neural transmitter system.
H. Hirayama (Asahikawa medical College, Japan)

GS3-5 Automatic evaluation of EEG recording based on artificial intelligence
of electroencephalographers
M. Nakamura, Q. Chen, T. Sugi (Saga University, Japan)
H. Shibasaki (Kyoto University, Japan)

14:15~15:00 GS6 Artificial Intelligence
Chair: A. Ohuchi (Hokkaido University, Japan)

GS6-1 Mutual conversion of sensory data and texts by an intelligent system
IMAGES-M
D. Hironaka, S. Oda, K. Ryu, M. Yokota (Fukuoka Institute of Technology,
Japan)

GS6-2 Automatic determination of sleep stages by the multi-valued decision
making method with knowledge enhancement
M. Nakamura, B. Wang, T. Sugi (Saga University, Japan)
F. Kawana (Toranomon Hospital Tokyo, Japan)

GS6-3 Adaptive communication among collaborative agents:
Preliminary Results with Symbol Grounding

Y. Lee, J. Riggle, T.C. Collier, E. Stabler, C.E. Taylor (University of California,

USA)

15:30~16:30 GS8 Computer and Robot Vision- I
Chair: T. Hoya (BSI RIKEN, Japan)

GS8-1 Real-time face tracker using ellipse fitting and color look-up table
in irregular illumination

H.S. Hong, D.H. Yoo, M.J. Chung (KAIST, Korea)



GS8-2 Fast face detection using genetic algorithms and pyramid structure 160
M. Sugisaka (Oita University, RIKEN, Japan)
X. Fan (Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

GS8-3 A4 Study on color-based line tracking e 164
M. Sugisaka (Oita University, RIKEN, Japan)
R. Chen (Oita University, Japan)

GS8-4 Gradient runs based guideline detection technique for - e 168
the vision system of an alife mobile robot
J. Wang (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

16:30~17:30 IS3 Evolution of codes, Behaviors, and network
Chair: H. Suzuki (ATR Human Information Science Labs., Japan)
Co-Chair: K. Shimohara (Kyoto University, ATR, Japan)

[S3-1 Chemical genetic algorithms- evolutionary optimization oo 172
of code translation
H. Suzuki (ATR Human Information Science Labs., Japan)
H. Sawai (Communications Research Laboratory, Japan)

[S3-2 Evolution of cooperation with a dynamically separating mechanism 176
of individuals
K. Nakayama, K. Shimohara (Kyoto University, ATR, Japan)
H. Suzuki (ATR Human Information Science Labs., Japan)
0. Katai (Kyoto University, Japan)

[S3-3 An index of degrees of confusion between knowledge acquired in e 181
a learning classifier system
H. Inoue, K. Shimohara (Kyoto University, ATR, Japan)
K. Takadama (Tokyo Institute of Technology, ATR, Japan)
0. Katai (Kyoto University, Japan)

IS3-4 DOM/XML-based portable genetic representation of morphology, = 185

behavior and communication abilities of evolvable agents
I.T. Tanev (ATR Human Information Science Labs, Japan)

Room C

9:00~10:30 ISP1 Invited Professor’s Session( I)
Chair: W. Wells (University of Nevada-Las Vegas, USA)

ISP1-1 Intelligent artifacts e I-11
H.H. Lund (University of Southern Denmark, Denmark)



ISP1-2 The wave of life e 1-15
J.L. Casti (Santa Fe Institute, USA)

ISP1-3 Application of uncertain variables and learning algorithmto == 1-19
task allocation in multiprocessor systems
Z. Bubnicki (Wroclaw University of Technology, Poland)

13:00~14:15 GS4 Intelligent Control and Modeling- I
Chair: H. Kang (Chung- Ang University, Korea)

GS4-1 Optimized space search by distributed robotic teams e 189
P. Sapaty (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS4-2 Learning control of autonomous airship for three-dimensional oo 194
pursuit problem
A. Nishimura, H. Kawamura, M. Yamamoto, A. Ohuchi (Hokkaido University,
Japan)

GS4-3 Remarks on connection methods of neural network controller e 198
using reference model with conventional controller
T. Yamada (Ibaraki University, Japan)

GS4-4 Intelligent control for the vision-based indoor navigation of e 202
an alife mobile robot
J. Wang (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

GS4-5 Robust decentralized control and robust output tracking for e 206
a class of linear uncertain interconnected systems with
unmatched interconnections and uncertainties
7. Wang (Chinese Academy of Sciences, P.R.China)
X. Feng (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

14:15~15:15 GS19 Genetic Algorithms & Evolutionary Computations- II
Chair: H. Hirayama (Asahikawa Medical College, Japan)

GS19-1 Situated and embodied evolution in collective evolutionary robotics === 212
Y. Usui, T. Arita (Nagoya University, Japan)

GS19-2 Improvement of search ability of S-system using the limitation of = 216
age and the simplification of chromosome
K. Yamashita, S. Serikawa, T. Shimomura (Kyushu Institute of Technology,
Japan)



GS19-3 Optimization of multi-objective function based on the game theory =" 220
and co-evolutionary algorithm
J.Y. Kim, D.W. Lee, K.B. Sim (Chung-Ang University, Korea)

GS19-4 A study on compensation of modeling errors of evolutionary robot = 224
S. Kitabatake, T. Furuhashi (Mie University, Japan)

15:30~16:30 GS9 Fuzzy Control
Chair: T. Kubik (Oita University, Japan)

GS9-1 The recognition of the dynamic system fuzzy model o 228
D. Fan (Qingdao institute of Architecture and Engineering, China)

GS9-2 Design of autonomous mobile robot action selector basedon 232
a fuzzy artificial immune network
D.J Lee, HM Oh, Y.K Choi (Pusan National University, Korea)

GS9-3 Study on a new and effective fuzzy PID ship autopilot 237
M-D Le (Vietnam Shipbuilding Industry Corporation, Vietnam)
L-A Nguyen (Shipbuilding Science and Technology, Vietnam)

GS9-4 Application of neuro-fuzzy system to control a mobile vehicle 241
M. Sugisaka (Oita University, RIKEN, Japan)
F. Dai (Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

16:30~17:30 GS11 Image Processing & Pattern Recognition- I
Chair: H. Tanaka (Tokyo Medical and Dental University, Japan)

GS11-1 A method for the conversion of the image on convex mirror 247
using artificial life type of function discovery system
S. Adachi, S. Serikawa, K. Yamashita, T. Shimomura (Kyushu Institute of
Technology, Japan)

GS11-2 Application of resonance algorithm for image segmentation 7" 251
F. Dai (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS11-3 Hough transform based line segment detection =" 255

X. Feng (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

January 25 (Saturday)

Room A

9:00~10:00 IS4 Artificial Chemistry- [



Chair: H. Suzuki (ATR Human Information Science Labs, Japan)
Co-Chair: J-Q. Liu (ATR Human Information Science Labs, Japan)

1S4-1 Universal constructor to build a Tierran machine structure oo 259
S. Matsuzaki (Aizu University, ATR, Japan)
H. Suzuki (ATR Human Information Science Labs, Japan)
M. Osano (Aizu University, Japan)

[S4-2 Evolution from molecules to proto-cells in an inhomogeneous environment. ~ **** 263

N. Ono (ATR-HIS, Japan)

IS4-3 Workplace construction: e 267
A theoretical model of robust self-replication in kinematic universe
H. Sayama (University of Electro-Communications, Japan)

[S4-4 Self-reproduction and shape formation in two and three dimensional = 271
cellular automata with conservative constraints
K. Imai, Y. Kasai, C. Iwamoto, K. Morita (Hiroshima University, Japan)
Y. Sonoyama (Matsushita Electric Industrial Co., Ltd, Japan)

10:00~10:45 IS5 Artificial Chemistry- II
Chair: H. Suzuki (ATR Human Information Science Labs, Japan)
Co-Chair: J-Q. Liu (ATR Human Information Science Labs, Japan)

1S5-1 P Automata with membrane channels e 275
M. Oswald, R. Freund (Vienna University of Technology, Wien)

[S5-2 A language for artificial life: A theory and an implementation of oo 279
a parameterized OL system programming language
T.Y. Nishida (Toyama Prefectural University, Japan)

[S5-3 Computing with Rho family GTPases: Operability and feasibiliy =0 283
J.Q. Liu, K. Shimohara (ATR Human Information Science Laboratories, Japan)

13:00~14:30 GS15 Robotics- I
Chair: S. Omatsu (Osaka Prefecture University, Japan)

GS15-1 Dynamic cooperation control for a mobile manipulator e 287
J.P. Ko, T.S. Jin, J.M. Lee (Pusan National University, Korea)

GS15-2 The 100G capturing robot —Too fast to see- e 291
M. Kaneko, M. Higashimori, R. Takenaka (Hiroshima University, Japan)
A. Namiki, M. Ishikawa (The University of Tokyo, Japan)

GS15-3 Effectiveness of integration of skill techniques in manipulation robots =+ 297
A. Nakamura, K. Kitagaki, T. Suehiro (AIST, Japan)

GS15-4 Robot assisted activity at a health service facility for the aged oo 301



K. Wada, T. Shibata, T. Saito, K. Tanie (AIST, Japan)

GS15-5 An intelligent iterative learning controller emulating 77 305
human intelligence for robotic systems
M. Arif, T. Ishihara, H. Inooka (Tohoku University, J apan)

GS15-6 Analysis of human walking gait of young and elderly subjects """ 309
using detrended fluctuation analysis technique

M. Arif, Y. Ohtaki, T. Ishihara, H. Inooka (Tohoku University, Japan)

14:45~16:00 IS14 Genetic Algorithms for Production and Distribution
Chair: M. Gen (Ashikaga Institute of Technology, Japan)
Co-Chair: M. Sasaki (Ashikaga Institute of Technology, Japan)

1S14-1 Solving multi-time period production/distribution problem = 313
by using spanning tree-based genetic algorithm
M. Gen, H. Nozawa, A. Syarif (Ashikaga Institute of Technology, J apan)

1S14-2 Network-based hybrid genetic algorithm to the scheduling " 317
in FMS environments
K.W. Kim, G. Yamazaki (Tokyo Metropolitan Institute of Technology, J apan)
M. Gen, L. Lin (Ashikaga Institute of Technology, Japan)

1S14-3 Hybrid genetic algorithm with fuzzy goals for optimal system design """ 321
M. Sasaki, M. Gen, T.Z. Dai (Ashikaga Institute of Technology, J apan)

[S14-4 Survey on e-manufacturing/logistic systems in Japan U 325
Y. Li (Web Technology Ltd, Japan)
K.W. Kim (Tokyo Metropolitan Institute of Technology, Japan)
M. Sasaki, M. Gen (Ashikaga Institute of Technology, Japan)

1S14-5 Supply chain planning in a multi-plant chain 329
C. Moon, J. Kim (Hangyang University, Korea)
Y. Yun (Daegu University, Korea)

16:00~17:15 GS13 Image Processing & Pattern Recognition- II
Chair: X. Wang (Oita Institute of Technology; Japan)

GS13-1 A study on machining process simulation of NC-WEDM-HS 333
system of two turning coordinates by means of computer
F. Ren, J. Wang (Tsinghua University, Japan)

GS13-2 Extraction of the quantitative and image information from 337
the flame images of steam boilers of the steam power generation
H. Bae, H.B. Ahn, B.H. Jun, S. Kim, M.H. Lee (Pusan National University,
Korea)
D.J. Park (Korea Plant Service & Engineering Co.,Ltd, Korea)
J.I. Bae (Pukyong National University, Korea)



GS13-3 A novel method for compression of image sequences basedon e 341
nonlinear dimensionality reduction
J. Wang, C. Zhang (Tsinghua University, P.R.China)

Room B

9:00~10:00 GS12 Reinforcement Learning- II
Chair: J.M. Lee (Pusan National University, Korea)

GS12-1 LQ-learning with self-organizing map for POMDP environments oo 345
H.Y. Lee, K. Abe (Tohoku University, Japan)
H. Kamaya (Hachinohe National College of Technology)

GS12-2 Behavior learning of autonomous agents in continuous state e 349
M.K. Shon, J. Murata (Kyushu University, Japan)
K. Hirasawa (Waseda University, Japan)

GS12-3 Task-oriented multiagent reinforcement learning control for oo 353
a real time High-Dimensional Problem
M.A.S. Kamal, J. Murata (Kyushu University, Japan)
K. Hirasawa (Waseda University, Japan)

GS12-4 Action selection by voting with learning capability for e 357
a behavior-based control approach
S.M. Jeong, S.R. Oh, D.Y. Yoon (KIST, Korea)
W.K. Chung (POSTECH, Korea)
[.H. Suh, C.C. Chung (HanYang University, Korea)

10:00~10:45 GS14 Micro-Robot World Cup Soccer Tournament & Micromachines
Chair: M. Nakamura (Saga University, Japan)

GS14-1 Development of a novel 4-dof mobile microrobot with e 361
nanometer resolution
T. Zhu, D. Tan, J. Zhang, Z. Wang (Chinese Academy of Sciences, P.R.China)

GS14-2 A simulator for strategy developing and realization in robot soccer game ="' 365
J.S. Liu, T.C. Liang, Y.A. Lin (Academia Sinica, Taiwan,R.0.C)

GS14-3 Embodied Al in humanoids e 369
H.H. Lund, L. Pagliarini, L. Paramonov, M.W. Jorgensen (University of
Southern Denmark, Denmark)

13:00~14:30 GS17 Neural Networks
Chair: C. Zhang (Tsinghua University, P.R.China)

GS17-1 A kernel based neural memory concept and representation of procedural - 373
memory and emotion



T. Hoya (BSI RIKEN, Japan)

GS17-2 Flexible neural network with PD-type learning oo 377
M.H. Kim, N. Matsunaga, S. Kawaji (Kumamoto University, Japan)

GS17-3 A realization of optimum-time firing squad synchronization algorithm == 381
on 1-bit cellular automaton
J. Nishimura (MegaChips Co., Ltd, Japan)
T. Sogabe (Internet Initiative Japan Inc., Japan)
H. Umeo (Osaka Electro-Communication University, Japan)

GS17-4 An improved SMO algorithm e 387
X. Wu, L. Tan, W. Lu, X. Zhang (Tsinghua University, Korea)

GS17-5 Acquisition of 2-layer structure in a growing neural network e 391
R. Kurino, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

14:45~16:00 GS16 Mobile Vehicle- I
Chair: H. Sayama (University of Electro-Communication, Japan)

GS16-1 Absolute position estimation for mobile robot navigation e 395
in an indoor environment
S. Park, B. Lee, T. Jin, J-M. Lee (Pusan National University, Korea)

GS16-2 Message passing implementation for the distributed robot control system =" 399
T. Kubik (Wroclaw University of Technology, Poland, Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS16-3 Implementing distributed control system for intelligent mobile robot == 403
A. Loukianov (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS16-4 Research of environmental recognition in a mobile vehicle e 407
M. Sugisaka (Oita University, RIKEN, Japan)
S. Otsu (Oita University, Japan)

GS16-5 The control of the electric vehicle speed using pulse-width-modulation (PWM) =+ 411
M. Sugisaka (Oita University, RIKEN, Japan)
M. Zacharie (Oita University, Japan)

GS16-6 Dynamics and control of non-holonomic two wheeled inverted e 415
pendulum robot

D.Y. Lee, Y.H. Kim, B.S. Kim, Y.K. Kwak (Korea Advanced Institute of Science
& Technology, Korea)

16:00~17:15 IS11 Interaction and Intelligence



Chair: H. Hashimoto (The University of Tokyo, Japan)

IS11-1 Driver intention recognition using case base learning for human o 419
centered system
T. Yamaguchi, D. Chen (Tokyo Metropolitan Institute of Technology, Japan)
T. Yamaguchi (JST, Japan)

[S11-2 Topic stream extraction based on immune network model e 423
Y. Takama (Tokyo Metropolitan Institute of Technology, Japan)

IS11-3 Ubiquitous haptic interfaces in intelligent space e 427
P.T. Szemes, J.H. Lee, N. Ando, H. Hashimoto (The University of Tokyo, Japan)

[S11-4 Haptic expression of figures using a surface acoustic wave tactile display mouse ~ ***** 431
M. Takasaki, T. Mizuno (Saitama University, Japan)
T. Nara (The National Institute of Informatics, Japan)

IS11-5 Emergence of un-designed behaviors of redundant systems e 435
K. Ito, A. Gofuku, M. Takeshita (Okayama University, Japan)

Room C

9:00~10:00 IS10 Genetic Algorithms for Engineering Optimization
Chair: K. Ida (Maebashi Institute of Technology, Japan)
Co-Chair: T. Yokota (Ashikaga Institute of Technology, Japan)

[S10-1 Floorplan design problem using improved genetic algorithm oo 439
K. Ida, Y. Kimura (Maebashi Institute of Technology, Japan)

[S10-2 Nonlinear side constrained transportation problem and two spanning === 443
tree-based genetic algorithms: A logistic container terminal application
A. Syarif (Ashikaga Institute of Technology, Japan, Lampung University,
Indonesia)
M. Gen, X.D. Wang (Ashikaga Institute of Technology, Japan)

[S10-3 Active solution and active solution space on Job-shop scheduling problem ==+ 447
M. Watanabe, K. Ida, T. Horita (Maebashi Institute of Technology, Japan)
M. Gen (Ashikaga Institute of Technology, Japan)

IS10-4 Evolutionary network design technique based on genetic algorithm === 451
M. Gen, A. Syarif (Ashikaga Institute of Technology, Japan)
J.H. Kim (Cheju National University, Korea)

10:00~10:45 IS6 Welfare and Medical Engineering
Chair: T. Ishimatsu (Nagasaki University, Japan)

IS6-1 Communication device to use acceleration sensor for the serious disabled = 455
Y. Fukuda, H. Tanaka, K. Yoshimochi, T. Ishimatsu (Nagasaki University,



Japan)

IS6-2 Muscle stiffness sensor to control assisting device for disabled = 459
S. Moromugi, S. Ariki, A. Okamoto, T. Ishimatsu (Nagasaki University, Japan)
Y. Koujina (DATHEN Co., Japan)
T. Tanaka, M-Q. Feng (The University of Electro-Communications, J apan)

1S6-3 3-D analysis of functional instabilities of the ankle using digital still cameras " 463
K.S. Jung, S. Yokoyama, N. Matsusaka, N. Hatano, T. Kobayashi, R. Touma,
T. Ishimatsu (Nagasaki University, Japan)

13:00~14:30 IPS2 Invited Professor’s Session(1l)
Chair: Z. Bubnicki (Wroclaw University of Technology, Poland)

IPS2-1 Diversity in evolutionary system e 1-23
Y. Zhang (Institute of Systems Science, Academia Sinica, P.R.China)
M. Sugisaka (Oita University, RIKEN, Japan)

IPS2-2 Control of nonlinear systems via state-dependent Riccati enquation methods =" 1-26
W.R. Wells (University of Nevada, USA)

14:45~16:00 IS9 Neural Network
Chair: I. Yoshihara (Miyazaki University, Japan)
Co-Chair: M. Yasunaga (University of Tsukuba)

I1S9-1 Evolutionary control systems with competitive-cooperative oo 467
neural network for a mobile robot
M. Tabuse, T. Shinchi, T. Kitazoe, A. Todaka (Miyazaki University, Japan)

1S9-2 Performance evaluation system for probabilistic neural network hardware = 471
N. Aibe, R. Mizuno, M. Nakamura, M. Yasunaga (University of Tsukuba,
Japan)
I. Yoshihara (Miyazaki University, Japan)

1S9-3 4 multi-modal neural network with single-state predictions = 475
for protein secondary structure
H. Zhu, 1. Yoshihara, K. Yamamori (Miyazaki University, Japan)
M. Yasunaga (University of Tsukuba)

[S9-4 3-D perception for monochromatic surface by self-organization neural network >+ 479
X. Hua, Y. Tang, M. Yokomichi, T. Kitazoe (Miyazaki University, Japan)

IS9-5 Quantitative comparison of defect compensation schemes e 484

for multi-layer neural networks with Flip-Link defects
K. Yamamori, K. Takahashi, I. Yoshihara (Miyazaki University, Japan)

16:00~17:15 IS12 Artificial Brain



Chair: A. Buller (ATR Human Information Science Labs, Japan)
Co-Chair: K. Shimohara (ATR Human Information Science Labs, Japan)

IS12-1 Genorobotics e 488
S.I. Ahson (Jamia Millia Islamia, )

[S12-2 CAM-Brain machines and pulsed para-neural networks: o 490
Toward a hardware for future robotic on-board brains
A. Buller (ATR International, Human Information Science Laboratories Japan)

1S12-3 Handcrafting pulsed neural networks for the CAM-Brain Machine == 494
H. Eeckhaut, J.V. Campenhout (Ghent University, Belgium)

1S12-4 Heuristic-based computer-aided synthesis of spatial [5-type pulsed 499
para- neural networks(3D- “PPNN )
D. Jelinski (Gdansk University of Technology, Poland)
M. Joachimczak (ATR International, Human Information Science Laboratories,
Japan)

1S12-5 Neko 1.0 — A robotic platform for research on machine psychodynamics 502
T.S. Tuli (ATR International, Human Information Science Laboratories, Japan)

January 26 (Sunday)

Room A

9:00~10:30 IS13 Artificial Mind
Chair: K. Shimohara (ATR Human Information Science Labs, Japan)
Co-Chair: H. Kozima (Communications Research Laboratory, Japan)

IS13-1 Artificial mind: Theoretical background and research directions = 506
A. Buller, K. Shimohara (ATR International, Human Information Science
Laboratories, Japan)

[S13-2 Tension-driven behaviors of a mobile robot. early experimental results = 510
A. Buller, Y. Harada, M. Joachimczak, S-1. Lee, T.S. Tuli (ATR International,
Human Information Science Laboratories, Japan)

1S13-3 Synthesis of behaviors of the Neko 1.0 mobile robot = 514
S.I. Lee, T.S. Tuli (ATR International, Human Information Science Laboratories,
Japan)

1S13-4 Can a robot empathize with people? e 518
H. Kozima, C. Nakagawa, H. Yano (Communications Research Laboratory,
Japan)

1S13-5 Toward machine intuition: A way-finding without maps or coordinates ~ =*"*** 520



J. Liu (Central South University, P.R.China)

10:45~12:00 GS18 Intelligent Control and Modeling-II
Chair: B. Price (Open University, UK)

GS18-1 Digital control of an underwater robot with vertical planar 2-link manipulator ~ ***** 524
S. Sagara (Kyushu Institute of Technology, J apan)

GS18-2 Efficiency of information spread on self-organized networks 528
J. Matsukubo, Y. Hayashi (Japan Advanced Institute of Science and Technology,
Japan)

GS18-3 Robust motion and force tracking control of robot manipulators in contact """ 532

with surface with unknown stiffness and viscosity

D. Moriyama, M. Oya, M. Wada (Kyusyu Institute of Technology, Japan)

T Suehiro (Mecanics and Electronics Research Institute Fukuoka Industrial
Technology Center)

GS18-4 An Eeffective adaptive autopilot for ships 7 536
T-X. Doan, V-Q. Hoang (Hung Long Co., Ltd, Vietnam)
T-T-A. Duong, M-T. Bui (Hong Thang Co., Ltd., Vietnam)
T-K-T. Nguyen, D-T. Luong (Phan Anh Co., Ltd, Vietnam)
T-D. Le, V-L. Do, T-H. Le (Bac ninh Consultant and Investment Co., Ltd,
Vietnam)

13:00~14:30 GS21 Mobile Vehicle- Il
Chair: H.H. Lund (University of Southern Denmark, Denmark)

(S21-1 Remote positioning and control architecture of mobile objects 7" 540
with wireless communication
Y.H. Kim (Korea Institute of Machinery & Materials, Korea)
D.H. Yu (Catholic University of Pusan, Korea)
Y.J. Lee (Pusan National University, Korea)

GS21-2 Development of a self-driven personal robot 77" 544
T. Azuma, Y. Takenaga, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS21-3 Path planning for the autonomous mobile robot under the constraints """ 547
of the driving condition with unknown obstacles
Y.J. Lee, Y.J. Yoon, M.H. Lee (Pusan National University, Korea)

GS21-4 Run control of the mobile recognition vehicle by information 77" 553
of internal sensor and vision
M. Sugisaka (Oita University, RIKEN, Japan)
S. Kuriyama (Oita University, Japan)

GS21-5 Planning mobile robot with single visual aid 777 557
X. Wang (Oita Institute of Technology, J apan)



M. Sugisaka (Oita University, RIKEN, Japan)

14:30~15:30 IS15 Artificial Life and Application
Chair: K.B. Sim (Chung-Ang University, Korea)

[S15-1 Swarm behavior of multi-agent system based on artificial immune system """ 561
K.B. Sim, D.W. Lee (Chung-Ang University, Korea)

1S15-2 Bayesian clustering for determination of dynamic web preference = 565
D.S. Kim (HanShin University, Korea)
J.H. Choi (Kimpo College, Korea)
M.S. Han (ETRI, Korea)

1S15-3 The research about growth and behavior of a virtual lifeby = 569
using genetic algorithm
M.S. Kwon, D.W. Kim, J.Y. Lee, H. Kang (Chung-Ang University, Korea)

[S15-4 Structure identification of neuro-fuzzy models using genetic algorithms = 573
B.H. Wang (Kangnung National University, Korea)
H.J. Cho (Purdue University, USA)

Room B

9:00~10:30 IS7 Nonlinear Modeling and its Applications
Chair: K. Aihara (The University of Tokyo, Japan)
Co-Chair: H. Suzuki (The University of Tokyo, Japan)

1S7-1 Complex behavior of a simple partial discharge model = 577
H. Suzuki, K. Aihara (The University of Tokyo, Japan)
S. Ito (Kanazawa University, Japan)

1S7-2 Dimensional analysis of the Hodgikin-Huxley equations with noise: " 581
Effects of noise on chaotic neurodynamics
H. Tanaka, K. Aihara (The University of Tokyo, Japan)

IS7-3 Encoding ternary information using a chaotic neural network 585
J K. Ryeu (Dongyang University, Korea)

1S7-4 Human-like decision making in an autoassociative neural network 589
with dynamic synapses
7. Wang (DongHua University, P.R.China)
K. Aihara (The University of Tokyo, Japan)

IS7-5 Origins of stochasticity in gene expression and control of the fluctuation = 593
Y. Morishita, K. Aihara (The University of Tokyo, Japan)

10:45~12:00 IS2 Neural Network Applications



Chair: S. Omatsu (Osaka Prefecture University, Japan)
Co-Chair: A. Selamat (Osaka Prefecture University, Japan)

1S2-1 Quality evalution of transmission devices using the GA 77" 597
B. Wang, S. Omatsu (Osaka Prefecture University, J apan)

1S2-2 A high reliability method for classification of paper currency 7" 601
based on neural networks
A. Ahmadi, S. Omatsu (Osaka Prefecture University, J apan)

1S2-3 An electronic nose system using back propagation neural networks 605
with a centoid training data set
B. Charumporn, M. Yoshioka, T. Fujinaka, S. Omatsu (Osaka Prefecture
University, Japan)

1S2-4 Web page classification using neural networks based on augmented PCA = 609
A. Selamat, H. Yanagimoto, S. Omatsu (Osaka Prefecture University, Japan)

13:00~14:15 IS8 Machine Intelligence and Robotic Control
Chair: K. Watanabe (Saga University, Japan)
Co-Chair: K. Izumi (Saga University, Japan)

1S8-1 Neural-net switching controller for partly known robot systems 77 613
with guaranteed tracking performance
S. Kumarawadu, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

1S8-2 Evolutionary acquisition of handstand skill using a three-link = 617
rings gymnastic robot
T. Yamada, K. Watanabe, K. Kiguchi, K. Izumi (Saga University, J apan)

IS8-3 Dynamic potential field method for local obstacle avoidance of mobile robots ~ ****** 621
X. Yang, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

1S8-4 Neural network based expectation learning in perception control: = 625
learning and control with unreliable sensory system
S. Guirnaldo, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

1S8-5 Control of 3-DOF underactuated manipulator using fuzzy based switching """ 629
L. Udawatta, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

14:15~15:30 IS16 Soft Robotics and Information
Chair: T. Yamamoto (University of the Ryukyus, Japan)
Co-Chair: H. Kinjo (University of the Ryukyus, Japan)

[S16-1 Identification of periodic function using dynamical neural network =" 633
K. Nakazono, H. Kinjo, T. Yamamoto (University of the Ryukyus, Japan)
K. Ohnishi (Keio University, Japan)



1516-2 Training of pulse interval for spiking neural networks using genetic algorithm =" 637
S. Kamoi, H. Kinjo, K. Nakazono (University of the Ryukyus, Japan)

1S16-3 Information separation of position and direction of a robot by self-organizing map ~ ***** 641
K. Kurata, N. Oshiro (University of the Ryukyus, Japan)

1S16-4 Backward control of multitrailer systems using neurccontrollers 645
evolved by genetic algorithm
A. Kiyuna, H. Kinjo, K. Nakazono, T. Yamamoto (University of Ryukyus, Japan)

Room C

9:00~10:30 IPS3 Invited Professor’s Session(Ill)
Chair: Y. Zhang

IPS3-1 Representing patterns of autonomous agent dynamics 1-29
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Abstract

The task-oriented approach of reinforcement
learning reduces complexity of a high-dimensional
problem in a more realistic and human-like way of
thinking. In this paper we investigate the performance
of task-oriented learning for elevator group control
considering two main tasks. The first task treats, from
the viewpoint of passengers, how the most suitable
elevator can be called, and the second one is related to,
from the viewpoint of the elevators, how they can
provide best service by selecting the suitable floor to
wait for passengers. The simulation results show
significantly improved performance in controlling this
very large-scale stochastic dynamic problem.

1 Introduction

Most of the real world problems have their own
typical characteristics and there is rarely a known
optimal policy. In such cases reinforcement learning
agent can successively improve its control strategy
through experience and reinforcement from the system.
Instead of its conceptual simplicity, the reinforcement-
learning algorithm often cannot scale well to
non-uniform problems with large or infinite state and
action spaces.

This paper presents task-oriented reinforcement
learning scheme [1,2] to solve a high dimensional
problem proposing some logical task-oriented agents.
It has been proved that the task-oriented learning has
faster convergence characteristic for an episodic task
[1]. For the continuous and dynamic system, where the
agent does not have any opportunity to repeat its trial
with same initial conditions, the task-oriented learning
can be applied successfully [2]. In both cases, an agent
uses more than one Q-table for different tasks. Many
researchers have proposed multiple agents in lieu of a
single agent to make a complex learning task easier
and to achieve better performance, through combining
outcomes of multiple agents. Here we propose two
kinds of agents. According to the types of tasks the
goal and policy of each group of agents are different,
but by their combined efforts the ultimate goal of the
system is attained. The whole task is decomposed into
some logical sub-problems according to the types of
actions needed, and the learning is carried out from the
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viewpoint of the task considering its expectation. The
task-decomposition limits the size of state space hence
ensures less memory and less computation requirement
with faster convergence, and thinking from the
viewpoint of the task leads the agent to choose the
action more precisely.

2 Task-oriented Reinforcement Learning

Reinforcement learning [3] is a process of
trial-and-error whereby an agent seeks to find the
combination of actions that maximizes the rewards as
its performance feed back. One of the most commonly
used reinforcement learning method is Q-learning.
This algorithm does not need a model of the
environment and directly computes the approximate
function of optimal action-value independent of the
policy followed. The updating rule of Q-learning is as
follows:

gs/aay) (—Q(S,,a,)‘f'q’; +ymaxqsr+l>a)_Q(sr’ar)] (1)

where, a is the learning rate, yis the discount factor, r,
is the achieved reward at time ¢, and Q(s, a,) is the
value of action a, in state s,.

The usual approach of Q-learning is to take into
account all kinds of information of the environment to
constitute state and only one Q-table is used for the
whole task. The agent receives different information
of the environment to constitute its state and tries to
choose better action maintaining a balance between
exploration and exploitation according to the certain
policy. The convergence of the Q-learning is proven
under the assumption that each state-action pair is
visited infinitely often. Unfortunately, most of the
complex problems have high dimensional state space
and it is hardly possible to visit all states in short
interval to reach convergence and almost impossible to
converge if different types of actions are needed in
different situations.

The task-oriented approach of RL reduces the
complexity of the problem by decomposing the whole
task into some logical subtasks according to the types
of actions (for example, searching the environment,
moving to a particular location, conducting a job, etc).
For each subtask a separate Q-table is used in which
the state signal represents the job condition with
respect to the corresponding agent, and the action
space is the indications to the agent how the task



should be carried out. The goal of each subtask may be
different apparently, but it helps attaining the global
goal of the system. This method provides one Q-table
for each subtask, therefore, the same agent may deal all
Q-tables [2] or separate agent can be used for each
subtask. The main objective of this method is to
simplify the learning process considering less
information related to corresponding task only, which
reduces the state-space size, hence requires less
memory and faster convergence can be achieved.

3 Elevator Group Control

3.1 Complexity in Elevator System

The elevator system poses significant difficulties as
it operates in high-dimensional continuous state spaces
and in continuous time as discrete event dynamic
system [4]. The elevator systems are driven by
passenger arrival, which varies during the course of the
day. The stochastic passenger arrival pattern has
different peak level, and traffic density also varies with
time. In typical residential building, the morning rush
brings a peak level of down traffic; while a peak in up
traffic occurs during evening, and moderate or light
profile in up or down traffic exist in other times. The
performance criteria of an elevator system are to
minimize the average (or average squared) wait time
(the time between the arrival of a passenger and his
entry into a car) for any traffic pattern and density.

Beside the standard service provided by the
elevator during operated by the inside passengers, it
needs to make some critical decision such as which
elevator should respond when a hall cail button is
pushed by an incoming passenger. Whether light or
heavy traffic is, if the down traffic is much larger than
the up traffic the elevator should wait in upper floors,
and when up traffic is much larger than the down
traffic the elevator should stay near lobby to keep the
waiting time minimum. The other operations such as
opening and closing the door, acceleration and
deceleration for starting and stopping the car, are fixed
for all operations.

3.2 Implementation

Real time control of elevator group for a
twelve-storied residential building with two elevator
cars serves as our test bed. First thing before applying
reinforcement learning to controlling an elevator group
is to model it as a discrete event system representing its
dynamics in terms of small time units. The usual
approach of reinforcement learning control for elevator
group provides one autonomous agent to control each
elevator car [4]. The agent considers signal of internal
car buttons, current floor and moving direction of all
elevators, and calling signal from all floors as its
current state to decide the next action. So the size of
the state space increases exponentially with both the
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number of floors and the number of elevators and for
this test bed there would be approximately 10'® states.
In this system, sometimes more than one elevator may
rush to the called floor, or all of them may not respond
mistakenly presuming other elevator is going there
since all elevator-agents respond independently after
receiving any call.

In this test bed we found three kinds of tasks,
which should be performed for its successful operation.
The first task is operating the elevator according to
some priority rules considering commands of inside
passengers and waiting passengers. An elevator must
stop in next floor if the hall call button is on or if the
inside passenger want to get off. The second task is to
consider how to keep the wait time minimum for
forthcoming passengers. The elevator should stay at
the floor where the possibility of getting a passenger is
higher. The third task is to select the appropriate
elevator when any hall call button is pressed. Only the
elevator, which may take minimum time to reach the
calling floor, should respond.

To solve the above three tasks we introduce two
kinds of task-oriented agents: elevator-agent and
calling-agent.

The elevator-agent operates the elevator-car
considering the commands of inside-passengers and
the calls from calling-agents, according to some
priority rules and restrictions without learning (the first
task). Beside this, the agent carries out a separate task
which demands learning: it learns in which floor the
agent should wait for the passenger (the second task).
This is done only when the elevator has no signal of
any inside or incoming passenger for a certain interval.
In this learning the elevator agent compete with the
other to be qualified in getting a passenger earlier.
There are two elevator agents one for each elevator car
and they share a single Qg-table of 108 possible states.
The elevator-agent considers the current location of all
elevators, status (idle, moving-up, or moving-down) of
the other elevator, and the direction of traffic flow as
its state and chooses the suitable floor as the action
where it may get a passenger earlier. The relative
traffic flow is estimated by eq.(2),

— TUP - TDOWN %100,
TUP + TDOWN
where the value of Typ is calculated by eq.(3) at each
call by an up-going passenger at lobby and discounted
by eq.(4) at every minute,
Tp < T +1,
Typ < Alyp,

where constant A is the discount factor.
Similarly Tpowy is calculated by the call of
down-going passengers. The elevator-agent estimates
the relative traffic flow direction as: Peak-up when
T>20%, Peak-down when 7<-20% and Normal
otherwise.

Figure 1 shows a brief explanation of selecting
action of the elevator-agent. The elevator-agent
chooses an action (going to 4th-floor) after 200sec

2

3)
“4)



elapsed time, goes to that floor and stays there for
200sec and finds no call from any floor (i.e. reward 0).
So it updates the Q-value and again chooses the action
(going to 4th-floor). Staying there for 90 sec it receives
a call from 10th-floor, which gives a reward in terms of
its travel time from 4th floor to 10th floor and updates
the Q-value. The reward function is defined in terms of
dpore distance of calling and constants 4 and B of
suitable values chosen heuristically as in eq.(5),

A- .
e d_/mm.\ ) (5)
B + dlhmr,\-
Floor
10 53 r(tc)
R
7 -
a,
sy, a; |called
4 =
- >
1 200 1t 200 ' 90 ¢ Idle Time, sec

Figure 1: Typical way of action selection, reward obtaining
and updating Q-table by the idle elevator agent.

There are 22 calling-agents for hall call buttons
(two for each floor, except 1st and 12th floor, which
have only one button) and they learn to choose the
most suitable elevator that takes minimum time to
reach after being called by a passenger (the third task).
They consider the current location and status of
elevators, and direction of the incoming passenger as
the state information and call the suitable elevator after
selecting it as its action. They share a single Qc-table
of 7744 possible states. The reward function is defined
by eq.(6) in term of T, the waiting time of the first
passenger who pushed the hall call button, and

constants C and D of suitable value chosen
heuristically,
r= C_Twuir . (6) N

D+T

wait
The waiting time of other passengers in the queue are
ignored since it is unknown to the system.

The task-oriented implementation of the control
system greatly reduces the state space size, as it
requires only 7852 states in two Q-tables, whereas the
usual implementation would require 10'® states. The
calling agent chooses the most suitable elevator
estimating minimum time requirement to reach the
calling floor, so in this competitive learning, both the
elevator-agents try to be fit to receive a call from the
calling-agent when a passenger pushes the hall call
button.
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5 Simulation Results

To investigate the performance of the proposed
task-oriented system simulations are carried out
approximating the elevator system dynamics by the
following parameters:

Floor Time (the time to move one floor at maximum
speed): 3 sec;

Stop time (the time needed to decelerate, open and
close the doors, and accelerate again): 10 sec;

Turn time (the time needed for a stopped car to change
direction): 1 sec;

Load time (the time for one passenger to enter or exit a
car): 1 sec;

Car capacity: 15 passengers;

Q-learning algorithm and e-greedy policy with
decreasing value of € is used for the simulation. The
discount factor for the calling agent y¢ is set to 0.5 and
for elevator agent g is set to 0.95, and initial learning
rate parameter a is set to 0.5, which decreases at a rate
of 0.1% up to the value of 0.02. Since an elevator may
reach the calling floor unexpectedly, we consider a
comparatively low value of ¢ to reduce the noise
effect. The value of constants A of eq.(4) is set at 0.9.
The constants 4, B, C and D of the reward functions
are set at 8, 9, 35 and 30, respectively.

The passenger-arrival data are generated using a
typical probability distribution for 24 hours
considering approximately 2000 incoming passengers
per day for the residential building. Figure 2 shows the
probability distribution for both up-going and
down-going incoming passengers per second. 90% of
up-going passengers get on at the 1st floor and 90% of
down-going passengers get off at the Ist floor. Only
10% of inter floor passengers exist in the system.

0,045 e
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003
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002

0015

Probability of incoming Passenger

oot @8 -

0.005

7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time Steps, hours

1.2 3 45 6

Figure 2: The probability distribution of an incoming passenger
in each second for 24 hours a day in both up and down direction.

To compare the performance of the proposed
task-oriented system, first we have tested the system
using a single elevator, then using both elevators with
random selection of elevators, and then we have tested
the system using only calling-agent and finally the
proposed system considering both calling-agents and
elevator-agents.



Figure 3 shows the learning performance of three
systems all for two-elevators, where the random
selection shows a constant waiting time approximately
34 sec, whereas the system with only calling-agents
reduces the waiting time from initial 34 sec to 26.38
sec. The system with both calling and elevator agents
shows the best performance, and it reduces the waiting
time to the lowest value of 26.02sec. In this simulation
we also investigated the performance of the single
elevator system to handle the same traffic profile and
found an average waiting time of 49 sec, which is not
shown in the figure.
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32

Average waiting time (cumulative), sec

with low traffic rate. The only way to keep the waiting
time within reasonable value for the high traffic hours
is to use additional elevators as we found comparing
the performance with a single elevator system. Table 1
shows the percentage of the passengers waited more
than 60sec. The both systems show approximately the
same results since the longer waiting time occurs
during high traffic hours only. If any passenger pushes
the call button when both elevators are in working
there is high possibility to have a longer waiting time.
The other systems with random elevator selection and
with single elevator show relatively —worse
performance.

Table 1: Statistics of all systems after learning in terms of
waiting time and percentage of passengers who have waited
more than 60sec.

300 400 500 600 700 800

Learning Time, day

Figure 3: The cumulative average waiting time of incoming
passengers for three systems as the systems in learning.

After a course of 1000 days learning we
investigated the performance of these systems using
the same traffic rate for each day. Figure 4 and Table 1
show the comparative statistics of these systems for a
day taking an average value over 30 days. It is found
that the waiting time increases for the hours with high
traffic density for all systems as Fig.4.

0] i
i i ‘
i *-—
i ._,_J -— l— - -—
§ » : | e e
< i | e— — —a—
& 0, -— | |
R & ot S
FEE = S
5 om e | o e o
s = — =
§ i i Random Selection —g— —
b
< 20 Calling Agent. only —y¢—
L | i
; ] | Calling & Elev. Agent.
i H -
r —
15 |

9 12
Time step, hour

15 21

Figure 4: The variation of average waiting time of incoming
passengers for three systems after learning for each hour of a day.

The calling-agent system and the calling and
elevator-agent system both show almost the same
average waiting time for the high traffic hours. The
system with both calling and elevator agents shows
significant improvement in waiting time for the hours

24
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Observation Single |Random |Using |Calling &
time elevator |elevator |Calling |Elevator
selection|Agents [Agents
Max  Passengers
on
§§ hour, 9.00-10.00 63.38 | 39.62 | 31.54 | 31.53
S 4 |Min  Passengers
55 hour. 3.00-4.00 | J0-10 | 26.65 | 22.45 20.27
< A whole day 49.54 | 34.46 | 26.30 25.98
. Max  Passengers
(=1
qo“wsn‘,?ghour, 9.00-10.00 48.62 | 21.13 | 1037 | 10.74
[P N
S g T|Min. Passengers
23 2lhour. 3.00-4.00 5.54 2.06 0.32 0.47
£2 T Awholeday | 3282 | 1387 | 575 | 579
Conclusion

The task-oriented scheme simplified the problem
reducing the size of state-spaces and fast convergence
is achieved. To gradual or sudden change in passenger
arrival pattern the system adapts well within a short
time on its continuous operation. These results show
the implied significance of task-oriented system for
real time control system.
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Abstract

In this paper, we suggest a new action sclection al-
gorithm on behavior-based control approach. It uses a
voting algorithm for the action selecting process to be
self-improved by reinforcement learning algorithm in
the dynamic environment. Proposed voting algorithm
improves the navigation performance by adapting the
cligibility of the behaviors and the command sct to
the faced environment. It introduces the command
sct generator to makean adapted command set ac-
cording to the situation, and a set of behaviors votes
for the command set. The voting performance is im-
proved online by means of Q-learning. The robot’s
final action is determined by another action selection
part of “action sclector.” It coordinatcs the selected
command for navigation with other kinds of behaviors
and the action selector’s performance is also improved
by Q-lcarning. Simulation results show the good per-
formance for the action sclection.

Key words: Behavior-Based Robotics, Voting, Q-
Learning, Navigation, and Action Selection Problem.

1 Introduction

The study of robotics has trended into the arti-
ficial intelligence (AI). The trend of this research is
that human-like robots have been devcloped rapidly,
but mission to control robot in dynamic and com-
plex environment is still challengeable. In the field
of controlling a robot, the Action Selection Problem
(ASP) is a main subject. ASP has early introduced
by [1][2][3]. The approaches for ASP can be classified
into two categories of hierarchical paradigm and reac-
tive one. The reactive paradigm has a representative
control scheme of behavior-based robotics. Behavior-
based scheme is based on coordination among behav-

iors for running so that it is closely related to the ASP.
This rescarch proposed an architecture for ASP based
on the behavior-based frame. The employed behavior-
based strategy takes advantages of bottom-up intelli-
gence and addressing rcal-world environment, but the
simplicity of the pure behavior-based strategy has de-
fect in missing experiences. We employcd the learning
capability to the coordination of the behaviors, c.g.,
ASP in order to make use of experiences. It may be
referred to as a reactive-deliberative hybrid paradigm
[4] since it deliberates the action sclection process with
past experiences rather than reactive responsc. The
suggested architecturc consists of three part of “ac-
tion sclector”, “command set generator (CSG)” and
“navigator”. The ASP is executed by following man-
ner: First, the CSG makes a command sct based on
velocity vector. Second, the navigator can selects a
command set with voting values. Finally, action sc-
lector compares the chosen navigation command with
other heterogeneous behaviors. In these process, the
voting and the final action selection processcs have the
self-improving capability by Q-learning.

2 Definition of the ASP

The objective of the action selection problem in this
rescarch is to select the navigation commands. As
shown in figure 1, the objective is navigating for the
goal while avoiding obstacles. The environment pro-
poses conflictive behaviors of obstacle avoidance and
movement to the target. The dotted arrows indicate
the directions that will satisfy the “obstacle avoid-
ance” behavior. The solid arrow indicates the direc-
tion to the target. This conflict are fused into possible
multiple velocity commands of various dircction, and
definition of the ASP is a choice among the fused com-
mands. This is a homogeneous ASP for navigation.
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Another ASP is in the choice of actions among hetero-
geneous [5] goals. Final, action command is selected
in competition among the chosen command above and
other kind of goals by @Q-learning.

Mobile Robot

Figure 1: Conflicted behaviors : between the Move to
goal and the Obstacle Avoidance

3 Proposed Control Architecture

The proposed control architecture is shown in fig-
ure 2. It has a overall SENSE-ACT structure. The
behaviors are divided into two kinds. One is for nav-
igation to the goal, and the other is for other missing
such as battery charging. For ASP, the voting of the
homogeneous behaviors which choose a best command
sct performed firstly. The best navigation command
then compete with other heterogeneous behaviors for
robot’s final action. This final stage is for the selec-
tion among actions that cannot be made from the main
CSG. The voting process and the final action process
use the Q-learning strategy. The reward values are
taken from the two reward functions. The features of
the reward functions are explained in section 3.4

3.1 Command Set Generator

The CSG has the role of making the adapted com-
mand set according to the situation, e.g., velocity. The
CSG makes the linear and the angular velocity as fol-
lows:

VitVat---+ Vo

Vbasis = Vavg = — 1)

Vese = {—2* Vgap, —Vgap: Vbasis, Vgap, 2 * Vgap} (2)

Where, Vgqp makes a decision by the difference be-
tween the maximum velocity and the minimum veloc-
ity.

RN Y DM

Figurc 2: Control Architecture for the ASP

Whasis = 0.0 (3)
Wmaz = max{wy, w2, -, wn} (4)
Winax — Whasis
Wgap = —t 9B (5)
2
WesG = {~Wmaws —~Wgap, Whasis, Wgap, Do} (6)

Using above cquations, we could obtain the final out-
put of the CSG as follows.

Table 1: Output of the CSG, state = 614

Step | CSG, CSG, Diffyehavior
State | 614 0 0 2 0.75
v1 1.5 1 0.25 1 2
v2 0 2 0.75 0
w1 -2 3 1.25 -1
wa 2 4 1.75 -2

3.2 Navigator

In order to increase further the ability of ASP to
deal with a dynamic environment, the navigator part
is proposed. The navigator sclects the best command
set that produced by the CSG. The selection is per-
formed by means of voting strategy, and the voting
performance is improved by Q-learning.

3.3 The employment of Q-learning

Reinforcement learning has one of the methods used
to adapt robotics control systems to changing envi-
ronments. A mobile robot has to opcratc in un-
known environments and must learn to predict the
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consequences of their own actions. A representative
method of reinforcement learning, the Q-learning [6]
was employed. @-learning is a model-free reinforce-
mentle arning based on stochastic dynamic program-
ming. It provides the robot with the capability of
learning to act optimally in Markovian domains by ex-
periencing the consequences of actions without map-
building. It is desirable characteristics to the our
bchavior-based frame. We assume that the robot is
a computational agentmo ving around some discrete,
finite world, choosing one from a finite collection of
actions at every time step. The lcarning process is
summarized as follows:

e For a policy 7, definc @ value as:

Q"(w,0) = Re@) +7 Y Puylr@lV (W) (1)

Y

e Update @-values.
—  If the state x = x,, and action a = a,,
Qu(z,a) = (1 - an)Qn-1(z,a) + anlrn + YWn_1(yn)] (8)
—  otherwisc

Qn(z,a) = Qn-1(z,a). 9)
3.4 The reward function

The implementation of the @-learning strategy has
focus on the implementation of the reward function.
Duec to the difference of reward values, a certain con-
troller could not control to adapt action selection to
the situation. The reward function should bemad ¢
from sensor rcadings. In general, reward function can
be classified into densc rewards and sparse rewards|[7].

3.4.1 Sparse Reward Function

Sparsc reward function corresponds to physical
cvents in the environment. This function is casy to be
subjected to simple reward function for many tasks.
For cxample, for a navigation task, the robot might
get a reward of -1 for conflicting an obstacles and 1 for
rcaching the target. However a sparsc reward function
has a lot of problems that arc zcro elsewhecre.

3.4.2 Dense Reward Function

On the other hand, the dense reward function gives
non-zero rewards most of the time. A dense reward
function for obstacle avoidance might be the sum of
distances to the obstacles divided by the distance to

the target. But it is much more difficult to be imple-
mented than sparsc reward function.
Z Distobstacte

Reward == 10
Total DiStTarget ( )

3.4.3 Proposed Reward Function

In order to complementth ¢ defect of above two kind
of reward function, we suggest a new reward function
that guarantees robustness at everywhere. The pro-
posed new reward function is designed to provide both
sparse and dense reward capabilities. As the result |, a
new reward function is more flexible than the existing
reward functions.

Figurc 3: Reward Function

3.5 Voting algorithm

We have chosen weighted voting. Weighted vot-
ing is not harder to implement than simple voting.
The used weighted voting is a majority voting method
which w > 1/2V. The navigator is properly taken the
velocity vector by voting. In the process, voting algo-
rithm is implemented by solving the following cqua-
tions:

arg max[R1(x), R2(z), -+, Rn(x)) (11)

subject tor € X, wherez = (z1,z2, - ,z,) € R" (12)
3.6 Action Selector

As mentioned before, this section introduces an ac-
tion selector which is contrived to solvecan other ac-
tion selection problem. This module comparcs the Q-
valucs of the navigator-generating command and the
other heterogencous behaviors. These Q-valucs are
updated by iterative learning process.
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4 Simulation

The architecture has been implemented in the sim-
ulator in order to test the correct performance of the
model and its ability to adapt different characteristics
in the environment. The mobile robot in the simula-
tor learns about ()-value to select one of actions. The

needed learning parameters are as follows.

Table 2: Learning Parameters

5 Conclusion

There are a variety of control architectures for ac-
tion selection techniques that work effectively on a lot
of small problems. This work was partly inspired by
DAMN(3] that is a planning and control architecture
in which a collection of independently operating mod-
ules collectively determine a robot’s actions. But the
structure[3] has a difficult problem to determine the
weighting value of behaviors. In this paper, new con-
trol architecture was considered for this problem using

o =0.5
v=0.6
zero
1040EA (20m x 13m)

learning rate

discount rate
initial Q-values
number of state

number of target 5EA
resolution 0.25m?
sensor(Ultrasonic) 16EA

the state-action table is updated at each step

The first experiment compares voting algorithm
with potential fields for navigation. These algorithms
have a lot of problems for action selection problem. Es-
pecially, they can not find a target correctly. Both vot-
ing algorithm and potential fields method have been
showed that a mobile robot incorrectly fulfills the mis-
sion. On the other side, the robot is capable of stabiliz-
ing its weights of the voting algorithm with @Q-learning.
As figure 4, the suggested architecture implemented to
prove a reliability in a complex environment. As the
result, the performance of the robot improved as the
episode increase.

Targetd
.

Targetl

PR
largets g % &geta

13m SHart e
TargetQ ' .
. l L
Target2 : i *x
20m
@ ®
3?el|
3
3 -
<
¥ €
S
&)

N N
Trials
(D)

(C)

Figure 4: Scope of several successive destinations: (A)
simulation environment, (B) task 1 : Target 0 - 2, (C)
task 2 : Target 3 -5 ,(D) results of Q-learning

Q@-learning. Future work will be focused on the local-
ization and real-world experiment.
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Abstract

A novel 4 dof mobile microrobot with nanometer
resolution is designed in the paper . It is based on
deformations of piezoelectric tubes. In contrast to
existing mobile micro mechanisms, the microrobot is
actuated by rolling friction force instead of sliding
friction force. The robot can obtain translation in x- and
y- directions and a rotation around its center in the plane.
The movable range is infinite in principle. In addition, it
is easy to get a motion in z direction by extending or
contracting all the tubes simultaneously. The microrobot
has advantages in compact volume, quick response,
heavy load, long displacement, and high resolution. The
paper mainly deals with problems in its design, driving
principles and modeling. Some experimental results are
also investigated to identify the effects of friction
coefficients, load and other related factors. The mobile
microrobot has promise in microassembly, cell
manipulation, injection of DNA, and the repair of large
scale circuit.
mobile microrobot,

Key words: piezoelectric,

frictional force

1 Introduction

With the development of MEMS, the demands for
precious micro components are increasing dramatically.
However, for the production of hybrid microsystems that
consist of several microcomponents made of different
materials and manufactured by different techniques, one
or more steps assembly is needed. Besides, it is often
conventional and

necessary to combine

microcomponents ~ within a  system. Therefore,
automatically controlled smart microrobots are desired to
free humans from the tedious tasks of having to
manipulate very small objects directly.

Many researches have been focused on the
actuation and motion control of mobile microrobots,
most of which are based on inchworm or impulse driven
principles. These two types are based on dry friction
resulting from reaction force to gravity, as shown in
T.Higuchi [1]. Recently, new principles are proposed by
researchers. Mark Versteyhe [2]et al built a rigid and
accurate piezo-stepper based on hybrid force-position
controlled clamping. They use a series of piezo driven
units to realize accurate linear motion. Sergej Fatikow[3]
et al developed an automated desktop station, in which
“slip-stick” actuation principle has been implemented.
Sylvain Martel[4] et al proposed a three-legged wireless
miniature robot, using the bending of piezo tubes to
actuate the robot. We have developed a novel 4-dof
mobile microrobot based on deformation of piezoelectric
tubes. In contrast to existing mobile micro mechanisms,
the microrobot is actuated by rolling friction force
instead of sliding friction force. The robot has a
resolution about 20 nanometer and theoretically
unlimited displacement, as well as good flexibility.

The paper is arranged as follows: in section 2, the
driving principle and design of the robot are proposed.
Then, from physical and geometrical point of views, the
paper establishes mathematical model for the microrobot.
In section 4, some experimental results are given to
identify the effects of related parameters to the motion.

The last section concludes the paper.

2 Drive Principle and design
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Fig. 1. Piezo-driven unit

Fig. 2. Stepping principle

Due to its characteristics of high efficiency.
compact volume, quick response, high load capacity and
high resolution., piezoelectric element is often preferable
for precious positioning. The microrobot we designed is
based on three piezo driven units acting as the legs of the
robot, which can transform the vertical deformation of
the piezo tubes to the horizontal motion of the robot.
Each unit consists of two piezo tubes, a beam, and a
contact element (fig.1).

As shown in fig 2, while being applied inverse
voltage, the two piezoelectric tubes generate different
deformations, one extends, while the other contracts. The
combination of deformations drives the semi-sphere
bonded to the beam to roll. Because of rolling friction
force between the sphere and the base surface, the
mechanism moves on the surface.

Four phases are involved in motion of each unit:
descending, rolling, ascending, and recovering. By
repeating such phases, continuous stepping movement

can be obtained (fig.2 ). When three units are arranged at

& o o

TAVAY
7

-G
ki/ ..Yl
Concept of 3-axial movement

Fig. 3.

equilateral triangular locations, through controlling the
applied voltages on the piezo tubes, the robot can

PZT1 /

=
h a

PZT2

Fig.4. Displacement of a unit

achieve translation in x- and y- directions and a rotation
around its center on the plane(fig.3) .The movable range
is infinite in principle. In addition, it is easy to get a
motion in z direction by extending or contracting all the

tubes simultaneously.

3 Modeling

There are several ways to obtain a mathematical
description of a physical system by the modeling of
dynamic systems. Mostly, we use geometrical and
physical views to analyze the motion of the microrobot.
The motion of the robot is decided by the displacement
of the sphere, so we should calculate the rotation angle

of the sphere first. According to figure 4, we can get
0=— )]

is the
distance between the tube and the center of the sphere.
0 is the angle of the rotation of the beam, and r is the

where 4 is the deformation of the piezo-tube, [

radius of the sphere. Because the sphere is bonded to the
béam, it follows the rotation of the beam, therefore we
can get the displacement in the planar direction.
S=0xr="" @
l

According to the equation (2), the step size is determined
by transformation /4, as well as the ratio of r to L

Based on energy equivalent equation, we can get
the angular acceleration of the sphere. The unit’s
moment comes from the elastic energy generated by the
transformation of the piezo tubes. Hence, we can get the
following equations for each unit
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Fig. 5. Force analysis of the sphere
ma, = Z X (3)
ma,, = Z Y 4)
Jo = Z M )

2 X=F ©)

D Y =-F,-P-P,-mg+N+F, @

D M =(F, +P+F,)L-(P,+F,y ®)

where m is the mass of the sphere, M is the mass of the
robot on each unit, N is the support force of the surface,

Fr is friction force between the sphere and the base
surface, F,, is the reduction of piezo tube 1, F, is the
elongation of the piezo tube 2, and P, and P;are the load
of the mass on each piezo tube, @ is angular

acceleration of the sphere.

where a,, =
M

P|=P2:—lg’ Fo’l_ 52:K57
6

F =fN, J==mr’

where K is the stiffness of the piezo tube.
From equation (4) to (8), angular acceleration @

can be estimated as

o= SKSL  5(m+M,)gf,

mr’ 2mr

€)

If there is no sliding, the linear acceleration of the unit

can be calculated as

a,=a,=re (10)
From the equation (9) we can get that the angular

acceleration @ is decided by a series of parameters such

as frictional coefficient, load, frequency, driven voltage,
etc. because the driving force is rolling frictional force,

the surface of the substrate is decisive to the motion.

4 Experimental results

Based on above mentioned driving principle, we
have built up an experimental system and implemented
some experiments. In order to reduce the mass of the
robot, organic glass is used as platform and beams. The
contact elements are glass semi-spheres. To simplify the
structure and minimize the volume, only three drive
units are involved in the robot.

Since the transformations of the piezo-tubes are
determined by applied voltages, we can control the step
size and speed of the mechanism by implementing
different voltages and different frequency. In order to
obtain proper motion, the voltages on the two tubes must
be applied according to certain sequence (fig.6).

To identify the characteristics of the microrobot, we
implement some experiments. Figure 7 shows the
comparison of displacements under different voltages
(65V and 100V respectively). Figure 8 shows the
comparison of displacement under different payload,
namely empty load , 50g and 91g. The results show : the
increasing of the drive voltage and the frequency can
accelerate the motion, while the effect of load is opposite.
We also investigate the effect of different work surfaces
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i | |
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Fig.6. Drive voltages on one unit
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to the robot, including glass, organic glass, and wood.
Experiments indicate that the microrobot moves faster
on glass surface than on the organic glass surface, but
can’t move on wood surface. However, the frictional
coefficient must be within a proper range, too slippy or
too rough is not good for the motion. For precious
movement, the noise and vibration from the environment
decline the accuracy of the robot. Besides, the forces

generated by the wires also affect on the motion greatly.

MaxV= 100V

Empty Load /

k=009t~

pd

s

-
Load=50 g
K=0.042

Load=91 g
K= 0018 ___

4

-
Masys 100V ,./

K20 1292
e

Fig.7. Displacement vs different maximum

drive voltages

5 Conclusion and future work

In the paper, a novel 4-dof mobile microrobot is
developed. It has the advantages of small size, high
resolution, high stiffness and theoretically unlimited
displacement. However, it has some defects yet: first, the

base surface must be smooth enough, or the robot will

not move. Second, because of the tension of the wires,
the linearity of the motion is not very good. In order to
get rid of the tension of the wires, our next goal is to
build a teleoperated robotic system. Meanwhile, stack
piezo elements will be used instead of tube-shaped ones,
so that the payload capacity will be significantly
of different

manipulators, the microrobot will be more useful for cell

improved. With attachment micro

manipulations and micro assembly, and so on.
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Abstract

We build a control command driven mobile robot motion
simulator with controller and dynamics of mobile robots
included. Kick motion follows physical law, and a simplified
collision check and response model is utilized for efficiently
detecting the hitting of robot with the ball or other robots.
Dynamics of robots, which is very important to describe the
high speed motion, are used together with the nonholonomic
kinematic constraints for accurate simulation of the real robot
dynamical behavior for development of strategies and control
methods and evaluation of the overall planning and control
algorithms. A demonstration of three robots to pass a ball is
shown by the visualization of the simulator.

I. Introduction

In recent years, robot soccer game has inspired very
fruitful research issues such as multi-agent systems, multi-robot
cooperative teams, autonomous navigation, sensor fusion, fast
pattern recognition and vision-based real time control [1],[10]. It
also has been proposed as a benchmark problem for developing
and comparing new methods in the fields of artificial
intelligence and multiple robotic systems.

In robot soccer games, there are two teams of wheeled
mobile robots embedded with local on board intelligence. A
video camera captures the stadium image and the host computer
extracts the locations of the home soccer robots, the opponent
soccer robots and the ball. The communication between soccer
robot and host computer is via wireless communica&ion. On the
other hand, both major world robot soccer game leagues,
Robocup and FIRA, hold simulation competition, which assume
the availability of locations of ball and robots. The objective of
simulation league is for joiners who are interested in the
software design to concentrate on the study of artificial
intelligence or strategy development. Because of its comparably
low cost in participation, the number of teams joining this
league is much more than other physical robot leagues. The
simulator used in Robocup Simulation League, named Soccer
Server [7], mimics some sensory and motion abilities of a
human-like soccer player. It is very different from the one
provided by FIRA, called Simurosot. Teams joining Robocup
simulation game should develop robot soccer skills, strategies

and robot intelligence like human playing soccer, while teams
joining FIRA simulation game need to design controller,
trajectory planning method and others “machine” soccer skills.

Robot simulation is a useful tool for verifying the
performance of overall system in a controllable, repeatable
software environment. It affords greater flexibility to adapt to
new situations and serves as valuable resources for the
development of real robot systems at low cost, though the
simulations may miss significant features to exhibit the
necessary faithfulness in prediction. To port simulation results
on real robots with acceptable performance is to a large extent
founded in the accuracy of the simulations. An accurate
simulation of the robot dynamical behavior is thus essential to
describe the high-speed motion and for use in learning control
program, as small differences between real and model robots are
amplified through the robot leamming program. The model of
robot behavior may be learned from the interactions with
environment by a simulated/physical approach using recorded
data from real robot runs. In this paper, we build a dynamic
mobile robot simulator where the Lagrangian of robot motion is
built into where a ball-passing strategy for three robots is
implemented for demonstration. Example of simulators for
multiple robots are reported in [2-4] developed for different
objectives of investigation such as multirobot coordination and
control, behavior-based control.

This paper introduces a simulator for mobile robot motion
planning and control. The simulator is aimed to serve as a
platform for developing and verifying strategies, and trajectory
planning and control methods for robot soccer games. We
choose the unicycle mobile robot as robot soccer player. We
choose the unicycle mobile robot as soccer player because of its
superior mobility and abundant research information. Our robot
simulator is an imitation of Simurosot software of FIRA [1],
except that the robot motion is simulated by dynamical model
and collision response is included. Ball motion is simplified as a
pure slipping motion with friction. When the ball collides with
the robot, a non-elastic collision model simulates the ball
reaction after collision.

The paper is organized as follows. In the next section we
will describe the details of mobile robot motion simulator and
the models of the motion of ball, collision and kick. In Section 3,
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a demonstration of the ball passing strategy and its realization is
shown. Conclusion is made in section 4.

I1. The Simulator
2.1 Dynamic Model of Mobile Robot

The shape of robot is modeled as rectangle with center of
mass at the center of polygon, The vehicle position is
described by the coordinate (x,y ) of the midpoint between
the two driving wheels, and by the orientation angle 0 with
respect to a fixed frame. Under the hypothesis of “pure rolling”
and “non slipping”, of wheels motions, unicycle model of
mobile robot satisfies the nonholonomic  constraint
X sin (9 ) — ycos(@) = 0 . The motion of the robot can be
described by the following kinematical model,

¥ = v cos(8) €))
y = v sin (8 )
6 = w

where V is the linear velocity and W is the angular velocity
of robot. (1) is the kinematic model of wheeled mobile robot
useful for the design of path planning algorithms. However, an
accurate simulation of the robot dynamical behavior is very
important to describe the high speed motion, such as abrupt
changes of velocity often occurred in robot soccer game. The
dynamical model of vehicle is described by the following
equations [5],

i = —sin(9)[ xcos(9)+ ysin(0) |0 + c—ofn—(;g—)(rn +7,) 2
¥ =cos (9)[ xcos(8)+ ysin(6) |6+ ii%,(f—)(rk +7,)

.
0= F(TR -7,)

where 7, and 7, are driving torques of left and right
wheels; 1 , I are the robot mass, moment of inertia,
respectively; » is the wheel radius.

Wheel torque-acceleration relation

Though a discrete version of equation (2) can simulate the
robot motion successfully, we still need the kinematical model
of equation (1). This is because most mobile robots are
controlled by the velocities of their wheels, which are related to
the radius of curvature of the car-like vehicles. Therefore, the
velocity command is more natural than torque command for
mobile robot control. There is no wheel velocity terms appeared
in equation (2) and the constraint equation is implicit. Therefore,
a relationship between wheel torque and wheel velocity should
be developed and the kinematics would be incorporated into the
relationship to assure satisfaction of the kinematic constraint.

Let / be the distance between the ground contact points of
two driving wheels and R be the turning radius of the midpoint

point of robot, then

1 2(vpg —v,)

R I(vpg +v,)

Let v, and V, denote the velocities of the left driving wheel
and the right driving wheel, respectively. Kinematically, the
velocity of mobile robot can be computed by the average of two
wheel velocities,

v=(vpg+v,)/2

Differentiating the above equation yields the acceleration
of the robot

V=V, +v,)/2 3)

On the other hand, the robot velocity and wheel torques are
always at the same direction, we also have,

_TatT, “4)

mr

From equations (3) and (4), we have,
Ve +v, =2(t, 7))/ mr (5)

Furthermore, without loss of generality assume that
Vp >V, . From figure 1, we can build the relationship of
differential wheel velocity and the angular velocity of
robot w=6=v/R=(v,-v,)/l Differentiating this
equation and from the third equation of (2), we have

2
Ve =V, =7;(TR—TL) Q)

Solving equations (5) and (6), the relationship between wheel
acceleration and wheel torque can be derived as,

o

. 1 /
Vg = W(rk +7,)+ m(rk -7.) ®)

”

W(TR -7.)

. 1
V= —(tp+7,)-
mr

This set of equations shows a coupled relation that one side

wheel velocity is not solely dependent on its wheel torque.

Torque-acceleration Decouple Method

Figure 1 is the block diagram of the torque-acceleration
decouple method. The robot model represents the equation (8),
in which the relationship of torques and accelerations of two
wheels are coupled. The “Nominal Robot Model” is the series
connection of the robot model and a decoupler. As a result, the
relationship between input torques (T ;,T Z) and output
accelerations is decoupled as,
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suitable for designing control for each wheel. The “Actual
Controller” is the designed controller cascading with the
decoupler.
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Fig.1. The connection of decoupler, controller and robot
model.

2.2 Collision and Collision Response

(1) Robot-robot Collision Check. In physical robot soccer
games, collision response between two mobile robots is a
complex phenomenon involving impact effects in dynamics and
cannot be simulated to perfect reality by a simple mathematical
model. Since our simulator is developed for the purpose of
strategy development, path planning and controller design, a
complex yet accurate collision model does not quite fit the use
for efficiency concern in simulation of dynamically changing
environment. Here, we employ a simplified collision response
model which can avoid the overlap of mobile robots when the
robots collide. The robot is modeled as a square in the simulator.
The robot-robot collision checks are activated after every
position update of the robots. For ease of collision check, the
collision is checked for its enclosing circle of radius . Two
robots are colliding if the distance between two centers of
enclosing circles is less then 2r. When a collision happens, to
avoid overlapping, two robots can only move along the
tangential direction of the collision surface, i.e., the normal
component of velocity with respect to the collision plane is set
to be zero.

(2) Kick Model: responding motion after kick. A kick means
a mobile robot collides with the ball. A point contact between
robot and ball is assumed. In the simulator, the robot soccer
player kicks the ball by its front surface, which is orthogonal to
the velocity direction. When a collision of ball and robot occurs,
the kick model is utilized to simulate the ball reaction. We
assume that comparing with the ball mass, the robot is heavy
and would not change its velocity after kicking the ball. But
since the simulator is discrete in time, we shall first solve the
real kick time and position for reflection computation needed for

describing motion after kicking. Referring to Fig.2, suppose at
7}( =kT the ball and robot are collision free while at
];H] =(k+1)T the ball and the robot are overlapping,
where 7T = AT + AT, » ATl is time-to-collision. This
means that the time step is too large, and a smaller time step
must be found. A kick must happen at a certain time instant
between ¢=kT and ¢=(k+1)T. An estimate time of AT2 is
provided by the penetration distance at T;( 41 divided by the
velocity of robot at _T;c +1 - The real kick position and time are
then solved by simple geometric computations. By the principie
of particle mechanics, the ball velocity vector after kicked by the
robot can be computed by adding robot velocity vector Vm right
before collision and the zero-speed-collision reflection velocity
vector V, . The ball velocity after kick is the vector v +V, .

n
'
N /
N /
T..
N
/
d /
’ .
.

sssssesanann®

Fig.2. kick model

Finally, the ball position at (k+/)T is the vector of kick position
plus ball velocity vector multiplying the travel time AT, .

(3) Ball Motion. In the simulator, the ball locus is a straight line
and the motion is pure slipping subject to a friction force
proportional to its linear velocity.

2.3 Simulation Process

1. Discrete Time Simulation: update equations at successive
time instants. Now we can update the location of robot from
the input torque (9) by incorporating the nonholonomic
constraints (1). From equation (9), for wheel input torque
(Z‘R,T L) at time instant ¢=kT, the wheel acceleration pair
(v R,\3 I ) can be computed. Let the wheel acceleration pair at
t=kT be denoted as (‘}RIH‘.)LI() , then wheel velocities at
t=(k+1)T can be calculated from wheel accelerations.
Let (xk s Vi ,t9k) denote position and orientation of the robot at
t=kT. Its position and orientation at ¢=(k+1)T, is updated by
discretizing nonholonomic constraints (1):

X,y = X%, +v,Tcos(@, +6,T/2)
Vi =V, v, Tcos(8, +6,T12)
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O =60, +0,T
where Vk=(ka+va)/2y ek =(ka'VLk)/l'

3. Update cycle. The whole simulation process of the simulator
* in one sampling interval is shown in the following recursive
process

t=kT
Receive Control Commands
Update Robots Motion
Compute Ball Motion
Check Collision and Kick
Compute Collision and Kick Reaction
Let k=k+1
Loop

II1. A demonstration: bail passing

A demonstration of the simulator is shown by visualizing
the ball passing strategy [9]. There are three identical robots to
pass the ball alternatively. For a passing movement among three
soccer robots, we assume that relative locations of three robots
are initially in a ready formation for passing. As the passing
cycle starts, one robot goes to a position behind the ball to kick
the ball toward a designed direction and the other two robots
move to suitable locations to anticipate a possible pass,
following a collision-free trajectory generated by a path
planning system. For this simulation, the simulation tick time is
set as T=0.02 sec and is equal to the sampling time. All
computations about strategy, including ball motion prediction
and robot trajectory planning, should be completed in a time
duration less than 7. This imposes a demand of the
computational speed in practical realization of the ball passing
strategy among multiple mobile robots. The control command at
time (k+1)T can be computed by all motion data accessed at
time ¢=kT. The simulator could be used to verify the path
planning, velocity planning, tracking control and tune the
parameters for performance visualization. The simulator is
written in VB.A snapshot of trajectories of three mobile robots
for the ball passing is shown in Figure3.

IV. Conclusion

In this paper, a simulator for dynamic motion of multiple mobile
robots and ball is built for soccer strategy development and
realization by path planning, and tracking controller design, thus
could serve as a platform whose simulation results can be
transferred to real soccer robots for performance validation. A
demonstration is shown for ball passing strategy among three
mobile robots with changing formation. Our future work is to
embed sensory capabilities into the simulator and to implement
more coordination strategies of multiple robots on the simulator.

Fig.3. Snapshot of the simulator.
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Abstract

In contrast to the top-down approach of
equipping a humanoid with as many sensors,
motors, power, etc. as possible, we developed a
bottom-up approach to the construction of
humanoids — an approach that attempts to
minimize the robot complexity. The approach is
shown with the development of the Viki
humanoid that won the RoboCup Humanoids
Free Style World Championship 2002. For the
development of the bottom-up approach we find
inspiration from recent work in embodied
artificial intelligence that puts emphasis on the
correspondence and interrelatedness between
material, electronic hardware, energy use, and
control. By finding the right balance and
relationship between these components of the
system, it becomes possible to develop biped
walking and other humanoid behaviors with
much simpler hardware and control than is
traditionally envisioned for humanoids. Indeed,
the Viki humanoid robots were able to win the
world championship though they include much
less sensors, motors and energy use than their
competitors.

Introduction

In order to' explore embodied artificial
intelligence, we developed the humanoid robot
Viki. It is our working hypothesis that
morphology plays a crucial role in intelligence
and intelligent system. Unfortunately, in the past,
many  researchers have neglected the
investigation of the role of morphology. In
artificial intelligence robotics, many researchers
looked at optimization and adaptation of control
on a fixed hardware platform, and therefore
optimized to a specific hardware platform only,
and not to the overall problem solving behavior.
With the Viki humanoid work, we would like to
emphasize that optimization towards the best
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behavior on a global task should happen by
finding the right balance between hardware,
material, energy use, and software. Indeed, for
the first prototype, our software is fairly simple,
and becomes a primitive form of a behavior-
based system, inspired by the work on behavior-
based robotics [1], and our own work on using
behavior-based systems for edutainment robotics
purposes [2,3]. By purpose, we chose a simple
form of control in order to show that it is the
right bottom-up mentality in the design process
that leads to the result rather than the control in
isolation. Indeed, we find that only few motors
and inexpensive sensors are necessary, and that a
simple control is sufficient, if they are used in a
bottom-up approach where all components
(hardware, software, mechanics, energy use,
control, etc.) are designed for the integration to
achieve the overall behavior.

Figure 1. Viki humanoid robots making dancing
performance.

Mechanical Structure of the Robot

The mechanical structure of the robot is based on
several simple parallel or non-parallel prismatic
structures which allow us to simplify the



mechanical design so that very few actuators are
needed for mobility.

In the robot 5 DC 6 Volt motors are applied for
the upper body, the hips, the legs rotation, the
arms shift. We designed specific plastic-made
units (12 units in total) to increase stability of the
robot and to allow motors installation (see fig.1).
The units were made so that they fit with the
standard LEGO sizes, which allowed us to use a
number of LEGO units in the final robot’s
structure where it was possible from durability
point of view.

Figure 2. Plastic structure compiled

All the motions of the robot are assumed quasi-
static on the design stage but it is possible in the
later prototypes apply some dynamic motions
using principles, which we introduced in our
recent publication [4].

The upper body structure uses one motor for
both the main weight shift and legs extraction-
contraction. One non-parallel prismatic structure
is used. The operation is based on combination
of two pulling strings (at the left side and at the
right side of the upper body) and legs structures
loaded by springs (rubber bandages in the
simplest case). Strings actuated by the same
motor in a way that while one string is pulled in
by a round pulley the other one is released with
the same speed from another puliey. The
properly adjusted structure works so that the
main weight shifts in between two extreme
positions. While the main weight is shifting it
performs a very small effect on the motion of the
legs. But when the extreme position is reached
and the main weight is shifted, the leg extraction
from one side and contraction from the other side
is started (high load phase figure 3).

The extraction of one leg together with
contraction of the other one leads to balancing of
the robot on extracted leg. The maximum
possible extraction of one leg allows taking the
other leg off the ground for about 2-3cm. So, it is
possible to perform a step. The step action is

performed by hips structure that uses one parallel
prismatic structure actuated by one motor in the
middle. So, depending on which leg is on the
ground, the left step forward or the right step
back (for instance) will be performed by the
same hips action.

Figure 3. Height load phase.

Two motors for rotation of the legs motor are
installed in left and right hips units so that it is
possible to rotate one leg for more than a half of
a revolution. As a result not only the straight step
could be done but also steps combined with
rotation around the foot place, which turn the
robot around the standing leg and also allow
the ”swing” leg to prepare for the next action.
Finally, one single motor is used to shift both
arms to the same side.

Electronic hardware

Viki’s control system is built to be minimalistic
in nature, modular and highly reconfigurable.
The control system is centered on a rather
powerful CPU with the peripherals connected on
an 12C bus with a single motor controller being
interfaced directly to the CPU as the exception.
This allows for quick reconfiguration and can be
expanded or shrunk as desired for the particular
purpose. Since Viki is controlled by five motors,
four motor drivers with local computational
power was attached to the bus along with eight
analog to digital converters for feedback from
the angular sensors. Two 3.6-volt lithium-ion
polymer batteries' connected in series to offer
7.2 volt power to the entire system.

The CPU in Viki is a AMDIS6ES micro
controller which essentially is an Intel 186 clone

! Battery prototypes sponsored by Danionics
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wrapped in a micro controller layer that, amongst
others, offer two UARTS, timers and several bi-
directional I/O pins. The micro controller is
supported by 512Kb of working RAM and
approximately 0.7Mb of FLASH disk for
program storage and file-creation. The system
runs an embedded DOS compatible with the
IBM DOS allowing for program-development on
a PC with any DOS compiler.

The 12C interface to the CPU was implemented
in software on top of the DOS and got therefore
limited to a bandwidth of 0.1 kHz.

To control the motors used for actuating Viki’s
legs, hips and upper body a distributed motor
control was implemented outsourcing the
workload of maintaining speed and direction of
the motors. A PIC16F876 micro controller was
programmed to act as an I2C slave that could
receive information on and maintain the speed
and direction of four motors. If the CPU needs
the motor for left leg to rotate counter clockwise,
it would send a command to the PIC16F876 that
makes the motor do so. This is a very low cost
and flexible solution that allows for any number
of “outsourced motor control” to be attached to
the bus. For Viki only a single was needed.

Both solutions, the outsourced and the internal,
were using the L293D, a full H-bridge motor
driver with internal protection diodes, to drive
the motors allowing applying +7.2 volt to the
motors.

For feedback on the angular position of hips, the
rotation of the legs and the displacements of the
arms four commercial linear potentiometers
costing 0.70 US$ each was built into Viki at
appropriate places to offer a continuous signal
for A/D conversion.

Flexing of the legs is done by displacing the
upper body thus pulling a string, and extraction
is done by rubber bandages. Two extremities
sensors (switches) were implemented to detect
the end of these motions.

All six feedback values was converted to an
eight-bit value using the PCF8591 analog-to-
digital converter from Philips interfaced to the
CPU via the 12C bus.

The design of the control architecture and the
actuation of the body allow Viki to operate for
approximately half an hour before a recharge is
needed. Minimizing the CPU further to an even
more simple architecture as the current one
consumes about 2/3 of the total power
dissipation may increase this significantly. In
contrast to that an even simpler solution with a
PIC micro controller would consume only 7% of
the total power dissipation.
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The software

We decided to work out some strictly sequential
control routines. Therefore, the Behavior-Based
Algorithm that we implemented, at a primitive
behaviors level, had to control one single motor
at the time. Despite of such limitations, results
were quite satisfying.

With the sensors, we could measure the arms
position (one rotation sensor); the hip position
(one rotation sensor); the legs rotation (two
rotation sensors, one for each leg); the robot’s
upper body oscillation (two contact sensors, one
for the left and the other for the right side upper
body movements).

We also implemented two so-called “virtual”
sensors, a time measure we used to let the robot
keep on bending the upper body to one side in
order to lift up on the two legs. In general, inputs
were quite “noisy” and sensors, as usually
happen with cheap ones, differed one from the
other quite a lot, both in performance and
measurements (i.e. in accuracy and fidelity).
Also the motors performance did not show
accuracy and coherence. This was not due to
batteries power consumption dynamics, only. In
practice, they all differed in speed and,
consequentially, in power.

Due to the high level of turbulence in both the
input and the output flow, we needed to elaborate
a fairly accurate and robust calibration routine to
be run on each robot. Such a process was
somehow necessary to control the robots
behavior at the best, and it would decide
parameters for inputs (i.e. both the real and the
virtual ones) and output flow (i.e. motors speed,
timing and etc.). Such parameters were then
recorded on a log file and downloaded within the
robots hard disk to be used with our behavior
control algorithm.

The simple algorithm

To control Viki, we decided to develop a
behavior-based algorithm. To do so, we first
implemented (and carefully tested) a whole set of
primitive behaviors. Both because of theoretical
issues and because of the partial unreliability of
the input-output system, we had to shape out
such primitive behaviors in a very ‘molecular’
way. Basically, each single movement or fraction
of it was coded.

After the primitive layer was drawn, we started
up by building a second layer trying to combine,
as many as possible, significant and compatible
couple of primitives, the mates. Two primitive



behaviors do not need to belong to two different
input-output systems, but they can also be a
proper combination, of the same one. For
example, (A) move arms to the center, plus, (B)
move arms to the left.

The third layer is the patterns. Patterns, assemble
together both single primitives and single mates.
Also in this case, we applied the same criteria of
significance and compatibility used to build the
mates. For example, in such robots, a pattern for
the upper-body control is built in such a way that
balancing the body is at the principal level of
priority. Therefore, moving the upper-body from
left to the center can be done by: (A) Move
upper-body to the left to center, first, and then
(B) move arms to the center, plus, (C) move
arms to the left. On the contrary, a sequence, or
pattern, like (B and C) and (A) would bring the
robot in a very unstable state. (This is when
robot the body is still on the left side and the
arms move to the center, therefore loosing their
function of counterweight).

After this second step, a further behavior level,
the movements one, was realized. A movement
can be any possible sequence of primitive +
mates + patterns. For example, in the “lift the
left leg” routine, one of the most simple and
reliable ones we built, we probably had many
more routines than one would expect. They were
(we here suppose the upper-body is known to be
on the left): Move upper-body to the left touch
sensor off; Timer Start; Move upper-body T
milliseconds. (i.e. to the center); Timer and
Motor Stop; Move arms to the center; Move
arms to the right extreme; Move upper-body to
the right touch sensor on; Timer Start; Move
upper-body right for T milliseconds. (i.e. lift the
_left leg); Timer and Motor Stop.

Once the movements layer was ready we moved
on the actions level. Again, an action can be any
possible sequence of primitive + mates +
patterns + movement. For example, an action can
be the (A) lift the left leg described above, plus,
(B) move hip left.

By combining movements (and, of course, their
sub-categories) we, finally, reached the basic
behaviors level. A basic behavior, for example,
could be the one just described, plus, a “move
the left leg down” mate (i.e. it simply counts
time before turning off one motor). The resulting
basic behavior is “one step forward left”.

By assembling basic behaviors (and their sub-
categories) we could then obtain intermediate
behaviors. For example, “one step forward left”
plus “one step forward right” produced a “walk
forward” intermediate behavior.

- 372 -

At this point the game is done since we only
needed to link intermediate levels (and their sub-
categories) into chains of high-level behaviors to
obtain beautiful, efficient and coordinate acts
such as the twelve humanoid robots dance,
rewarded as the best free style show in RoboCup
2002. With this control architecture, it is very
easy also to design numerous other behaviors.

Discussion and conclusion

For a future development of Viki, we envision
different issues to be touched upon. First of all,
we will include a third battery, in order to be able
to control all motors simultaneously, ensuring
much faster movements.

We developed the Viki humanoid in order to
show the importance of a bottom-up approach to
the design of humanoid robots. In such an
approach, one should look at finding the right
balance between hardware, software, mechanics,
material, and energy use. Our experiments show
that we were able to win the RoboCup
Humanoids Free Style World Championship
2002 with such an approach, even though /
because it resulted in a much more inexpensive
design than the competitors, and because it
resulted in the focus on achieving the overall
behavior by an interplay between the necessary
components. In general, we hope that this and
other similar experiments/results can open a
discussion in the scientific community regarding
the importance of morphology in intelligence
and intelligent systems.
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Abstract

This paper explores a general concept of two-stage dy-
namic memory by means of Gaussian kernels and associated
processing mechanisms. The memory system can be viewed
as the extension to the previous work of hierarchically ar-
ranged generalised regression neural network (HA-GRNN)
and its evolutionary process, in which two psychological
functions, attention and intuition, are interpreted. Within
the proposed mechanism, both the functionality of procedu-
ral memory and emotion are newly modeled together with
the aforementioned two psychological functions, in terms of
the associated interactive processes between the short-term
(STM) and long term memory (LTM).

1 Introduction

To elucidate the cognitive processes of humans and the
relevant psychological functions is a challenging but in-
evitable subject for the development of artificial intelligence
(AI). In psychology, the study of human learning and mem-
ory has long been established [1]. In the study, a great
variety of models have been proposed, which suggests that
the human memory system is a central part of the cognitive
process.

In the artificial neural network field, multilayered percep-
tron neural networks (MLP-NNs) have played a significant
role especially in the study of pattern recognition tasks [2].
However, it is now well-known that in practice the learnin
of the MLLP-NN parameters by a backpropagation (BP) [3
type algorithm quite often suffers from becoming stuck in
local minima and requiring long period of learning, both
of which are good reason for detracting their utility in on-
line processing. Such networks also need for training from
scratch when new training data is used. MLP-NNs therefore
have appeared as unsuitable candidates for elucidating the
learning mechanism of the brain [4].

In the early 1990’s, Specht rediscovered the effectiveness
of kernel discriminant analysis [54 within the context of ar-
tificial neural networks. This led him to define.the notion
of a probabilistic neural network (PNN) [6]. Subsequently,
Nadaraya-Watson kernel regression [7, 8] was reformulated
as a generalised regression neural network (GRNN) [9]. In
the neural network context, both PNNs and GRNNs are
categorised into a family of radial basis function neural net-
works (RBF-NNs) [10] in which the hidden neurons are rep-
resented by Gaussian response functions (or, Gaussian ker-
nels). It was reported that the RBF-NNs are also biologi-
cally appealing [11].

The advantage of PNNs and GRNNSs is that they are es-
sentially free from the ‘baby-sitting’ required for the MLP-
NNs, i.e., the necessity to tune a number of network pa-
rameters to obtain good convergence rate or worry about
any aforementioned numerical problems. By exploiting the
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Figure 1: The new memory system.

property of PNNs and GRNNs, simple and quick incre-
mental learning is possible due to their inherent memory-
based architecture, whereby the network growing/shrinking
is straightforwardly performed [12]. Moreover, in [13], it is
reported that a PNN even exhibits a capability to accommo-
date new classes whilst maintaining a reasonable generalisa-
tion performance. These then give a substrate for modeling
psychological functions [12], which leads to a framework for
the development of brain-like computers, or, in a more true
sense of, ‘artificial intelligence’. On the basis of the remarks
in L14], the aforementioned features of PNNs are considered
to be crucial for the development of brain-like computers.

2 The Two-Stage Dynamic Memory
Concept

Fig. 1 shows the two-stage dynamic memory system
based upon the RBF (kernel) networks. As in the figure, the
STM consists of 1) a single modified RBF-NN with an atten-
tive selection mechanism, 2) a buffer to store the sequence
of perception given as the interactive processing within the
Gaussian kernel matrices in the LTM, 3) four emotional vari-
ables connected to the emotional expression mechanism of
Al and 4) a suppressive mechanism for the four emotional
variables. In contrast, the LTM consists of 1) input/output
area selectors, 2) the Gaussian kernel (RBF) matrices, and
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3) memory arrays representing the procedural memory.

2.1 The STM Network

The STM network of the proposed memory system has
a simple two-layered structure in itself as that of the HA-
GRNN [12]. As in Fig. 1, within the STM network, the
RBFs can be divided into two parts; 1) the attentive RBFs
which tend to generate relatively higher activations for a
particular set of incoming vectors and 2) the rest. The main
role is thus to temporarily buffer the incoming sensory vec-
tors and eventually transfer (some of) them to the LTM.
The STM network output ost is given as a vector rather
than a scalar:

OSsTM = [OISTM; 9]T (1)

where 057y = [01,02,...,01]" is the feature vector trans-
ferred from the STM network and 6 denotes the sensory
input number (i.e. § = 1,2,...,N;) for which the feature
vector was obtained (e.g., # = 1: microphone, 2: CCD cam-
era, ..., with varying L). The learning of the STM network
is then summarised as tollows:

Step 1: (At an initial stage) if the number of the cen-
troids is less than Msra, add an RBF with its
centroid vector ¢; = x in the STM. Then, set
o5ty = T.

Step 2: Otherwise,

1) If the activation of the least activated centroid
(hj, say) h; < thstm (where thsTa is a given
threshold), replace it with a new one with ¢; = x
and set oy = .

2) Otherwise,

Osry = Ak + (1= Nz (2)

where ¢j, is the centroid vector of the most acti-
vated centroid (k-th, say) hi and A is a smoothing
factor (0 < A <1).

In Step 2 above, a smoothing factor \ is introduced in order
to regulate how fast the attentive focus of the STM network
is changed by the newly incoming sensory vector which has
not appeared before. This can then be regarded as ‘selective
attention’ to a particular event/object. For instance, if the
factor is small, 055, becomes more like x, then this shows
a sign of ‘carelessness’. In contrast, if the factor is large, the
STM network becomes ‘sticky’ to particular patterns. The
above learning scheme can then be considered as a process
similar to last in first out (LIFO) stack.

2.2 The Input/Output Area Selectors

In the LTM, the incoming STM network output osras is
firstly transferred to the input area selector as in Fig. 1. The
role of the input area selector is to collect the input nodes
of all the RBF units in the RBF matrices that belong to the
particular area corresponding to the sensory input specified
by the number # and then forward the STM network out-
put osTm. In contrast, the output area selector will gather
all the output values of the RBF units, within the area for
a particular pattern classification task, and form a decision
unit (by following the ‘winner-takes-all’ strategy) that will
tell us the final classification result. The right part of Fig. 2
illustrates an example of this; there are two modal columns
depending upon the types of stimuli; one for auditory and
the other for visual. Then, the respective columns are subdi-
vided further into several areas corresponding to the specific
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Figure 2: The i-th RBF matrix and its modality-dependent
areas.

cognitions/perceptions. In the right part of Fig. 2, it is con-
sidered that there are four distinct areas, i.e., digit charac-
ter/voice recognition (visual/auditory) and alphabetic char-
acter/voice recognition areas (visual/auditory), with the re-
spective classification results, oy p, 0ap, ova, and 044. In
each area, a PNN/GRNN (with the assembly of the RBF
units and a decision unit) so formed thus represents the dy-
namic memory for the corresponding pattern classification.
In Fig. 1, the final classification result y from the RBF matri-
ces is then given as the largest value among all the weighted
outputs of the particular area within the RBF Matrix (1 to
L):

ayL)s (3)

where y; = v;-0;, 0; is the output from the particular area in
RBF Matrix i, and the weights vi >> va > v3 > ... > vL.
Note that the weight value v; for RBF Matrix 1 is much
larger than the others. This discrimination indicates the
generation of the ‘intuitive output’. In practice, the intuitive
outputs can be exploited to obtain e.g., faster classification
results [12].

2.3 A Layer of RBF Matrices

As in Fig. 1, a layer of RBF matrices represents the LTM
of the proposed new memory. Each RBF matrix (from 1
to L) consists of the RBF units, and multiple neural net-
works can coexist within the RBF matrices by way of the
addressing pointers to other RBF units. As in the LTM net-
works of HA-GRNN, the hierarchical structure of the RBF
matrices is constructed based upon the ‘significance’ or ‘at-
tractiveness’ of information represented by the activation of
centroids. In Fig. 1, RBF Matrix 1 indicates a collection of
RBF units which can generate intuitive outputs as LTM Net
1 within the HA-GRNN [12], as there is no buffering process
by the STM. In contrast, RBF matrices (2-L) represent the
normal LTM. (Note that in practical implementation RBF
Matrix 1 is not necessarily apart from other matrices and
thus it does not mean there is a special agency for ‘intu-
ition’.) Although this layered LTM principle is inherited
from that of HA-GRNN, the formation of each LTM layer
(i.e., RBF matrix) here is based simply upon an assembly
of RBF units, whilst the formation within the HA-GRNN is
limited by a single GRNN. Hence, the neural representation
is quite versatile and not restricted to the conventional fixed
representations, such as layered networks or two-dimensional
neuronal map (as in Kohonen'’s self-organising maps), which
leads to a more brain-like memory representation.

2.4 The RBF Unit

In the kernel matrices, as shown in Fig. 3, each RBF
unit can be seen as a memory element and is composed of

y = max(yi,y2,-.-
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1) The RBF

*

2) Incremental/Decremental
values of emotional variables

X, N, -

4) Pointers to the next RBF units

Figure 3: A Gaussian kernel (RBF) unit.

1) Gaussian kernel (or RBF) itself, 2) an excitation counter
€ijk, 3) incremental/decremental values e;;, to update the
emotional variables F, (n = 1,2,3,4) within the STM, and
4) addressing pointers p;jx,m (m = 1,2, ..., max) which en-
able the RBF to link with other RBF units specified by the
addresses.

The activation (output) of the kernel unit at the j-th row
and k-th column of the i-th RBF matrix is given as

T — cix|l?
hiji(x) = eXP(—”a“/kl'?) (4)

where || ... ||3 denotes the Ly norm, cijk is the centroid vec-
tor, and o is the radius. In another point of view, the Gaus-
sian response function in (4) can be also translated as a
measurement of similarity, since as the input vector = be-
comes closer to the centroid vector ¢y, the output h;jx(z)
is increased.

Then, by exploiting the addressing pointers, a single RBF
unit can be also seen as a multiple-input-multiple-output
(MIMO) system and thereby the ‘memory-chain’ concept is
developed. To illustrate the memory-chain concept, an ex-
ample using four RBF units is given in Fig. 4 (note that in
Fig. 4 only the RBF and the addressing pointers are depicted
for convenience). In the figure, suppose that for a certain

X=05ny x=c x=C

wh, (x) wh (x)

{Null)
R,,=332 P, =25

LT Pz Peran

wh (x)

Figure 4: An example of a memory-chain represented by the
RBF units.

modality RBF111 was most strongly activated by the STM
output vector osTy among all the RBF units within a par-
ticular area of RBF Matrix (1 to L) and that the strong
activation of RBF111 is transferred to the remaining three

RBF units in the chain, i.e., RBF332, RBF255, and RBF 343,
via the addressing pointers. Then, the four associated RBF
units become active for the subsequent perceptive processes.
This memory-chain concept can be extended to, for instance,
form a network for digit voice classification task, i.e., a star-
shaped network consisting of ten distinct clusters of RBFs
(i.e., each consists of single-layered sub-networks) describing
the pattern space from ﬂZERO/ to /NINE/), each having
a set of RBF units for the corresponding digit represents a
network for the digit voice classification task. Then, the ac-
tual pattern classification can be performed as: 1) forward
the incoming feature vector to all the RBF units within the
neural network represented by the star-shaped network for
each cluster (or, sub-network), obtain the sum of output val-
ues, (in this case, we will have ten different values) and 3)
applying the decision unit to the star-shaped graph (and fol-
lowed by the ‘winner-takes-all’ strategy), find the maximum
amongst the ten sum. values and the class number which
corresponds to the digit.

Similar to the memory-chain concept above, Minsky de-
veloped a concept called as ‘Knowledge-line’ (K-line) [15] in
which each node in a semantic network is linked to other net-
works (agencies) via the K-lines. However, unlike K-lines,
the proposed memory-chain concept also takes account for
the generalisation capability in each node (RBF), which is
advantageous in practical sense, i.e., the memory space re-
quired can be small compared to that of K-lines.

2.5 Representation of Procedural Memory

If the Al has skilled a learned sequence of particular ac-
tions/movements, then, in the context of memory represen-
tation, some information about the perceptive sequence con-
tained in the memory-chain of RBF units will become solid
and be transformed in a different form of representation.
For clarity, this transformation is represented by the area
for procedural memory shown in the right corner in Fig. 1.
In such representation, all the RBF units except the first will
have much smaller variance , e.g., in (4), the variance asymp-
totically approaches a certain small value. The procedural
memory then contains only the centroid vectors transferred
from the RBF units in the chain plus a special link con-
nected to the first RBF unit within the normal LTM (i.e.,
the RBF matrices) for receiving the STM output osras (or,
filtered sensory input vector) and executing the sequence of
real actions/movements. This indicates that the experienced
actions can be performed without being conscious [1]. In
other words, during the execution, the sequence described
by the procedural memory-chain is not monitored by the
STM at all. For instance, let us turn back to the exam-
ple of the memory-chain in Fig. 4. Provided that here the
memory-chain with the three RBF units, RBF1;1, RBFa32,
and RBF2s6, reside in a part of the motor area and the se-
quence describes a kinetic action, it can be formulated that
the values of their activations directly controls the actuators
of robots. For instance, the values stored within the centroid
vectors could be used as, e.g., the target positions for PID
controllers.

3 Interpretation of Emotion

In Hobson’s argument [16], the psychological function
‘emotion’ is considered as one of the fundamental compo-
nents describing consciousness. In the philosophical con-
text, it is considered/implied that short-term memory plays
a key role for describing the functionality of consciousness
(e-g., [17]). On the other, an ethological model for enter-
tainment robots (such as SDR-3X/AIBO) with emotional
expressions has appeared in the literature [18]. The model-
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ing, however, seems to resort to rather static symbolic mech-
anisms and it is thus considered that its extension to more
reconfigurable and flexible brain-like representation is ques-
tionable.

Inspired/motivated by these studies, in this paper, the
STM with four emotional states is considered as in Fig. 1.
In the figure, the four emotional variables E, (n =1,2,3,4)
representing i) pleasure, ii) anger, iii) sadness, and iv)
amenity, respectively. Accordingly, in Fig. 3, every RBF
unit RBF;;; comes also with four auxiliary variables €;jk,n
(n = 1,2,3,4) used for updating the corresponding emo-
tional variables within the STM.

As in Fig. 1, a buffer is used to temporarily store the lo-
cations/activations of subsequently excited RBF units dur-
ing the successively occurred perceptions. For instance, the
following scenario is considered in the context of pattern
classification: if the AI performs a series of perceptions, 1)
to look at a picture of his father (face image recognition)
passed by a few years ago, 2) to remember its father’s voice
(voice identification), and 3) to remember his pen (object
image recognition), then it is naturally considered that the
three pattern classification tasks, 1) face image recognition,
2) voice identification, and 3) object image recognition, are
subsequently involved. Now, let us assume that within the
RBF matrices there is already formed the memory represen-
tation (or, a neural network) for each pattern classification
task and suppose that RBFi1; was firstly activated when
the feature vector extracted from the image of the father’s
face was received from the STM. Then, suppose that the
two RBF units RBF332 and RBF256 in the memory-chain
shown in Fig. 4 were successively activated, which respec-
tively match the feature vector of his utterance and the im-
age of his pen. Then, the three perceptive processes in-
volve the respective updates of the emotional variables E,
(n=1,2,3, 45), e.g., by a simple summation operation:

E, =FE,+ei1,n +e€332,n + €256,n

Note that here the interpretation of the memory-chain
in Fig. 4 is totally different from the example of proce-
dural memory in Section 2.5; since, except the first (i.e.,
RBF111), the RBFs so activated correspond to the con-
sequent of ‘recalling’ the previously stored events/objects.
Namely, for the recalling, it is postulated that the activa-
tion of RBF332 /RBF 256 is led by not the actual sensory in-
put (i.e., the image of its father) but the linkage due to the
RBF pointers. In such a case, the input to those two RBFs
is given simply as their respective centroid vectors (as illus-
trated in Fig. 4). Then, since the activation was caused by
the RBF linkage, the actual output values hj3, and hhsg so
obtained may be set to the decaying value of hi11(x):

hf’saz(m) =
hlzss(w) =

where wi(= 1, say) > w2 > ws. This may represent
‘memory-fading’ within the association of memory.

w2 hazz(ess2)hi1i(x) = w2 han(z) (5)

w3 hi11(x)

4 Conclusion

In this paper, a novel two-stage dynamic memory con-
cept has been proposed. The memory system exploits the
properties of kernel regression neural networks. Based upon
the memory concept, the three psychological functions, at-
tention, intuition, and emotion, have been modeled in terms
of the interactive processes between the STM and LTM. In
the LTM, a layer of RBF matrices and the associated mecha-
nisms have newly been proposed as an extension of the LTM

networks in the HA-GRNN [12]. Then, the representation of
procedural memory and interpretation of emotion by an ar-
tificial model have been attempted. This paper has focused
only upon presenting a framework for modeling psychology-
oriented brain functions. Due to the limit of the space, many
other aspects and features (e.g., the actual learning proce-
dures) are left unexplained and thus a complete picture has
not been given in this paper. The whole picture will be
presented elsewhere. Future work is directed towards the
development of the AI motivated by the proposed memory
concept and justification of the effectiveness by observing
and analysing the behaviour.
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Abstract

Neural networks have been successfully applied to
control field, especially for identification and control
on nonlinear systems. But many problems on deter-
mining structure and parameters of neural network
have been unsolved and these are usually determined
on trial and error. To cope with this, a new scheme
will be required for improving the learning ability. In
this paper, a new neural network with PD-type learn-
ing algorithm is proposed, in which a new activation
function is introduced so as to have a proportinal and
differential functions. Thus it is expected that our new
network is more flexible in the aspects of high learning
ability than conventional P-type neural network.

1 Introduction

Neural networks have been successfully applied to
control field, especially for identification and control
of nonlinear systems [1][2]. It is well known [3] that
the multilayered neural network has an ability to form
a nonlinear mapping in order to match the given
data. However, mechanism of creating the function
and properties to possess after learning have not been
proved enoughly, so it is not certain whether the nec-
essary function can be obtained or not. Further, the
problem of determining structure and parameters of
neural network has been unsolved, and there are usu-
ally determined on trial and error. To cope with this,
it will be required to find a new scheme for improving
the learning ability.

In this paper, firstly by revealing input/output rela-
tionship of multilayered neural network, the learning
mechanism of network and the role of hidden layer
units are re-examined, and secondly we propose a new
flexible neural network with PD-Type learning. From
the analysis, it is found that each unit of hidden layers
traces learning process independently. This suggests
that, in order to improve learning speed, it is indis-
pensable to train the slope of sigmoid function in each
unit, which is fixed in the conventional neural net-
works. Increment of the slope can be decided by con-

sidering error change according to the change of the
slope, so the learning algorithm, similar to backprop-
agation method, can be simply obtained. We refer to
this algorithm as D-type learning, meaning to train the
slope which is derivatives of sigmoid function. Mean-
while, the conventional algorithm to fix the slope of
sigmoid function is called P-type. The advantages and
disadvantages of P-type learning will be clarified and
PD-type learning, the fusion of P-type and D-type,
will be proposed. A simple test example is used to
show the effectiveness of the proposed neural network.

2 Conventional Learning method

Input-output relational expression of unit in basic
neural network can be represented as,

y=f(n) 1)
n:Zw-x+0 (2)

where z is the input into the unit, y is the output
from the unit, w is the connection weights between
the units, 0 is a bias. The sigmoid function

f(n) -

1+ exp(—an) )

is usually used, where a is the slope of the function.

Backpropagation, which is the learning algorithm
of multilayered neural network, minimizes the squared
error expressed by E = 1(t — y)?, using the steep-
est descent method, where ¢ is teaching signal. Up-
dated connection weight Aw;x in hidden-output layer
is given by

E
A ik = —Nw = Nw .
Wik = M g = OkY; (4)
where
o = e- f'(ng) (5)
And Aw;; in input-hidden layer is given by
OF
Awg; = e G w05y (6)
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where

8= f'(ng) Y Skwjn (7
k

In these equations, the index ¢ represent the neuron in
input layer, j in hidden layer, and k in output layer.
f'(n) is the derivatives with respect to n, and 7, is
learning coefficient.

To re-examine the ability to form a function of
multi-layered neural network, a neural network of
three layers in Fig.1 is used, which includes one in-
put layer, one output layer and 5 units of hidden
layer. The neural network is trained with 5 arbi-
trary x-coordinate input values and the outputs of y-
coordinate values given in table 1.

Yi

Figure 1: Neural Network Structure

Table 1: Teaching Signal

x| 00(02]|05|06]|1.0
yi{05109]01}06]04

The connection weight is initialized randomly, the
learning is performed by using moment method with
the following equation, and the learning parameters
are given as 1, = 0.6, a = 0.9 [4].

Aw(t) = —nw% + aAw(t —1) (8)

During the learning, when x-values at the interval [0,
1] are inputted, the network sends out its output af-
ter training. Fig.2 shows the network output and the
behavior of 5 units in hidden layer during the learn-
ing, where round points show the input/output data.
The training number is repeated until the summation
of squars error of 5 points becomes under 0.001. The
internal structure of neural network, which is not un-
derstood from the value of connection weight, can be
visible by diagramming input/output relationship.
Paying attention to the change of output state of
each unit of Fig.2, the whole unit is not changed at
a time, the unit C largely changes at first 1000 times

training, after the change gets slow, then units A, E
start to change. Then the unit D is changed. The
learning is performed with an aspect that change of
a unit is saturated, then the other unit is changed by
causing low learning rate. If the whole unit can be
changed at a time, it may improve the learning speed.

3 Learning of slope: D-type learning

In order to speed up the learning rate, new method
to change the slope of sigmoid function will be pro-
posed. In the conventional neural network, the slope
is decided usually in trial and error, and fixed with
the constant value. It is expected to improve learning
effect by controlling the slope at each unit.

Self-control method of the slope of sigmoid function,
using the steepest descent method similar to backprop-
agation method, decides the updated Aa by following
equational algorithm.

oOF
Aa = —1nq % (9)

where 7, is a learning coeffient. Aa is obtained in the
output layer as follows,

OE _ OE Oy,

Bax ~ Oye dow 1)
In hidden layer,the following holds.
OF _ OF 0y 0ni 0y "
Oa;  Oyx Ong Oy, Oa;
Specifically mentioned for this, we have
Aa = nuda (12)
85 = e fu(arny) (13)
83 = filamn;) > Srwjn (14)
If f(t) is sigmoid function, the derivatives are given as
)= f)1 - @) (15)
from which f}(-), f.(-) are obtained by
falan) = af(an)(1 - f(an)) (16)
falan) = nf(an)(1 - f(an)) (17)

As seen in (12) ~ (14), the increment of a can be
calculated in similar way to resemble closely to back-
propagation and don’t need a long calculation time .
We call this learning method with the new method
to use derivatives of the slope of sigmoid function as
“D-type learning”.
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Figure 2: P-type learning

4 PD-type learning

In P-type learning, the unit changes fast in the first
steps (a rough shape of the function is rapidly formed),
but slow in the later steps. Whereas, in D-type learn-
ing the unit changes slow at the first steps, but fast in
the later steps. This suggests that change of slope re-
sults in better effect to updates of connection weights
and threshold.

In this section, we develope PD-type learning, the
fusion of P-type and D-type, which combines back-
propagation method with the new method to use
derivatives of the slope of sigmoid function.

Fig.3 shows comparison of error rates between P-
type and PD-type learning. The convergence speed
of P-type learning is a little faster than PD-type at
the first steps. However passing over 1000 times of
training number, PD-type is converged rapidly. Fig.4
shows the network output and the behavior of units in
hidden layer during the learning, when learning algo-
rithm to train slope is used in combination with back-

propagation method. We can see that learning time of
PD-type learning requires only half as much as time
for P-type learning.

Error rate
o ° o
e =8 o0 —

e
%)

0

1500 ,2000 2500 3000 3500 4000

Training number

L .
0 500 1000

Figure 3: Comparison of learning rates
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Figure 4: PD-type learning

5 Disscusion

In this paper, a new flexible neural network with
PD-type learning algorithm has been proposed, in
which a new activation function is introduced to have
proportinal and differential functions.

The effectiveness of PD-type learning has been
proved by comparing with conventional neural net-
work with fixed sigmoid function, called P-type learn-
ing. Learning time of PD-type is required only half as
much as time for P-type learning and realizes the high
speed and flexible learning. As a result, a new neural
network proposed in this paper is more flexible in the
aspects of high learning ability than conventional one,
which leads to less units of hidden layer.

In this paper we have discussed with the sigmoid
function (3), but other type of sigmoid functions can
be chosen depending on function and application of
neural network. In [5], we proposed a flexible neural
network with

b

f(@,0,b) = 1+ exp(—ax)
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and the effectiveness was proved by applying to esti-
mation of cutting torque in complicated drilling sys-
tems.
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Abstract

In the long history of the study of cellular automata,
the amounts of bit-information exchanged at one step
between neighboring cells have been assumed to be
O(1)-bit. In the present paper, we introduce a new
class of cellular automata, CAi-bit, whose inter-cell
communication is restricted to 1-bit and proposc an
optimum-time (2n — 2)-step firing squad synchroniza-
tion algorithm for n cells on CA1-bit. The number of
internal states in cach cell implemented is 78 and the
total number of transition rules is 208. The algorithm
we propose is based on Waksman’s optimum-time al-
gorithm which has been shown valid for any n.

1 Introduction

Cellular automata (CA) are considered to be a nice
model of complex systems in which an infinite onc-
dimensional array of finitc state machines (cells) up-
dates itself in a synchronous manner according to a
uniform local rule. In the long history of the study
of the CA, generally spcaking, the number of internal
states of each cell is finite and the local state transition
rule is defined in a such way that the state of each cell
depends on the previous states of itself and its neigh-
boring cells. Thus, in the finite state description of
the CA, the amount of communication bits exchanged
at onc step between neighboring cells is assumed to
be O(1)-bit, however, such bit-information exchanged
between inter-cell has been hidden behind the defi-
nition of conventional automata-thcoretic finite state
description.

In the present paper, we focus our attention to
the communication bits exchanged between inter-cell
and introduce a new class of cellular automata, CA1-
bit, whose inter-cell communication at onc step is re-
stricted to 1-bit. We refer the model as 1-bit CA. The
number of the internal states of CA1-bit is assumed to
be finite in a usual sense. The next state of cach cell

Takashi Sogabe
Internet Initiative Japan Inc.,
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Tokyo, 101-0054, Japan

Hiroshi Umeo
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is determined by the present state of itself and two bi-
nary 1-bit inputs from its left and right ncighbor cells.
Thus the 1-bit CA can be thought of as onc of the most
powerless and simplest models in a varicty of CAs.

We study a synchronization problem that gives a
finite-state protocol for synchronizing a large scale of
cellular automata. The synchronization in cellular au-
tomata has been known as the firing squad synchro-
nization problem since its development, in which it
was originally proposed by J. Myhill to synchronize all
parts of sclf-reproducing cellular automata [5]. The
firing squad synchronization problem has been stud-
ied extensively for more than 40 years [1-10]. First,
we introduce a cellular automaton with 1-bit inter-
cell communication and define the firing squad syn-
chronization problem on CAi-bit. Then, we give an
optimum-time firing squad synchronization algorithm
on CAi-bit. The algorithm is based on the classical
synchronization scheme developed by Waksman [10]
and it will be implemented on a CA1-bit with 78 inter-
nal states and 208 transition rules.

Figure 1: A onc-dimensional cellular automaton with
1-bit inter-cell communication.

A one-dimensional 1-bit inter-cell communication
ccllular automaton consists of an infinite array of iden-
tical finite state automata, cach located at positive
integer point. (Sce Figure 1.) Each automaton is re-
ferred to as a cell. A cell at point ¢ is denoted by C;,
where 1 < ¢ <n. Each C;, except C; and C,,, is con-
nected with its left and right neighbor cells via a left
or right one-way communication link, in which those
communication links are indicated by right- and left-
going arrows, as is shown in Figurc 1. respectively.
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Each one-way communication link can transmit only
one bit at each step in each direction. A cellular au-
tomaton with 1-bit inter-cell communication (abbrevi-
ated by CAi-bit) consists of an infinite array of finite
state automaton A = (Q, 4, F'), where

1. @ is a finite set of internal states.

2. ¢ is a function, defining the next state of any
cell and its binary outputs to its left and right
ncighbor cells, such that §: @ x {0,1} x {0,1} —
Q x {0, 1} X {07 1}» where 0(p, z,y) = (Q»wl7yl)7 p,
q€Q,z,z',y,y € {0,1}, has the following mean-
ing: We assume that at step ¢ the cell C; is in state
p and is receiving binary inputs z and y from its
left and right communication links, respectively.
Then, at the next step t+1, C; assumes state ¢
and outputs z’ and y’ to its left and right com-
munication links, respectively. Note that binary
inputs to C; at step t are also outputs of C;_;
and C;;1 at step t. A quiescent state ¢ € @ has a
property such that 6(¢,0,0) = (¢,0,0).

Thus the CA1-bit is a special subclass of normal
(i.e., conventional) cellular automata studied so far.

2 Waksman’s Optimum-Time Algo-
rithm

2.1 The Outline

Waksman'’s algorithm is constructed on the conven-
tional CA, and it can synchronize any ccllular array
that consists of n cells at exactly 2n — 2 steps. Fig-
ure 2 shows its time-space diagram. In this figure, the
horizontal axis means the cellular space, and the ver-
tical axis means the step. The top of the horizontal
linc means the ccllular array at ¢t = 0, and it’s called
the initial configuration. The bottom of the horizontal
line means the cellular array at ¢ = 2n — 2, and it’s
called the firing configuration.

Each cell is denoted Cy, Co, ..., C,. Att =0, a
general is at Cp, and soldicrs fill up the other cells.
The gencral is indicated G, and the cellular array Gg
manages is referred as Sg. |So| is equal to n.

The general Gg generates signal-a, wave-by, wave-
bz, ..., and wave-bg, where k = [logyn] — 1, at t = 0.
The signal-a propagates the right at the sloop of % (one
cell per step). The wave-by, propagates the right at the
sloop of ﬁ (one cell per 2% — 1 step). It reaches C,
at t =n — 1, and gencrates G there. After it reflects
to the left, crosses wave-by, wave-bo, . . ., wave-by, and

generates Go, Gs, ..., Gx. These new generals divide
So to k parts of cellular array that are Sy, Sa, ..., Sk.
The new generals G;, 1 < ¢ < k, manages S; the same
as the management of Gg.

[ (o T T Cn
=0
Go
l/|
signal-a
3-bits
1
/3
wave-b2
I-bits
=n-1

1 -1

\ /7 / /)
ve-b3 signal-a
1-bits 3-bits

G2
Vb || -

wave-2K-t -
1-bits| G3
Gk
=2n-2

Sk S2
l—”*ﬁi“ Jls) 173

(i) Waksman's time-space diagram i)Generation of
P: £
local generals in Si

St

Figure 2: Time-Space Diagram of Waksman’s Algo-
rithm

2.2 Generation of Generals

G; is gencerated at the position which divides exactly
|Si—2|. Thercfore the parity of |S;_2| is an important
factor for generating G;. If the parity of |S;_2| is odd,
G; includes a cell. And if the parity of |S;_»] is even,
G; includes two cells. This parity information is deter-
mined by the ccll on G;_;, and is transmitted to the
cell of G; by signal-a. It determines a clements that is
inclues G;.

Figure 3 is a time-space diagram for gencrating Go
in casec of that n is cven. Gy is on C,,, and includes
two cells. One of the cells includes the left part of
the cellular array that is denoted C;C,,, and another
includes the right part of the cellular array that is de-
noted C,,+1Cp. In this case, Go of the right part is
generated at t = Bﬁfi, and Gg of the left part is gen-
crated at t = % Therefore the right part has been
synchronized carlier that the left part.

In this casc, Waksman’ solution is that the right part
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starts to synchronize with delayed 1 step. This tech-
nique is referred to as delaying. In the casc that the
parity of |S;_1] is even, G; uses thc delaying. When
the parity of |S;—1| is odd, G; doesn’t use it.

.
Ci Cy Cup2 Cn
Go =0
1
!
|
!
|
|
! Gi
:] i =n-1
Lol
: signal-a n-2steps
n-4
[] =35
Istep
G2 (=32
I
S
signal-a | T 1=2n-3
|
i | =2n-2
N n-2 " ~ ono g
2 2
= 7-1 > n-1 .
2 2

Figure 3: Generation of Gy (n =even)

3 Firing squad synchronization prob-
lem on CAi-bit

We design a firing squad synchronization algorithm
on CAi1-bit based on Waksman’s Algorithm. We need
two 1-bit information that are the parity of |S;_2| and
the parity of |S;_;| to generate any G;. But on CAi-bit,
we can’t include them in a 1-bit signal-a. Therefore we
must find a new technique instead of Waksman’s ones.
In this scction, we propose these new techniques.

3.1 Parity of |S; |

G2 at odd-number cell

/
Generation of G3 that includes a cell

G2 at even-number cell.
!

/s o9 e\

Generation of G3 that includés twe cells

Figure 4: Generation of Gz on Cr

Figure 4 shows the cases in which Gz is generated
on C7. In this figure, n means |Sp]. Gz is gencrated
by the crossing wave-bs and signal-a. If Gg positions
at odd-number cell, Gz always includes a cell. And if
Gy positions at ceven-number cell, Gs always includes
two cells. These are obvious. And the position infor-
mation, which Gy stays on, is same as |S;_2| size onec.
Then, we investigate how to get the parity of |S;_o]
on C;. It is noted that we decide the parity of [S;_o]
by the crossing wave-bg. At first, wave-bs stays on
C7 for 7 steps. In this figure, a horizontal line, which
across 4 snapshots, is a half time of wave-bg full stay-
ing time. If the crossing happens before the half time,
Gy always positioned at odd-number cell. And if the
crossing happens after the half time, Go always posi-
tioned at even-number cell.

The wave-b; stays on C,,, from ¢t = (28 — 1)m; — 2
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through ¢t = (2° — 1)m; — 2. We define a;, where 1 <
a; < 28 — 1 as a variable that means the offset time.
We express the time that b; staying time range by
using this equation.

t=(2"—1Dm; -2 — 1+ (1)

And, signal-a, which crosses wave-b; on C,,,, ar-
rives at Cy,,+1 at time=t, where ¢ is expressed by the
following cquation.

t=-m;+2n—2 (2)
We get the next equation from Equations (1) and
(2).
2m; =2n+ 28— 1 — ay, (3)
wherel < a; <28 —1

m; is always an intcger that leads to Equation(3),
since a; must be odd. When «; is even, wave-b;

doesn’t cross to signal-a on C,y, .
In Addition, we investigate the crossing by wave-

b;—1 and signal-a on C,,, ,. We can also express m;—;
by this equation such that:

2t =242 — 1 — g, (4)
wherel < a;_1 <2071 -1

Then we have Equation(5).

Qi‘mi—Zi_l-mi_l = Qi—Qi_l —ai+ai_1(5)
In this case, a; and «;_1 are expressed as follows.
(1)If Cppn,_, positions on odd-number cell,
Q; = ;-1 (6)

(ii)If.Cyp,_, positions on cven-number cell,

;= a; 1+ 27} (7)

Therefore we get Equations (8) and (9).
If m;—1 is Odd,

i 1
m; = % (8)
And if m;_; is even,
mi—1
m; = 9 (9)

But, wave-b; on CA1-bit necds trigger signal that is
known to wave-b; half time passed. Thus we have:
[Lemma 1] There exist 1-bit signals that can deter-
mine the parity of |S;_a|.

3.2 Parity of |S;_{]

. P A N
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Figure 5: Relation of signal-a and wave-by

G; positions just center of S;_o, then, C;Cg,, which
the left part of cellular array, is same size as S;_1.
Thercfore the parity of |S;_1| is same as the position
information , which G; stays on. Figure 4 propagates
signal-a and wave b; in Waksman’s algorithm. In this
figure, we notice offset time that from signal-a passing
through reached wave-bg. On any C,,, where m is
positive integer and it is bigger than 1, the offset time
can lead to this equation.

At=2p—3 (10)

In this case, the remainder that is At divides by 4, If
p =2z,

Atmodd =4z -3 =4(z - 1) + 1 (11)
If p=2z+1,
Atmodd =4z —1=4(z —1)+3 (12)

[Lemma 2] There exist 1-bit signals that can deter-
mine the parity of [S;_1].
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Figure 6: Snapshots of modified Waksman’s synchro-
nization algorithm

The key idea is the construction of an infinite set of

1-bit waves which propagate at ﬁ-spccd in one-
way dircction on a CAq_p;.
[Lemma 3] There exists a CA;_p;; that can gencrate
an infinite signals which arc described in Waksman’
algorithms. Preciscly, For any n > 2, the initial left-
cnd General G gencrates k signals wy, wo, ..., wi
propagating at speed 1/(28t! — 1) on n cclls, where
k= |log,(2n —2)| — 1.
Based on Lemmas, our main theorem is stated as
follows:
[Main Theorem] There exists a CAj_p;; which can
synchronize n cells in 2n — 2 steps. The CAq_p; con-
structed has 78 internal states and 208 transition rules.
In Fig. 7 we show snapshots of the synchronization

processes. Small right and left black triangles » and
«, shown in the figure, indicate a 1-bit signal transfer
in the right or left direction between neighbor cells. A
symbol in a cell shows its internal state.

4 Conclusion

We designed an optimum-time firing squad synchro-
nization algorithm on CA1-bit. Each ccll has 78 states
and 208 transition rules, and we checked its validity
from n =2 through n=10000 by computer simulation.
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ABSTRACT

Support Vector Machine is a recently developed
effective tool for solving pattern recognition problems.
The mathematical model of its training process can be
reduced to a constrained quadratic programming (QP)
problem. A key problem in the application of SVM is how
to solve this QP problem quickly and precisely. Among
various SVM fast algorithms, SMO (Sequential Minimal
Optimization algorithm) is an efficient one. We improve
this algorithm in the light of the idea of Chunking. The
improved method is called Chunking SMO algorithm
(CSMO). The new algorithm has great advantage in terms
of both speediness and memory saving. It is especially
suitable for problems with small number of support
vectors. Two-dimensional artificial data are used to test
the algorithm.
key words: SVM; SMO; Chuning; quadratic programing

1. Introduction

From 1995 to now, SVM, which is a main product of
Statistical Learning Theory, has become a promising field
in machine learning study. Due to its immense size, the
quadratic programming (QF) problem that arises from
SVM’s training cannot be easily solved via standard QP
techniques. First, Traditional QP algorithms contain
iteration approach, which requires kernel matrix, a matrix
that has a number of elements equal to the square of the
number of training examples, being held in memory. This
matrix cannot be fit into 128 Megabytes if there are more
than 4000 training examples {1]. Second, QP is NP-hard
and its time consumption also increases rapidly when
training examples increases. Third, because error is
accumulated in  every step of iteration, iterative
algorithm’s precision drops rapidly with the increasing of
training examples.

Unfortunately, large sample problem is frequently
encountered in practical use of SVM. For example, in
human face recognition usually 50,000 training examples
are needed. Therefore fast SVM training algorithm has
received more and more study. Most fast algorithms’ basic

idea is to break down the large QP problem into a series of
smaller QP sub-problems. In each step the algorithm
process a training subset and then adjust examples in the
subset by specific adding-discarding mechanic. For
example, at every step Chunking algorithm (Vapnik, 1982)
solves a QP problem that consists of the following
examples: every non-zero Lagrange multiplier from the
last step, and the M worst examples that violate the KKT
conditions. Osuna, et al. (1997) suggests keeping a
constant size matrix for every QP sub-problem, which
implies adding and deleting the same number of examples
at every step. Sequential Minimal Optimization (J.C. Platt,
1998) can be deemed as an extreme instance of Osuna’s
algorithm. Only two examples are analytically optimized
at every step, so that each step is very fast [1]. SMO
adopts choice heuristics for choosing which multipliers to
Optimize. Finally all the multipliers will satisfy Kuhn-
Tucker condition and the global minimum is found.

The advantage of SMO lies in the fact that solving for
two Lagrange multipliers can be done analytically. Thus,
numerical QP optimization, which is notoriously tricky to
get right and slow, is avoided entirely. However, when
more examples are added, the times of two Lagrange
multipliers’ optimization will increase sharply, and time
consumption will still be too huge. Aiming at the cases in
which large training set contains a few support vectors, we
improve SMO according to the idea of Chunking. That is,
divide the training set into many subsets, at each step the
SVs in a subset is found and preserved while non-SVs
being discarded. Since SVs are minority, the algorithm
always processes a small subset, so computing speed is
greatly increased. In our experiment, the improved
algorithm turned out to be 30 times faster than original
SMO algorithm while examples are more than 5000. The
more examples processed, the bigger portion of time is
saved.

2. Mathematical Model of SYM

SVM is a new machine learning method based on
Structural Risk Minimization. The fundamental principle
of SVM is to correctly divide two classes of examples by a

' This paper is sponsored by State’s natural science foundation, project No. 69885044
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super plane and locate the plane so that margin (the
minimum distance from any example to the super plane) is
maximized. Consequently, function set with low VC
dimension is constructed in high dimensional space, and
good generalization ability is guaranteed.

Thus, the original problem is a constrained quadratic
programming problem:

Minimize DO(w,b) = %”W”2

s.t. y,.(xl.Tw+b)—120 i=12,..,1

where X, is training example and ), is its class label (+1

or —1). Its solution w is the normal vector of the optimal
classification super plane. According to the theory of
quadratic programming, the problem is transformed to its
Wolfe dual:

; / .
Maxmize W(a)=Za,. —%ZQialy,ij]x,
= i '

/
s.t. > a,y,=0
i=1
o; 20 i=1..,1
where o, is example X; ’s Lagrange multiplier. According

to Kuhn-Tucker theorem, the Lagrange multiplier of non-
support-vectors must be zero. Thus, the classification
function is independent of non-support-vectors and is
determined only by support vectors, the examples on the
boundary of the margin.

In linear inseparable case, soft margin classification
surface is introduced. The problem’s Wolfe dual is similar
to the dual in linear separable case, except that an upper
bound is imposed on «. Finally, if we convert
maximization to negating and then minimizing, the final
expression of SVM’s mathematical model tums out to be:

Minimize W(a) = %aTHa -u/ @

s.t. Zl:aiy,. =0
i=1

0o <C i=1,..,]
where H is a semi-definitive symmetric matrix
Do) e @ =[Q), Oy 0] w=[1,1, 100
To construct a nonlinear classifier, we only need to replace
the inner product in the quadratic form by kernel K(x;x;).
Generally, studies on SVM algorithm start from Wolfe
dual, not the original QP problem.

3. Chunking SMO Algorithm

3.1 basic principle

As has been mentioned in introduction, though SMO
is relatively efficient algorithm for large training set, its
computation complexity still increases much faster than
the size of training set, which makes it inapplicable in
huge sample problems. Since SVM’s classification only
depends on SVs in training set, non-SVs are redundant
information and can be discarded without affecting
training result. It is processing this redundant information
that account for most time consumption. Therefore, we
consider discarding non-SVs in the process of training. As
long as the cut training set preserves all the SVs, the
resulted classifying super plane will remain the same. To
do this, we divide the whole training set into chunks, and
process only a chunk with SMO in a step. After each step,
non-SVs are discarded while SVs are preserved and
merged into the next chunk. If the SVs in training set
increase much slower than the size of training set (as in
many circumstances larger training set doesn’t contain
more SVs than smaller training set), an SVM whose
training time is linearly dependent on training set size can
be gotten. This improved algorithm is called Chunking
SMO (CSMO).

3.2 protection against support vector lost

The above method merely helps us to introduce the
basic idea of CSMO. In fact it risks losing SVs. Because
SVs only determine classifying surface but can’t determine
the training set, when we delete non-SVs of a training
subset, true SVs of the whole training set may be-deleted.
To avoid SV lost, we don’t copy Chunking’s method
entirely. On the one hand, our algorithm preserves not
only SVs of a chunk, but also examples that are likely to
be SVs of the whole training set. That is, it preserves
examples close to the classification surface of the chunk.
On the other hand, each chunk is consist of preserved
examples of the previous chunk and all the examples in the
next subset, instead of examples in the next subset that
violate Kuhn-Tucker condition. In addition, other
techniques can be useful. For example, after processing all
the chunks, the training set is redivided in a different
measure and the preserved examples are merged into the
first chunk. The training set is gone through again.
Because after the first traverse the preserved examples
contain most SVs of the whole training set, fewer SV will

“be lost in the second traverse. SV lost can be reduced

greatly by multiple traverses.

3.3 adjusting chunk size dynamically to achieve
optimum computing speed

The number of examples in each subset will affect
computing speed. Consider processing a subset with n
examples in it at one time and processing k subsets with
n/k examples in each chunk. Denote the number of
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previously preserved examples as n,, and we hypothesize
that after training by the nytn examples still
approximately n, examples are to be preserved (as has
been hypothesized previously that SVs always account for
a tiny portion of training examples). The average
computation time of SMO algorithm, denoted as ¢(n,), is a
function of training set size n,. Then the two method’s
computation time are #(n,tn) and kt(ny+n/k), respectively.
If we set » much smaller than 5, and ¢ increases slowly
with the increasing of its variable, #(n,+n) will be not
much greater than tmy,+nk). So ki(mytn/k) s
approximately k times of #(n,+n). However, if n>>n, and ¢
increase sharply, which caused #(ny+n)>> t(n,+n/k), the
latter method is more likely to get faster speed.

This comparison demonstrates that neither a very
large subset size nor a very small one is in favor of time
saving. An optimum size locates between them.
Furthermore, this optimum size ought to be adjusted
dynamically according to n, the number of preserved
examples from the previous chunk. We model this
optimization as

Min n=tn, +n)/n,

n

where 1 is the average time consumption per example.

For convenience, n is regarded as continuous
variable, let
dn/dn =0
We get nt'(n)=t(n). If t is an exponential function #(n)=e""-
1, n is a constant 1/a, else if ¢ is a power function t(n)=n",
n is ny multiplied by a constant 1/(a-1).

Unfortunately, the computation complexity of SMO
algorithm can’t be precisely estimated. According to Platt,
the average computation time of SMO is approximately
linearly dependent on n~n*? [3]. Therefore, in our
algorithm we take Pn, new examples together with the n,
preserved examples to form the next chunk. P is a
parameter adjustable.

4. Experiment Results and Analysis

We implement CSMO algorithm with Matlab
program. Two-dimensional artificial data are used to test
the algorithm. As a demonstration, the result of 300 two-
dimensional data is shown in Figure 1. The same example
generator is used to generate 300 test examples. Only one
test example is misclassified. Misclassification rate on test
set is 0.3%.

1000

-500

1000
0 200 400 600
Figure 1. CSMOQ’s classification surface for 300 examples
The points denote positive examples while the crosses
denote negative examples. SVs are marked by squares.
The straight line is classifying surface.

CSMO’s computation complexity is linearly
dependent on the number of training examples (provided
that the training set doesn’t have many SVs). Hence, it is
especially suitable for problems with huge training set and
tiny SV set. In our experiments, SMO can deal with at
most 10,000 examples, while CSMO can process 500,000
examples in 3 hours (11,265 seconds).

The following table lists the computation time
comparison between SMO and CSMO while processing
the same training set:

Training set size 300 | 1000 | 6000 | 500,000
SMO time 32 226 3337 | Can’t get
consumption (in result
seconds)
CSMO time 5 24 116 11,265
consumption (in
seconds)
Table 1. Time consumption comparison between SMO

and CSMO

When tested by inseparable training sets, CSMO is
also faster than SMO, but not as significant as tested by
linear separable training set. In our experiment each class
of examples is generated by a Gaussian distribution. When
1000 training examples are used, CSMO’s training time is
as much as approximately 60% of SMO’s. This is because
inseparable training sets usually contain relatively more
SVs, which is not favorable for CSMO.

5. Summary

This paper puts forward CSMO algorithm, which is
used to solve the QP problem that arises from SVM’s
training. CSMO is an improvement on SMO algorithm in
the light of the idea of chunking. CSMO processes each
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chunk with SMO algorithm in turn and pick out examples
far away from classification surface, and then merges
retained examples into the next chunk. CSMO is based on
SMO and inherits the main merits of SMO. Analytic
method is used to circumvent complicated iteration
procedure encountered in numeric solution of quadratic
programming problem. Not only the computation
efficiency is improved, but also the accumulated error
introduced by iteration is avoided. (In many algorithms
accumulated error brings much trouble.) CSMO are also
suitable for situations that require as small memory
occupation as possible. Because training examples are
processed separately, memory occupation of the algorithm
will increase linearly, not squarely. CSMO is especially
suitable for situation of huge training set with small
support vector set. Its computation time is linearly
dependent on the number of training examples and can
solve classification problem including millions of
examples.
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Abstract

Neural network are broadly used to approximate
non-linear functions. However, it is difficult to decide an
appropriate structure for a given problem. In this paper,
“growing neural network™ is proposed as an extension of
Back Propagation (BP) learning. The propagated error
signal is diffused from a target neuron as a substance.
The axon of a growing neuron grows according to the
concentration gradient of the substance. In a simulation,
it was examined that the most simple problem such as
“AND” and “OR” could be solved by the neural network
and 2-layer structure was properly obtained.

1. Introduction

Artificial neural networks suggested by the natural
nerve system of living things are broadly used to ap-
proximate non-linear functions because of its advantage
of the leaning and generalization ability.

It is said that there are billions of neurons in the brain
of human, and they are mutually connecting complicat-
edly. As opposed to it, when the artificial neural network
is used, a simple 3-layer structure is employed in most
cases. That is because the way to decide an appropriate
structure for a giving problem has not been established
yet.

There are well-know several methods to decide the
structure of the neural network at present: those are the
method using AIC information criterion[1], the method
to cut out unnecessary connections|2], the method to ap-
pend hidden neurons successively[3], and the method us-
ing genetic algorithm (GA)[4]. In these methods, since
rough structure is assumed, the role of the designer is
large and the degree of freedom to decide the structure is
small. Especially, in the field of intelligent robot hereaf-
ter, high order functions will be required. Accordingly
autonomous acquisition of an appropriate structure of the
neural network including recurrent structure must be re-
quired for the robot’s brain.

It has been considered that in the brain of living things,
the number of neurons decreases after its birth, while the

number of connections between neurons rapidly in-
creases|[5]. This suggests a strategy in the brain. More
neurons than necessity are prepared at first, then they
grow their axons and learn their synapse weights, and an
appropriate network structure is formed flexibly. After
that, unnecessary neurons are removed. It has been also
reported that chemical substances such as NGF (Nerve
Growth Factor) make a role of promoting the growth of
axons and maintaining the connections[6].

In this paper, “growing neural network™ is proposed in
which the concept of “growth” is introduced in the con-
ventional artificial neural networks. Then, the growth is
formulized as an extension of Back Propagation (BP)
learning that is a popular supervised learning. Getting a
hint from NGF mentioned above, axons grows according
to the concentration gradient of chemical substance
which is diffused according to the error signal propa-
gated in BP leaning. Therefore, the degree of freedom to
decide the structure is larger than the conventional meth-
ods. Furthermore, since the growth is performed as an
extension of learning, it is expected that purposive struc-
ture can be obtained. The final goal of this research is to
build growing neural network that is able to obtain vari-
ous structures including recurrent structure. In this paper,
as the first step of this research, considering the acquisi-
tion of two-layer structure, the fundamental algorithm is
introduced at first, and then the simulation result when
the algorithm is applied to the simplest logical function
such as “AND”, "OR” is reported.

2. Growing neural network (NN)
2.1 Fundamental algorithm

In the growing NN, the growth is formulized as an ex-
tension of BP learning as mentioned above. Fig.1 shows
the basic idea of the growing NN. Fig.2 shows the flow-
chart of the algorithm. At first, the output and error is
calculated, and the error signal is propagated backward.
The neuron that receives the signal diffuses it as a chemi-
cal substance. Then, the concentration gradient is formed
by the diffusion around the neuron. The growing neuron
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that does not have enough connections extends its axon
according to the concentration gradient. After making the
connection (synapse), the learning is started from 0 con-
nection weight according to the regular BP algorithm. In
the growing NN, the position of neurons also influences
the structure. That is different from the conventional
methods. By this property, it is expected that the symme-
try between neurons are broken, and strcturization of

network is promoted.

Teacher signal

Fig.1 Basic idea of the growing neural network

(DDecision of each neuron’s position
@Decision of whether each connection is made or not.
@ Setting of input and training signals
@cCalculation of output and error
(®Back propagation of the error signal
®Diffusion of the error signal
(MCalculation of the axon growth
(®Judge of whether each connection has been made or not
@Update of connection weights
(only for connected neurons)

Return to @

Fig.2 Flow chart of the growing neural network

2.2 Diffusion of the error signal

Neurons of living things diffuse chemical substance
like NGF, and grow its axon according to the concentra-
tion gradient that is formed by diffused substance. To
realize such functions in the growing NN, the error signal
is diffused as the chemical substance around the output
neuron. The error can be positive or negative, but the
diffusion of negative is hard to imagine. For this reason,
here, it is assumed that there exists the substance for each
of negative and positive error, and they diffuse their sub-
stance independently. In this paper, since simplest
two-layer structure is assumed, the output neuron dif-
fuses the error signal. The error signal is calculated as

= oF =(dj—oj)f'(netj) , »

J Onet ;

where net; : the internal state of the neuron j ,o; : the

output, d; : the training signal, f"(net ;) : the derivative
of the output function, j =0,.., NODE , NODE : the num-
ber of output neurons, E : the error function. The diffu-
sion is calculated for each of the positive and negative er-
ror signal respectively as

ou? o%u?  otuf

K _E;y =po; + ——ax;’y + ——ay;’y , 2)
ou” o%u"  o*ul

K —2=-p5, + i 3)

where u;7: the concentration, x : a diffusion constant,

p indicates positive, » indicates negative, p : a diver-
gence constant. The quantity of the diffused substance is
proportional to the error signal. At the place where no
neuron exists, Eq (2) and (3) is calculated with setting
& to be 0.0. By dealing with the error signal as the dif-
fused substance, the growth of neuron according to the
necessity can be realized.

2.3 Extension of the axon

The axon extends according to the state of growing
neuron and the concentration gradient at the tip of the
axon. Two types of neurons are prepared. One of them
makes a positive connection, while the other makes a
negative connection. The former grows its axon to the
direction of the gradient of the positive error signal,
while the latter grows its axon to that of the negative er-
ror signal. The reason is as follows.(DIf there are only
one type of neurons, the neuron makes only one of nega-
tive or positive connection.@In the neuron of living
things, it is known that which of the positive or negative
connection the neuron makes is decided by the neuro-
transmitter that is generated at the synapse. The exten-
sion of the axon is calculated as,

p_,n
a =6 s g, @)
&, =é%’ﬁs,~ﬂagi , )

where ¢&: a growing constant, 7=0,..., NODE , NODE :
the number of input neurons, and the state S of the

growing neuron is defined in the section 2.5. If the grow-
ing neuron is for the positive connection, flag =1, while
for the negative connection, flag = -1.
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2.4 Update of the connection weight

The connection weight is always 0 before the connec-
tion is formed. When the axon grows according to the
concentration gradient and the connection is formed, the
synapse starts learning from O connection weight. The
update of connection weight is calculated as well as the

conventional BP leaning,

oF
Aw ;= —ﬂ—aw—_ né ;o (6)

ji
2.5 Adjustment for diffusion delay
It takes sometime that the diffused error signal reaches
a growing neuron. If the input patterns change frequently,
the input has changed when the error signal arrives at the
growing neuron. Then, the first-order delay is introduced
to the output of the growing neuron to adjust the gap of
the timing. The state of neuron S is defined as the
first-order delay of the output of the input neuron as
ds;
“u T
If a time constant 7 is too large, the state of neuron does

-S; +o, ™).

not change so much. While, if the time constant is too
small, the state of the neuron is not different from the
original output value. Thus, the appropriate time constant
1s required.

3. Simulation
3.1 Set up

A simple two-layer structure is assumed to verify the
fundamental functions of the growing NN, and two sim-
ple logical function “AND”,”OR” were learned. The
simulation is done in 50 x 50 of area. Fig.3 shows the po-
sition of each neuron. The left output neuron learns to
output “AND” of the input ‘a’ and ‘c’, and right one
learned to output “OR” of the input b’ and ‘d’. The input
‘b> and ‘c’ have to connect to the father output neuron.
The parameters used in the simulation as follows. Lean-
ing constant n =0.2, growing constant & =0.2, diffusion

a&c 15,25) bl d(35 25)

666&

a(10,100  ¢(30,10)
b(20,10) d (40,10)

Fig.3 Position of each neuron

constant k =0.2, divergence constant p =2.0, each of four
input signals is chosen randomly from 0 and 1, and is
fixed for one cycle. The one cycle is defined as 1000
steps, and 300 cycles are performed in one simulation.
0.1 or 0.9 was used as the training signal on behalf of

0 or 1. The output function is sigmoid with the range
from 0 to 1. The inertia term was not used.

3.2 Result

Fig.4 shows how the axon of each input neuron grows.
Although, there are two types of neurons, for positive
connection and for negative connection, only the neurons
for positive are shown in the figure. The neuron grows
with repetition of extension and degeneration and the
input ‘a’ forms the connection at 28000 steps and the in-
put ‘d’ forms at 35000 steps. Since the input ‘b’ and ‘c’
are located closer to the output neuron that should not be
connected, the loci prowl by the influence of the closer
output neuron. However, there is no correlation between
the input and the output. Finally, the both loci crossed
and arrived at the correct at 87000 step and 89000 step
respectively.

Fig5, 6 show the changes of the error for each output.
In these figure, even when the error becomes large, it de-
creases quickly. That is because the bias of each output
neuron is soon adjusted even if the neuron does not have
any connections. The arrows in these figures indicate the
timing when each connection was made. After making
the second connection, the error decreases quickly.
Moreover, it is seen that a small error remains after con-
vergence. That is because the output for AND is stuck at

- 0.0 when the input is (0,0), and the output for OR is

stuck at 1.0 when the input is (1,1) even though the
training signal is 0.1 and 0.9 respectively.

Fig.7, 8 show the changes of the connection weights
for the “AND” and “OR” output respectively. Since the

30
a&e bld
20 /\ input a
— input b
> input ¢
10 £ input d
b (¢ d
0 . . . . X
0 10 20 30 40 50

Fig.4 Growth of each input neuron
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Fig.5 Change of the error for the AND output

A
L L

0000

150000 2C0000 250000 300000
number of ste

input a

J

e i nOUL T

*50000 @0000 150000 200000 250000 300000

number of step

Fig.7 Change of the connection weights for the

AND output
5
e
3
2 - o
202
I an—
2 1 \_ fnputb B
input d
0 n . . . l
) %0000 000 150000 200000 250000 300000

number of step

Fig.8 Change of the connection weights for the

OR output

neuron ‘a’ and ‘d” make their connection, the learning of
the connection weight for the neuron ‘a’, “d’ starts at first.
The connection weight of the neuron ‘a’ fluctuates more
than that of the neuron ‘d’. That is because when the in-
put signal ‘a’ is 1, the training signal is 0.lor 0.9, but
when the input signal ‘d’ is 1, the training signal is al-
ways 0.9.

4. Conclusion

In this paper, the growing NN was proposed that is
formulized as an extension of the conventional BP learn-
ing. In the simulation with two output neurons, it was
confirmed that the input neurons grow their axons to the
appropriate output neuron even if the output neuron is
farther than the other output neuron.

5. Future work

The growing NN is extended so as to solve the prob-
lems those needs hidden neurons, such as EXOR. There
are two difficult points to be solves. One is that there are
sometimes no correlation between each input and each
output. The other is that the hidden neuron cannot re-
ceive either of input signals and error signals at first.
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Abstract

Position estimation is one of the most important
functions for the mobile robot navigating in the
unstructured environment. Most of previous localization
schemes estimate current position and pose of mobile
robot by applying various localization algorithms with
the information obtained from sensors which are set on
the mobile robot, or by recognizing an artificial
landmark attached on the wall, or objects of the
environment as natural landmark in the indoor
environment. Several drawbacks about them have been
brought up. To compensate the drawbacks, a new
localization method that estimates the absolute position
of the mobile robot by using a fixed camera on the
ceiling in the corridor is proposed. And also, it can
improve the success rate for position estimation using
the proposed method, which calculates the real size of
an object. This scheme is not a relative localization,
which decreases the position error through algorithms
with noisy sensor data, but a kind of absolute
localization. The effectiveness of the proposed
localization scheme is demonstrated through the
experiments.

1. Introduction

By the end of the 21st century, robots may not be
strangers to us anymore. Compared with in recent years,
the useful range for robots has graduaily spread to a
wide variety of areas. Mobile robots are especially being
used as a substitute for humans in inhospitable
environments or to do simple work that is either in or
outside. In addition, they are used for investigating
planets in space[l]. In such a mobile robot system,
getting exact information on its current position is very
important.

The mobile robot mainly calculates its position with
the data acquired from a rotary encoder which is
connected to the wheel, and from a gyroscope sensor,
but it couldn’t perceive the correct position because of
slippage, a rough surface, and sensor error such as
gyroscope drift. Many solutions have been proposed to
overcome these unavoidable errors. For example some
researchers presented a method that estimates the current
position by applying information obtained by a rotary
encoder and an ultrasonic sensor by applying an
EKF(extended Kalman filter)[2-3]. And a researcher

updated the positioning of mobile robots by fusing data
from multi-sensors such as magnetic compasses,
gyroscopes, rotary encoders with the EKF[4]. These
methods need much calculation for a mobile robot to
perform a task, which results in a sharp drop in the total
system efficiency. Another disadvantage is a great
localization uncertainty which is the result of the
statistical error accumulated from sensors and control
over long distances.

Contrary to the methods mentioned above, which
intended to reduce the position error with relative
positioning sensors, the following method provides an
absolute position regardless of the distance moved and
working time of a mobile robot. And some researchers
presented a method that estimates the position of a robot
through geometric calculation, after it recognizes a
landmark{5-6]. Even though a CCD camera set on a
robot is used for avoiding obstacles and tracking objects
and so on, in these methods, the camera system was
consumed unnecessarily for a robot to search and
recognize the exact landmark. Another way that is
presented for a robot equipped with a CCD camera,
estimates its position by recognizing a characteristic
topography or an object, and compares it with the model
image saved in advance[8]. In general, we have utilized
some feature points such as a wall or a comer as
landmark in the workspace. However it has low
confidence in recognition and requires much calculation.
Therefore, its disadvantage is noticed that the processing
speed of the system is low.

Server PC
Pentium {11
650MH2z

=

Videa Receiver E[:L
oss LAN

Wire-less LA Server

. - Robot
The height // positon
pf camera Client

k

Corridor

Fig. 1. Basic model.
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In this paper, to overcome these problems we propose
a new localization method as illustrated in Fig. 1. A
camera installed on the ceiling of the corridor is utilized
for the localization of the mobile robot. The system
compensates for robot positioning by means of the
following sequence.

First, the system recognizes whether it is a moving
robot or not, with a CCD camera. Secondly, if the object
is a moving robot, the system obtains the position of the
robot. Finally, the system transmits the position data to
the robot for the localization.

2. Object segmentation through image
process
|
Reference l Difference Binary
Image —l Image Image
+ fz\ Morphological Labeling
=/ Process
Input T
Image l
Object
Segm::tation | ContourSet
Image

Fig. 2. Object segmentation model.

We extract moving objects using the difference image
which is obtained as the difference between an input
image, which is being inputted consecutively, and a
reference image, which is captured and stored in
advance.

2.1 Image pre-processing

In this paper, we applied a Gaussian mask with the
nine pixels for removing illumination dependent image
noises, and selected a modular image to shorten the
processing time. In this paper, we have used modular
four images which have 160 x 120 pixels for an image.

2.2 Filtering and labeling

In this paper, a filtering method that has been used
widely, a morphological filtering method is adopted.
Through Labeling, we can separate objects and search
for their features using labels [9].

2.3 Reference image modification

In order to extract a moving object in a dynamic
environment correctly, the reference image needs to be
updated dynamically instead of keeping the initial
reference image.

n
Mask Mask Image Ck
— Generator

Reference

M
Input
Image X Image
rog of
[/( @ @ Ij‘ Buffer ! 5!

Fig. 3. Updating the reference image.

Contour Set

In Fig. 3, 1/ is an updated reference image that will
be used for the next frame. Also, a mask image u; is
represented as follows:

Ml:l:{l i (x,y) Eg} (1)
0 otherwise

This new reference image can be represented as,
I =M1+ M, @)

(c) M i [f—x _
Fig. 4. Update process of background image.

@ 17

3. Transformation from image coordinates
to real coordinates

We obtain the distance between camera and object
using a single camera so that, such distance can be
represented as real coordinates[8].

As shown in Fig. 5, the solid square border in the
center has a screen image for a mobile robot. This image
is projection of the mobile robot on the corridor, which
is in real three dimensions. Here, we can transform from
the image coordinates to real coordinates to obtain the
location of the robot.

(Xup Vi) ;

SCREEN IMAGE /@ _
7
P

2 length

('xballom’ Vi bollom) )C[ ;
ength

L | I
r Y length I Y blind }

Fig. 5. Modeling for the correspondence between 2D
image and 3D coordinates.

o = tan (Zrety ()
Ybiind
ﬂ — tan_l( xlenglh ) (4)

Y blind + Y length

y=a-6 (5)
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where g _ 101 Zlength )
Yblind + ylenglh
The screen image is described in detail as Fig. 6.

screen,
(160 pixel)
120 pitel ‘
(P> Proson) Windowed
A Wi
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screep | . japmg P Prigs)
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1 pire! 1
—80 pixel —1pixel|0 pixel  +79 pixel
\

Fig. 6. Screen image.

The real coordinates of the robot center on the floor,

(xmb()l _ position > ymhol _ position ) ’ can be Calculated as fOllOWS
Py oo 6
Yiiom = Ziong* @0[O0° = @)+ x (222 ©
screen)

The y-axis center of the robot can be obtained as,
Yot _posiion = Voouom + (L12) (M
where L is width of the robot. And,

2 )
¥ % tan ﬂ( p.r.bmmm) (8)

screen,

robot _ position ™ yml)m_/m,\'/’lmn

4. Feature extraction
4.1 Height and width of an object

we can obtain the height and width of the robot using
geometric analysis.

Z length

X iam > ¥ horom )

Fig. 7. Height measurement using a camera.

As shown in Fig. 7, the distance y, from the lowest

coordinates of the object to the origin is calculated using
ylm//um in Eq(6) aS,

yl = y/)orlom - O (9)
where O represents the origin.
In the same manner, y,, can be calculated from

Eq.(6) by replacing y, ~~as y, and p

y.bottom

S Pv.mp .

Therefore, the distance y, from the highest
coordinates of the object to V0 1S calculated as,

y2:yzop_yhotlom' (10)

When the coordinates, y and y, are obtained, the

height OBJ of the robot can be calculated as,

height
_ Ziengn X Y2
height =
i+

from the similarity properties of triangles.

Following the same procedure, the width of the mobile
robot can be obtained as follows:

OBJ (11)

The real length length,, per pixel is calculated as

pixel
follow:
length ;= OBJ ... (P, ... = P, poson) - (12)

height

Then, the width, OBJ,,, , of the object is calculated as
OBJ .y = length,m.»/ x (p,\.ngh! - p\./m) . (13)

4.2 Extraction of color information

To recognize the mobile robot, the height, width and
color information have been used for a neural network.
Since most color cameras used for acquiring digital
images utilize the RGB format, we get RGB values for
the object image. Each R, G, B values are represented as
8 bit data and the biggest value is 255.

5. Experiment and discussion

5.1 Mobile robot for experiment

Fig. 8. Ziro3. Fig. 9. IRL-202.

Two mobile robots shown in Fig. 8 and 9 were used
for experiment.

5.2 Object segmentation

ﬁﬂ ;}' 1% %
(a) Ref. Image (b) Input Image (c) Ext. Image

Fig. 10. Extraction of mobile robot image.

We extracted the images of robots, which were
navigating in corridor through the image processing.
The experimental results are shown in Fig. 10.

5.3 Recognition of a robot through neural
network

First of all, we need to exactly recognize an object to
estimate the exact position of the robot. To do this, we
have to decide whether an extracted object in the image
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is a robot or not. In this paper, for this purpose, a neural
network is utilized.
Table 1. Success rate of recognition

recognition by using only color recognition by using color
information information and size information
assification number of number of number of number of
Object trials success trials success
IRL-2002 40 30 40 35
Ziro3 40 32 40 38
People 20 12 20 18

As shown in Table 1, with the size information, the
success rate was improved a lot.

5.4 Acquisition of a Robot position and results
of experiments

when a mobile robot was driven 10m forward,
experimental results are shown in Fig. 11. Using only an
encoder sensor and the kinematics of the mobile
robot[7], there exists an approximately 40cm deflection
along the x axis. However using our scheme, the robot
trajectory was very similar to the center course of a

driven corridor as seen in Fig. 11.
The width of the
corridor(212cm)

R

o [ S B
Distance

w0 (1000cm)
a0
00
200
100 . -
I T R TR TR
» Proposed The method by only

method encoder data.

Fig. 11. Motion trajectory of a robot.

The error by the proposed method is shown in Table 2.
Table 2. Position error

Average
Distance Maximum error Minimum error
Axis error
from camera (cm) (cm)
(cm)
X axis error 0.5729 0.2006 0.4195
3m
Y axis error 2.5828 0.1250 1.7061
X axis error 2.3858 0.3178 1.1751
4m
Y axis error 4.833 0.3639 3.0734

As shown in Table 2, the further the robot moved
from the camera, the greater the error became in real
coordinates. The cause of error in the x axis is
proportional to the distance, which is influenced by the
f angle and the real distance which gradually increased.
Consequently, in the limited camera view area, the exact
robot position is recognized accurately without missing
the robot.

6. Conclusion

In this paper, a new localization method with a fixed

camera is proposed, which utilizes the external
monitoring camera information under the indoor
environment. When a mobile robot is moving the
corridor, it helps the localization of robot by estimating
the current position through the geometric analysis of
the mobile robot image. The exact position of the mobile
robot was obtained and demonstrated to be correct by
the real experiments. And through the experiments, the
advantages and efficiency of the proposed method are
demonstrated illustratively.

For a future research topic, an efficient image
processing scheme is necessary to improve and reduce
the absolute error.
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Abstract

In the following paper we present an implementation
of distributed control system based on message passing.
Such a system was applied in our laboratory to control
an indoor mobile robot.

The system has a distributed architecture: the task
of intelligent robot control is partitioned into sev-
eral subtasks exchanging data and synchronizing them-
selves through messages and message queues. This ar-
chitecture allows all control subtasks to be run simul-
taneously on different. but connected via LAN, com-
puters.

Message passing parts of the system are based on
omniORB CORBA implementation,[1]. for which some
C++ wrapper classes weve created. C++ wrapper
classes simplify a process of system design, hiding all
network related details inside their source code. Thus,
all networking in the system is done on the omniORB
level, but it is visible as a use of standard C++ classes.
For the message passing a simple client-server model is
proposed. This model requires an instance of CORBA
naming service to be active. In our case we use
omniNames application as a naming service.

1 Introduction

The intelligent robot control require several difficult
and computationally intensive tasks to be solved in a
short time. Most of these tasks, like visual data pro-
cessing. speech processing. navigation, planning. etc.,
require large number of resources. More over, some of
the tasks require different hardware devices (cameras,
sensors, and sound devices in example) to communi-
cate with at the same time. So, it is very difficult to
stay within resources limits when implementing robot
control system based only on one computer. It is also
difficult to deal with different hardware devices simul-
taneously in this case. To assure enough resources and
computing power the intelligent robot control system
must have a distributed architecture.

In this paper we concern some issues connected
with a distributed system implementation. In [2] mo-

bile robot control system has been seen as a system
composed of several tasks achieving certain behaviors.
Some remarks about parallel processing and distributed
architecture were discussed in [3] and [4].

The crucial part in our distributed control system
design is networking (i.e. data exchange and process
synchronization). There are some standard approaches
to tackle this subject, [5]. In our case we decided to
develop a system, which is based on message passing
mechanism.  The main concept of the system is de-
scribed in the section 2.1. Sections 2.2 and 2.3 gives
some details about system implementation. An exam-
ple of a distributed control system is discussed in the
section 3. Conclusions are given in the last section of
this paper.

2 Distributed robot control system
2.1 Main concept

The main concept of our implementation is a con-
cept of a message queue. The message queue is a place,
where messages can be stored, and where messages can
be retrieved from. So, in our implementation each mod-
ule of the control system must have at least one instance
of MsgQueue class. The instance of this class keeps mes-
sages inside a priority queue and provides methods to
operate on them locally (in fact, the priority queue is
an array of four queues of different priorities). The
class is thread safe and may notify application (throngh
events) about new messages in a queue (see Fig. 1).
The PutMsg () method can be called remotely from the
other applications, but this must be done through C++
wrapped CORBA classes. The MsgQueue class can be
described shortly as follows:

To store a message in a priority queue PutMsg()
method is used. The messages can be retrieved from
a priority queue with the use of one of three "get”
methods: GetMessage(), GetMessage (timeout), and
GetIdleMsg(). GetMessage() simply retrieves the
highest priority message from the queue. The time-
out parameter in GetMessage() tells, how long the
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method should wait, if the priority queue is empty.
GetIdleMsg() retrieves other than highest priority
message from the queue. It should be used by the
thread operating on instance of MsgQueue in order to
avoid message starvation. All "get” methods retrieve
messages by returning pointers to them (messages are
stored in the queues). After use messages must be re-
moved from a memory by the call to its destructor (ap-
plication must take care about memory freeing). For
events handling GetReceiveEvent () method is used.

MsgQueue

# msgQueues(]
# csLock
- non_empty_queue

+ PutMsg()
+ GetMessage()
+ GetMessage(timeout)
+ GetldleMsg()
+ Size()
+ IsEmpty()
+ Clear()
+ GetReceivelvent()

Figure 1: MsgQueue class

2.2 Idea of asynchronous message passing

The asynchronous message passing was invented ac-
cording to the following idea:

There are several application running simultane-
ously on different computers (but not necessary). Each
application can receive, or send, or receive and send
data. The data are transfered between applications in
form of messages. The message consist of: a header
and a raw data field. The header specify the category
of the message and the message’s type. The raw data
bits include encoded data (optionally).

In a given application all incoming messages are
stored in a priority queue. Each message stored must be
“processed” by a message reading thread. This thread
reads messages from a queue and removes them when
processed. The message reading thread runs in a pas-
sive waiting mode. It means that the thread is asleep
if there is no messages in the queue. When a message
arrive, the thread wakes up and do processing.

The priority queue is assign to the queue server
which works as a receiving part of one-way commu-
nication channel. To create a communication channel
between two applications at least one queue server and
one queue client must exist (not necessary in two appli-
cation). But in general one queue server can communi-
cate with several queue clients which work as sending
parts of one-way communication channels.

If a message broadcasting between different applica-
tions is expected, one of the applications should imple-
ment a router server. Router server provides methods
for applications registering, which are accessible trough
the calls of corresponding methods in router clients. It
is allowed to create several router clients in the messag-

ing system, but the system must have only one router
server.

Router server is assigned to the one of queue servers.
This special queue server can not be distinguish from
the other queue servers by the queue clients. Each mes-
sage sent to the queue server will be broadcast by the
router server assigned. This is a user duty to design a
messaging system, in which a special queue server will
play its role correctly. In general, the messaging system
can have many router servers (but usually it has one).

Router server is visible to the applications only
through the methods of corresponding router clients.
These methods allows to register any given queue server
(message receiver) for receiving messages of a given
type.

2.3 Distributed queues in CORBA

In the presented idea of a system the following meth-
ods were design to be available remotely: PutMsg()
(which should put the message in a queue), and
Register (), Unregister (), UnregisterAll() (which
should inform a router about routing scheme).

In the standard implementation of distributed ap-
plication with CORBA, [6] all starts with inter-
faces definitions in IDL. We declared two inter-
faces: MsgQueueInterface with PutMsg() method and
RouterInterface with registering methods. The IDL
specification of these interfaces was following:

#ifndef __MESSAGING_IDL_

#define __MESSAGING_IDL__
typedef sequence<octet> SeqData;

interface MsgQueueInterface {
oneway void PutMsg(in long uID, in long flags,

in long param, in SegData data);};

interface RouterInterface {
oneway void Register(in string cname,
in octet category, in octet ioFlag);
oneway void UnRegisterAll(in string cname);
oneway void UnRegister(in string cname,
in octet category);};
#endif

After IDL to C++ compilation, we got set of
CORBA classes with skeletons and stubs. These classes
were bases for our C++ classes that wrapped all
CORBA stuff.

MsgQueueServer is a C++ wrapper of CORBA class
working as a queue server (implementing skeleton for
MsgQueueInterface). This class has a unique name
and instance of the MsgQueue assigned with it. The as-
signment of a MsgQueue causes that remote PutMsg()
call (issued by the corresponding MsgQueueClient) re-
sults in a call of PutMsg() of the MsgQueue.

MsgQueueServer’s PutMsg() method is available re-
motely for the other applications trough the corre-
sponding clients methods calls after registering to the
NameService with server’s name. The registering is
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Figure 2: Example

done in the PublishMethods (). RejectMethods () un-
registers a queue server and blocks all remote calls
of the server’s PutMsg(). For implementation com-
pleteness MsgQueueServer is equipped with a local ver-
sion of PutMsg() method (which is a direct call to the
PutMsg() of the MsgQueue assigned.)

MsgQwRouterServer is a subclass of the
MsgQueueServer class which, apart from a name
and a reference to the MsgQueue, it keeps also a
reference to the RouterServer. MsgQwRouterServer
works similarly to MsgQueueServer. The only differ-
ence is that a call of PutMsg() of the MsgQueue is
followed by the call of BroadMsg() of the associated
RouterServer.

MsgQueueClient is a C++ wrapper of CORBA
class working as a queue client (implementing stub
for MsgQueuelnterface). It provides PutMsg()
method which is a remote call of the corresponding
MsgQueueServer’s method. Both MsgQueueClient and
corresponding MsgQueueServer must have the same
name assigned. If there is no MsgQueueServer regis-
tered in the NameService with name that match the
name of the MsgQueueClient, the PutMsg() can not
succeed. In such a case the return value of that call is
0 (1 otherwise).

RouterServer and RouterClient are C++
wrappers of CORBA classes working, respec-
tively, as a router server (implementing skeleton
for RouterInterface) and as a router client (imple-
menting stub for RouterInterface).

RouterServer can be registered and unregistered
to the NameService, similarly as MsgQueueServer

(server and its clients must have the same name).
PublishMethods() makes RouterServer’s meth-
ods Register(), Unregister(), UnregisterAll()
available for RouterClients, RejectMethods()
blocks them. For implementation completeness
RouterServer is equipped with local versions of
these three methods. Additionally it has BroadMsg()
method. This method is used to broad directly a given
message to all MsgQueueServers already registered
in RouterServer by the RouterClients. For a
normal work RouterServer should be assigned to the
distinguished queue server (MsgQwRServer).

RouterClient is used for registering
MsgQueueServers to the RouterServer. The reg-
istering is done trough the use of RouterClient
methods Register() and Unregister() (which are
remote calls of corresponding router server methods).
These two methods require some parameters. One
of them is a name of existing MsgQueueServer (not
necessary in the same application) that is registered
to the NameService. After Register() call, the
RouterServer will receive the notification describing
the type of messages that a MsgQueueServer with a
given name is “interested in”. This causes the creation
of a MsgQueueClient with a given name by the
RouterServer (if such a client does not exist yet) and
message broadcasting according to the specification in
parameters (if a new message will be received by the
MsgQwRServer).

NameService is an application that implements
CORBA naming service, [7]. This application regis-
ters objects with names in a tree-like structure, and,
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on request, provides references to these objects. The
references are required for accessing objects remotely
in order to call their methods. We used omniNames
application (from omniORB) as a naming service.
In our case all names of registered objects follows
the scheme: test.queue_context/‘‘name’’.0bject,
where ‘‘name’’ stands for a MsgQueueServer’s, or
MsgQwRouterServer’s, or RouterServer’s name.

3 An example of distributed system im-
plementation

In the figure 2 an example of distributed system is
presented. This system consists of three distributed
applications: Appl, App2, and App3. All three can
exchange data, but:

e Appl can work as a listener only. It
has MsgQueueServer that serves PutMsg() method
to the other applications.  This server is regis-
tered in NameService as "Quel”. Appl has also
RouterClient. This client connects to RouterServer
(which is registered in NameService with a name
"Router”) and registers "Quel” as a listener of mes-
sages of specified type.

e App2 can work as a listener and sender as well.
It has MsgQueueServer serving PutMsg(), registered
in NameService with a name ”"Que2” (listener). It
has two MsgQueueClients (senders) - one for send-
ing messages to the MsgQwRServer registered in the
NameService as "Que3” (which is a queue server with
a RouterServer); - second for sending messages to
the MsgQueueServer registered in the NameService as
"Quel”. The RouterClient in App2 plays a sim-
ilar role as a RouterClient in Appl. It informs
RouterServer about the types of messages ”Que2” is
interested to receive.

e App3 has MsgQuRServer - this server works as a
message listener and distributor. It is registered in the
NameService with a name ”"Que3”. MsgQueueServer,
apart from working as a queue server (i.e. stor-
ing incoming messages in a message queue), keeps
the reference to the RouterServer. Each time the
PutMsg() of MsgQwRServer is called, the BroadMsg()
of RouterServer is also called (this is done inside
PutMsg()). Messages are broadcast then to all reg-
istered listeners in the router. It is done by calling
PutMsg() method of MsgQueueClients. In the exam-
ple there are two such clients. One was constructed for
"Quel”, second for "Que2”.

4 Conclusion

We have shown that with the aid of CORBA and
C++ wrapper classes process of distributed system de-
sign can be a matter of its decomposition. Independent
system’s modules can be spread over the LAN, and a

system designer does not need to know, how the net-
working is done. The system designer duty is to create
an algorithm that will control whole system based on
messages.

The main concept of presented implementation is a
concept of a message queue. The queue stores incom-
ing messages and provides methods for retrieving them.
Each message can be interpreted as a command, which
can carry some arguments. C++ classes described pro-
vides sources for clients and servers that are used for
communication (message passing and message routing).

We have tested a message passing based distributed
control system on our mobile robot (see [8] for robot
details). We have seen that presented idea suits well for
distributed robot control task. The limitation of the
system are connected with the capacity of the network.
Thus, the message passing based system does not work
well, if messages are used to carry a large amount of
data (like images). In one-way message implementation
it is possible to loose some messages, if their number
exceeds network capacity. This is an analogy to the
human perception system. If the number of messages
is too large, they are simply lost. Because messages are
sent only in one way, there is no confirmation about
message receiving. But the confirmation can be always
created, if needed, as a new one-way message from a
receiver.
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Abstract

The control system of a mobile robot has a num-
ber of real-time issues to deal with in order to op-
erate: motion control, mapping, localization, path
planning, sensor processing, etc. Intelligent reason-
ing, task-oriented behaviors, human-robot interfaces
and communications add more tasks to be solved.
This naturally leads to a complex hierarchical con-
trol system where various tasks have to be handled
concurrently. Many low-level tasks can be handled
by robot’s onboard (host) computer. But other tasks,
such as speech recognition or robot vision processing,
are too computationally intensive for one computer
to process. In this case it is better to consider dis-
tribute design for the control system in networked
environments. In order to achieve maximum use of
the the distributed environment it is important to
design the distributed system and its communication
mechanisms in effective and flexible way.

The paper describes our approach to designing and
implementing the distributed control system for in-
telligent mobile robot. We present our implementa-
tion of the distributed control system for prototype
mobile robot. We focus our discussion on the system
architecture, distributed communication mechanisms
and distributed robot control.

Keywords: mobile robot, control, software agents,
distributed computing

1 Introduction and discussion

Mobile robot controllers are rather complex sys-
tems that have to deal in real-time with a num-
ber of tasks in order to allow the robot to operate
autonomously. These tasks include motion control,
sensing, planning, navigation, etc. The robot con-
trollers are usually designed as modular and hierar-

chical systems. This makes it easier to realize com-
plex system functions using a composition of more
simple task-oriented modules. There is a vast lit-
erature on designing mobile robot control architec-
tures [1, 3, 4, 5]. A number of mobile robot controllers
were successfully implemented using these architec-
tures [2, 5].

If the mobile robots are to perform useful tasks
in open environments their controllers should be
provided with more intelligent features like natu-
ral human-robot interfaces: speech recognition, face
and sign recognition, and other ways of human-robot
interaction. The problem here is that algorithms
which may provide these features are usually very
computationally intensive. If these high-level pro-
grams run on the same computer which also handles
low-level control and sensing then they will worsen
the response time of critical system components and
will run slowly themselves. To avoid this bottle-
neck the control system can be implemented as a dis-
tributed one using a number of computers connected
by the network. Then the computationally intensive
tasks may run on separate computers. Other ben-
eficial features of distributed architecture are open-
ness, dynamical extensibility and mobility [6]. For
mobile robots the computational intensive tasks can
run on stationary off-board computers thus extend-
ing robot’s battery life or even providing their ser-
vices to a group of robots. Distributed approach to
robot control was used, for example, in [7] to achieve
minimum response in critical situations.

This paper reports our approach to designing and
implementing distributed networked control system
for intelligent mobile robot. We present our imple-
mentation of distributed control system for our proto-
type mobile robot. The control system of our robot
consists of three computers connected to the high-
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speed 100MBps network. Distributed design of the
control system allows us to share computational load
evenly between available computers to achieve max-
imum system performance. We discuss the system
architecture, distributed communication mechanisms
and robot control approaches in the following sec-
tions.

2 Control system architecture

From the general point of view our system archi-
tecture follows well established structure [2, 5]. There
are two levels of control build one on the top of the
other: hardware control level and robot control level
(Fig 1). The hardware control level includes a set of
procedures for controlling robot hardware: motors,
encoders, sensors, pan-tilt-zoom cameras, etc. On
this level all hardware-specific control issues are re-
solved and presented to the higher level in form of
abstract robot state. Motor input voltages are repre-
sented by desired velocities, encoder pulses are pro-
cessed to reflect current robot velocity and odometry
statuses, ultrasonic sensor readings are filtered and
SO on.

The robot control level includes procedures for
dealing with higher level control issues from motion
control and sensor data interpretation to navigation,
planning and intelligent interfaces. To reduce the
complexity, these procedures are realized as a set
of task-specific separate modules (components) that
share the information and services with others. On
this level the hardware control level is represented as
a server component that shares with other modules
the information about current robot state and set
of commands to control this state. In conventional
control system implementations the components of
the robot control level are closely integrated between
each other to establish coordinated basis for robot
control.

In case of distributed networked system there are
several issues that have to be addressed. The tight
coupling between robot control modules is no longer
possible. The components of robot control system
may be executing on different computers and will not
have access to the internal information of the others.
So, the distributed implementation should allow the
lose coupling between system components where the
information is exchanged only through communica-
tion mechanisms. These communication mechanisms
should be flexible enough to enable different commu-
nication strategies between system components such
as broadcasting, one-to-one or one-to-many (server-
client) connections. In our system we achieve loose
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Figure 1: Distributed system architecture.

coupling and flexible communication mechanisms by
using CORBA open distributed object architecture.

The distributed components and communication
protocols also need to support resource sharing and
fast system response in case of emergencies. Resource
sharing is needed to handle situations when several
modules compete for a single resource, for example
to control robot motions or to move rotating camera.
In our system we use queues, locking and priorities
to deal with these problems.

3 Communication mechanisms

In this section we discuss the communication
mechanisms which we used to implement loosely cou-
pled distributed system with different communication
strategies. In our system we use Common Object
Request Broker Architecture (CORBA) architecture
and infrastructure to link distributed modules of the
control system together. This architecture is vendor
and platform independent and can be used in a va-
riety of areas including real-time applications. We
used omniORB free implementation of CORBA.

In our system we have two levels of communica-
tions between our modules: object level and messag-
ing level.

The object level allows a component to export its
procedures and data to the the networked environ-
ment. Other system modules access exported pro-
cedures and data through module’s CORBA object.
This makes system architecture open and easy to ex-
tend. For example, the robot controller component
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uses object communication level to export low-level
motor control routines, encoder and sensor readings.
So another more specialized robot controller can be
developed and included into the system without hav-
ing to deal with hardware issues. The object com-
munication level is used only when tighter coupling
between system modules is required.

The greater extent of information exchange is per-
formed on the messaging communication level. The
system components are encouraged to use messaging
level because it is more flexible. The modules on this
level communicate by exchanging messages. Each
message consists of the header and message data.
The message header includes information about mes-
sage context (category), message identifier, message
recipient or sender, message priority, message marker.
This information allows system communication algo-
rithms to handle messages more efficiently keeping
network use to the minimum. Figure 2 shows dis-
tributed communication architecture that are avail-
able to the module.

Messages are delivered to the modules with the
help of queues and routers (see Fig. 2). Queues are
used to receive the incoming messages and sort them
according to their priority for later extraction and
processing by the component. The routers provide
configurable message broadcasting in case of many
recipients. Queues and routers are exposed to the
distributed network environment through the corre-
sponding CORBA objects. Each queue or router ob-
ject is given unique name identifier that is used by
CORBA libraries to locate the appropriate queue or
router on the network.

Queues receive messages from the other dis-
tributed components on network through their
CORBA queue object interfaces. The control system
component can have as many queues as needed. To

send a message to the corresponding queue the dis-
tributed component uses COBRA queue client. The
queue client uses CORBA object name service to lo-
cate the queue by its name on the network and puts
the message in it. A static one-to-one communication
channel between two components may be formed by
posting messages to the opposite queue object.

Routers in our system provide flexible message
broadcasting and dynamic one-to-one communica-
tion channels. For example, the broadcasting al-
lows to send updates of the robot state information
from robot controller to any number of system mod-
ules. Similar to the queues, the routers are exposed
to distributed network environment through CORBA
router objects that can be accessed by CORBA router
clients. The router object maintains dynamic register
of subscribed components that wish to receive mes-
sages from the component that owns the router.

The recipient component subscribes (using router
client) by sending the name of the queue object to
which it wishes to receive routed messages. After
subscription the component can also set up the set
of message filters which the router will use to se-
lect and/or discard outgoing messages based on the
message header information. The messages are de-
livered to the recipient queues by queue clients. The
router object uses CORBA libraries to check if the
subscribed modules are still running and in case of
conflicts updates the register accordingly. The mod-
ule may use all communication mechanisms or just
some of them depending on its purpose within the
control system.

There is also a problem of sharing component’s
resources. The modules can have resources (func-
tions, services or data) that cannot be accessed by
many modules simultaneously. To handle this prob-
lem modules use synchronization mechanisms to pro-
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vide correct sharing. In our system these synchro-
nization mechanisms include command queues, re-
quest queues and resource locking.

4 Robot control with distributed

components

Components in distributed system can operate
with little or no outside supervision. For, example,
the navigation or sensor interpretation module needs
only periodic updates of the robot state to update
their own state. Nevertheless, in order to operate as
integrated control system the collection of distributed
modules needs some form of central management. In
our system this management is provided by so-called
executive component.

The executive component integrates all distributed
components together: coordinates their work, allows
to program new robot actions and behaviors (we
call them activities), executes these activities in real-
time, etc. The executive communicates with other
modules on messaging level and uses message mes-
sage processing, event processing and threading li-
braries to perform its functions.

Robot activity programs utilize executive’s mes-
sage processing libraries to communicate with dis-
tributed system components and coordinate their
work. Activities can create new message queues,
subscribe for messages, use message filters and mes-
sage triggers to be notified when specific message ar-
rives. Event processing and threading libraries pro-
vide a framework for programming and executing
robot activities. The activities use these libraries to
sequence and coordinate their concurrent execution
in response to distributed component messages and
executive events. Executive events include timers,
message triggers, synchronization and activity status
signals, etc. Running activities can spawn child ac-
tivities that can execute sequentially or in parallel
with the parent activity. The executive component’s
kernel manages all interactions between described li-
braries and running activities. The executive kernel
also schedules all currently executing activities.

5 Conclusions

In this paper we present our implementation of
distributed control system. The distributed system
provides open and dynamic framework for realizing
mobile robot control and to share computational load
between available computers to achieve maximum
system performance. We focus our discussion on

the system architecture, distributed communication
mechanisms and distributed mobile robot control.
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Abstract

In this paper, we researched of the
environmental recognition in a mobile recognition
vehicle which our laboratory development. An
important subject which a mobile recognition
vehicle moves automatically is catching exactly
information which it is surrounded. It is important
that it is catching exactly information because of
present position, state and deciding future action.
Now using this mobile recognition vehicle, our
laboratory research various application, such as
mobile control and speech recognition. In this
research, using the CCD camera the mobile
recognition vehicle provided with, we research of
vision. It is many method for image procession of
rvehicle, in this research we performs image
segmentation method. About the image
segmentation method, gray scale of red, green and
blue are extracted from image. And then computer
calculate brightness signal, and it is the method of
performing image segmentation within the image.
This mobile recognition vehicle takes a image, and
this performs image segmentation. Using image
segmentation, the validity of a mobile recognition
vehicle is verified.
Keyword. mobile recognition vehicle; image
segmentation

1. Introduction

Now, a mobile recognition vehicle are researched
various region and an important subject which
that moves automatically is catching exactly
information which it is surrounded. It is important
that it is catching exactly information because of
present position, state and deciding future action.

That needs five wits, for example like eyes, ear,
and so on. Therefore in this paper, we used CCD
camera which changes men’s eyes and that gets
information. Using basic image processing to
origin for the image is obtained from a CCD
camera, we verify the validity of a mobile
recognition vehicle.

2. Image Segmentation

In this paper, we performed image segmentation
method for image processing to origin for the
image is obtained from a mobile recognition
vehicle. This method has advantage because
information can be used as it is for use color image.
2.1. Conversion of Color Image

we abstract the data of three pixels (red(R),
green(G) and blue(B)) from the color image. There
are used, we calculat six value which are
lightness(L), hue(H), saturation(S),brightness
signal(S) and color-difference signall and Q).
Their equations show (1).

T=R+G+B
, 0.7R-0.59G-0.11B
—0.3R-0.59G +0.89B

S=1(0.7R +0.59G+0.11B +(0.3R +0.59G +0.11B}
Y =029R +0.587G +0.144B
I=0.7R-0.55G—0.11B )
Q=-03R—-0.59G+0.89B

H=tan"

2.2. Histogram

Using nine attributes included red, blue and
green, we make each histogram. If this histogram
is single peaked (the number of hill is one) (Fig.1
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histogram

(a) single peaked

histogram

(b) double peaked

Fig.1 histogram

(a)), we consider that this image have the number
of region is one. But this histogram is double
peaked (the number of hill is two or more)
(Fig.1(b)), we consider that this image have the
number of region is two or more, and we can
perform image segmentation.
2.3. Method of deciding the threshold

It is necessary where we decide the threshold in
histogram when we perform image segmentation.
Fundamentally when we decide the threshold, we
perform by hand. But it is not to decide by hand
because a mobile recognition vehicle always act.
Therefore it is necessary that it decide threshold
automatically The method is used the
discriminant analyzing method for it decide
threshold automatically. This method divide
region between body and background, and it can
decide threshold for single peaked. As the method
of deciding threshold, it calculates using
distribution of an overall pixel. And this method is
good to divide brightness signal such as
binarization. However, as seen and show in Fig. 2,
threshold may be appear inside of a hill. As for the
image segmentation method, it is though that it is
desirable that threshold is made inside of a valley.
Therefore we can not this method in case. In this
paper, we perform following procedure in order to
decided threshold. At first, it decides the standard,
which divide a hill or valley. The standard is
average which divide the gray level into the total
number of pixels. If there is a histogram up the
standard, this part is hill. On the other hand, if

threshold

e

Fig.2 discriminant analyzing method

local maximal

value \

average
local minimal (standard)
value

At

oo ! |

i E i threshold i

L | !

i1 valley | i

Pt—Pi < g

hill hill

Fig3 method of deciding threshold

there is a histogram under the standard, this part
is valley. At this time, it discovers the local
maximal value is discovered in the part of hill and
the local minimal value in the valley. And it
considers the gray level which takes this local
minimal value is the threshold. This situation is
shown in Fig.3.

However in case that there are three or more
hills (Fig.4), two or three local maximal value and
local minimal value exist. As threshold exist only
one, , we perform the following procedure in this
case. Once again, it calculates average, and it
calculates hill and valley, and it calculates local
maximal value local minimal value. Next it
calculate slope of a straight line which is made up
of local maximal value and local minimal value. It
looks for the largest slope in all them, and it
considers that the gray level which takes this local
minimal value which makes this straight line is
threshold. Because generally it selects hill which a
peak is high or width is narrow in image
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straight line

selected line

Fig.4 alot of hill

segmentation. Therefore in this case, if a straight
line is drawn from peak to valley, it think that
slope is large. Such reason, we used this method.
And when it selects histogram of double peaked, it
looks for the largest slope in all histogram. And it
selects histogram which have largest slope.
2.4 Morphological Operators

When it makes histogram, it is ideal to beautiful
line. But really it can not draw it. And so if it looks
for hill using that method, it finds a large number
of hills. Therefore we used Morphological
Operators in order to prevent this. This equation
shows below.

dilation : lf ®g* kx) = ma)Pg{f(x +u)+g(u)}

erosion - [f og® kx)= mi(r}l{f (x+u)-g()}
opening : f, (x)= [(f © gS)EB gkx)
closing:f, (x)= [(f ® gs)@ gkx)
In this paper, we used Closing of Morphological
Operators. This method fills a valley of.a signal
narrower than the specified width. Using this

method shows Fig.5. We appreciate that parts of a
large of number valleys are decrease.

()

3.Experiment
3.1. Outline of vehicle

The mobile recognition vehicle used by this
research is what was developed uniquely at our
laboratory, and experimented using this. Fig.6 is
showed its diagrammatic illustration Fig.6. The

original Histogram

"” == closing Histogram

Fig.5 closing

size of this vehicle is length 440[mm], width
500[mm], and height 1300[mm], it has six ultra
sonic sensors. And the vehicle has two CCD
cameras. But this research we used only one came.
3.2 Experiment Method

In this research, we experimented image
segmentation using image which this vehicle takes
a for fundamental experiment. At the first, this
vehicle takes a image using CCD camera. Using
this image, it makes histogram of each attribute.
After it makes histogram, using Closing of
Morphology operators, it performs removal of
small valleys, integration of a peak and separation,
and it makes new histogram. From the histogram
calculated, it distinguishes whether this is single
peaked or double peaked. If all histograms are
single peaked, it finishes image segmentation at
this point of time. But if it exist one or more
histogram of double peaked, it distinguishes best
effect for dividing a image. From histogram of
double peaked, it calculates local maximal value
and local minimal value and it used them, it

CCD
camera

Fig.6 mobile recognition vehicle
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calculates slope. This method performs all
histogram of double peaked, it selects the largest
slope them. From selected histogram, it decides
threshold, and divides into a larger thing and a
smaller thing than it. Moreover, when it performs
image segmentation, noise occurs more or less.
Therefore it performs smoothing after it performed
image segmentation. And it continues this method
until all histograms become single peaked.
3.3. Experiment Result

In Morphological operators, g (x) is delta
function. It shows Fig.7 the original image which
mobile recognition vehicle obtained. From this
image, it obtain information of red, green, and blue,
and it made histogram. It performs image
segmentation. It shows left side of Fig.8 image
segmentation. This shows that selected region is
white, not selected region black. And from part of
selected region, it draws white from the part
considered to be a boundary. Also it performs
smoothing in this time. It shows right side of Fig.8
image of this processing performed. Moreover, it
performs image segmentation sequentially from
the top. From Fig.8, we understand condition that
it performed the image segmentation.

4. Conclusion

In this paper, we have ascertained validity of the
automatic method of deciding threshold and the
image segmentation in a mobile recognition
vehicle. As a future task, when we perform image
segmentation, it performs often a lot of image
segmentation. We do not know causation why it
performs now. So we consider that, we will make
algorithm. And in this research, we perform image
segmentation only. So it can not know which
obtained region is obstacle or not.
Therefore we consider that we will make algorithm
that mobile recognition vehicle know obstacle
using image obtained image segmentation.
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Abstract

This paper deals with the control problem of the clectric
vehicle, using Pulse-Width-Modulation cssentially a  rapid
switching on and oft to vary the speed of the electric vehicle, in
order to drive it to a given initial goal x-position at right angle
from a given configuration. Where the speed is proportional to
the pulse width modulation frequency. With the PWM the
speed profile of the vehicle can be controlled by changing the

rate at which “steps ™ are scent to the motor; so that the motor

can be accelerated until some speed or position and then the
control system change for instance from acceleration to
constant speed and from constant speed to deceleration
operation with a peak speed at about position 1500. The
experimental test ascertains the merits of the proposed method
and a satisfactory result have been obtained.

Key Words: Pulse-width-modulation, speed

1. Introduction

In these recent years, the control of the autonomous mobile
system has become the focus of many rescarchers due to their
importance in certain situation or places such as hospital, or
helping the handicapped or elderly persons. The success of the
application of autonomous vehicle b . achieving a good control
cffect presents many challenging control problem duc to the
nonlincar dynamic of the vehicle and its ditficulties of
modeling the environment and its interaction with the vehicle.
To solve this problem, two approaches are often used:
Quantitative approach (known as conventional onc) based on
analytic model of the controlled system.

Qualitative approach based on the human reasoning and

learning algorithms. The first approach includes a certain
number of methods as adaptive control, robust robot control,
optimal control ctc. It is effective when the system can be
represented by an analytic model. However such representation
becomes difticult when it concerns very complex system. The
second approach allows to bridge the problem of the
modelisation and it concerns the neural network and fuzzy
control. In the ficld of the control of autonomous vehicle, many

papers have been reported. Robust and nonlinear control

3) -
. Neuro-tuzzy

strategies have been used with some success :
control for autonomous underwater vehicle ' . an explicit force
control scheme tor underwater vehicle 7), adaptive control of
underwater vechicle manipulator systems * have been also
reported. Our purpose in this paper is to make the vehicle arrive
to a given goal x-position at right angle starting from a given
initial configuration by controlling the speed of the vehicle. By
using the pulse width modulation, the speed profile of the
vehicle can be controlled by changing the rate at which “steps™
arce sent to the motor. So that the speed which is proportional to
the PWM frequency can vary from acccleration to constant
speed and from constant speed to deceleration operation in

order to generate a good control trajectory to the vehicle.

2. The overview of the electric vehicle

The vehicle mark = AN SHAY 7 is a single rear-wheel
drive; electrically powered road-vehicle produced by Daihatsu
Company. The manual operator of the electric vehicle is the
same as for any road vehicle. The vehicle has been retrofitted

so that the brake and accelerator pedals. steering wheel and
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aear can be operated by computer: because of the nature of the
retrofit, the computer must control the vehicle without having
direct access to the steering mechanism, drive motor, or

transmission of the vehicle. That is to say, the computer must

control the vehicle in the same manner as a human being would.

A toggle switch located next to the steering wheel is used to
change between manual and computer control. For emergencies
or to disable the retrofit motors a red locking stop button is
located on the right hand side of the dashboard. The computer
located in the trunk-space is able to control: Two DC stepper
motors and one AC servomotor, the two DC stepper motors arce
used to control the brake pedals (to pull it down and release)
and tension the accelerator cable, while the AC servomotor is
used to steer the wheel direction trom left to right or vice-versa.
The computer is used also for gear-changes using relays; while
the speed feedback is obtained from an encoder fitted to the
rear-axle. Others items which were added to the vehicle include
a CCD camcra with pan/tilt capability mounted on the roof for
road location, a Liquid Crystal Display (LL-TI1510A) touch
panel mounted to the left of the steering wheel for road display.
Four ultrasonic sensors located at bumper level, two at the front
and two behind and four additional Liquid Emitted Diode
(LEDs) placed at the dashboard. To control the car, there arc two
computers mounted in the trunk. These PCs are connected to
the hardware via controller cards (l/O, stepper motor,
servomotor drive, and frame grabber) and the serial port for
camera control. They also have Ethernet cards to facilitate
communication. The network message carries information
about the path line seen from one PC (which have access to the
frame grabber) to the PC responsible for controlling hardware.
All computers use windows 98 SE Japanese version as their
operating  system.  For development,  MSVS, and the
manufacturer supplied drivers are installed. The DC car

batteries supply all power

3. The mechanical properties of differential drives
In this paper, a pure differential drive mobile vehicle is
. 9y . .
considered . 1t is assume that the posture, it means that the

position and the orientation of the vehicle are known at cach

instant. The mechanical structure ot the electric vehicle (EV) is

shown in Figure 2 below.

YA

R ‘(:
Figure 1. Modeling of differential-drive of the vehicle

Where L is the base width of the vehicle and R is the radius of
the wheel. The kinematics of the vehicle can be described using
Figure 1. Posture p . and position p of the vehicle are

defined as in the Formula (1) below.

where (x .. 1) is the position of the center of the vehicle, and
6, is the heading angle with respect to absolute coordinates
( x, 1). Velocity vector is detined as shown in the formula (2),
where v is the translational velocity of the vehicle and @ s

the angular velocity with respect to the center of the electric

vehicle.
'Rt Il
\ b 1 l
v= = - =17 " L (2)
[0} 'R+‘L _l _I ‘R
5 L L

(2) gives the relation between velocity vector and the velocity
of the wheel. 17 and I'p . where 17 s the keft wheel and
Ppois the night w heel velocity. The  wvehicle  kinematics
associated with the Jacobean matrix and the velocity vector is

detined as (3).
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cosf .0
* 0

pe =|sinf. 0 =10, )5 (3)

0]
0 |
To get the exact vehicle position and orientation (3) should
satisty the following nonholonomic constraint.
L] [ )
xesmb . —y.cosf. =0 (4)
Which is equivalent to

z/\'t

= IunG(, (6)
c/,\‘(

meaning that the moving direction at every instant is the same
as the heading angle of the vehicle. It implies pure rolling and
non-slipping as assumed. To make a vehicle move fast, not
only the maximum speed of the motor but also the velocity
region without slip or overturn was considered. One of the
main reasons of taking caution about the slip or overturn is the
large centrifugal force over the wheel friction limit. The
restrictions for the vehicle are given as follows. 17, 1s the
maximum speed of each wheel and ®,, is the maximum

turning speed

4. Pulse width modulation and speed

The host computer CPU Pentium 11 celeron 466Mhz does the
control of all motors and devices connected to the driving card
PC17208 without having direct access to the drive motor or
transmission. The motor use on the EV is a DC stepper motor,
and the stepper motor does not rotate continuously, but turn in
fixed increment. and resist a change in their fixed position.
Theretore to control the speed of the vehicle, we have used the
pulse width modulation to switch the power supplied to the
motor ON and OFF very rapidly, the percentage of time that the
power is ON determine the percentage of tull operating power
that is accomplished. How the P.W.M was used to control the
speed? Our motor is 24V motor, and when we took this 24V
motor and switch ON the power to it. the motor stared to speed
up near the maximum speed (Figure 2. C) as the motor do not
respond tmediately it took some small time o reach the full

speed. I we switeh the power sometime botore the motor

reaches full speed, the motor started to slow down (Fizure 2 Ay,
I we switeh the power ON and OFF very quickly enough, the
motor run at some speed part way between zero and full speed.,
that is to say, that it the switching frequency is high cnough. the

motor runs at stcady speed (Figure 2.B).

A
B

OFF —
C ON  —

A
v

Pceriod

Figure 2. Pulse width modulation signal to operate the motor

Consider the wave form above, in A the switch is opens for a
short time and closed for a long time, so the vehicle run at low
speed. While in B the switch is ON 30%0 and OFF 50 that
allowed the vehicle running at steady speed. The steady speed
can be kept as long as possible. In C the motor is ON for most
of time (about 80%¢) and OFF only for a while (about 20°) se
the speed is near the maximum. By continuing and repeating
this on-oft duty cyele over and over. the voltage is changing so
quickly that the on’s and oft™s become an average voltage.
Theretore, the speed of the motor can be changed by varying

the amount of time the current is on and the current is off,

S. Results.

In this section, the Figure 3 below shows the variation of the
speed of the vehicle that was controlled by varving the average
voltage applied to the motor using the pulse width modulation,
which was generated using the timer and counter and output

compare registers present in the controller. The experiment test
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was done for about 19 minutes and comprises three phases.
Phase 1. Acceleration

When the power supplicd to the motor was ON for long time,
the motor started and quickly reaches 400Hz and gains its
maximum speed of approximately 2500Hz. As a motor do not
respond immediately, it took about few minutes to reach the
full speed with 8000 rotation per minutes.

Phase 2. Stcady speed

After the motor reaches its maximum speed, we then hold that
speed for about four minutes, that means that the power
supplied was ON for 50% and OFF for 50% as well.

Phase 3. Deceleration

As it can be seen, after holding the speed for a while, it started
to decrease slowly from 11 minutes and reach its low level at
18 minutes. That is to say the power is off for long time. The
advantage of pulse width modulation is that the pulses reach
the full supply voltage and will produce more torque in a motor

by being able to overcome the internal motor resistances more

casily
Characteristics of the speed
3000 10000
2500 8000 &
g 2000 6000 £ 2
Z 1500 5 2
2 1000 4000 =
500 2000 2
0 0
-t ~NO MmO o
Time in minutes

Figure 3. Three phases of the speed

6. Conclusion

The goal of this study is to find a good way of controlling an
autonomous vchicle capable of traveling on a real-road vehicle
without the help of a chautteur. To make the EV arrive to a
given goal x-position starting from a given initial position, we
used the pulse width modulation to control the speed of the

vehicle by switching ON and OFF very quickly the power

supplicd to the motor in order to make a variation of the speed.
The control method as well as the experimental result was

discussed.
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Abstract

In most wheeled mobile robots, at least one wheel is
the auxiliary wheel aka caster. It must move smoothly
without causing the robot to be interrupted if they are to
truly do their job. Looking at it practically, however, they
don’t work sometimes. That is, the wheels frequently slid
or slip when they were dragged, even though they were
designed to roll without sliding or slipping. In order to
free from this problem, one of the solutions is getting rid
of it. Then, the total number of wheels attached on the
robot changes, moreover, the mechanical characteristic
of the robot having only two driving wheels without
caster will be altered to that the robot is supposed to
move and balance its body with only two driving wheels.
Therefore, for this inverted pendulum type robot, it is
necessary to investigate whether it is valid proposal or
not and what mechanical characteristics it has. For doing
this, dynamics of this kind of robot was governed to
provide lots of information that will be helpful for design
and control. And experiments with various motions were
carried out to show its practical validity.

Keywords: Wheeled mobile robot, Inverted pendulum,
Non-holonomic system

1 Introduction

Several kinds of wheels are attached to wheeled
mobile robot, but they can fall into one of two categories:
driving and auxiliary wheels. The former ones are rotated
to permit the robot to move with torque being applied to
the axles of those driving wheels. On the other side, the
latter ones are equipped merely to ease the movement of
the robot and suspend its body, and no driving torque is
applied to their axles.

In most wheeled mobile robots, at least one wheel is
the auxiliary wheel. In order to be free from problems of
auxiliary wheels, it would be desirable to make the
operation of those better. Getting rid of them, however,
would also be another feasible idea. Going a step

forward, those auxiliary wheels might be replaced with
something different from them.

For this two wheeled mobile robot, it is to be
questioned that what will happen if their auxiliary wheel
was removed instead of replacing those wheels with
something different or improving its performance
without taking away. One of the changes due to getting
rid of those wheels would be the total number of wheels
attached on the robot. Moreover, the mechanical
characteristic of the robot having only two driving
wheels without any other auxiliary ones will be
completely altered because there are no elements that can
suspend and balance the body except for the driving
wheels. That is, the robot is supposed to move and
balance its body with only two driving wheels. Therefore,
for this inverted pendulum type robot, it is necessary to
investigate whether it is a valid proposal or not and what
mechanical characteristics it has.

In 1992, Konayagi it al. [1] built an autonomous self-
contained inverted pendulum robot and proposed two
dimensional trajectory control algorithm for that kind of
robot. In 1996, Ha and Yuta [2] proposed another
inverted pendulum type self-contained mobile robot.
They succeeded in balancing and trajectory control using
a simplified model of two dimensional inverted
pendulum. In 2000, Segway [3] developed a human
transporter whose speed and direction were controlled
solely by the rider’s shifting weight and a manual turning
mechanism on one of its handlebars. In February 2002,
Grasser et al. [4] presented same mechanism with three
dimensional model.

Hardware design and fabrication of the robot will be
presented in chapter 2. Then, the equation of motion of
the designed robot is derived in chapter 3, considering its
constraints. Simulation results to test the model and to
design the controller are presented in chapter 4. Finally,
implementing results to the real system will be showed.

2 System Design and Fabrication

As shown in Figure 1, the two wheeled inverted
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pendulum robot is organized with main body, gear sets,
drive wheels, motors, motor controllers, feedback
sensors, and PC. The main body is made of aluminum
plates and bars, and there is room to put the necessary
electronic boards and sensors on the body. The body is
equipped with two DC motors, and the gear of the
motors is in contact with that of the wheels in the right
and left sides. These motors are powered by the battery
patch attached on the bottom of the robot, and they are
controlled by the motion control processor. Two
incremental encoders were adopted to monitor the
behavior of the motors. In addition to those two encoders,
gyroscope and tilt sensor were mounted on the body of
the robot to measure the inclination angle and angular
velocity of the robot. All these parts constitute the robot
and they are controlled throughout by the host PC.

Like figure 2, the DC motors connected with the drive
wheels are to provide torque to the axles for the upright
balancing and navigation of the vehicle.

(,M,J,.-/m«ﬂx
o
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Figure 2. The interconnection between the wheel and
the DC motor

Two kinds of sensors such as tilt sensor and gyroscope
were used to measure the tilt angle of the robot and its
time derivative. The important considerations in
selecting those sensors were its resolution, bandwidth,
linear range, sensitivity, and size, as listed in Table 1. In
practice, normally a physical measurement of a control

system is detected using a feedback sensor, and then its
derivative or integration is calculated from that detection.
However, it is possible that the numerical integration of
the gyroscope output implies drift error. Thus, in this
control system, the tilt angle and angular velocity of the
robot’s body are measured independently by using tilt
sensor and gyroscope, respectively.

Table 1. The feedback sensors

Tilt Sensor Gyroscope
Resolution 0.05 (° rms) 0.1 (°/sec)
Bandwidth 125 (Hz) 7 (Hz)
Linear Range | £20 (°) + 80 (°/sec)
Sensitivity 35+ 2 (mV/°) 20.4 (mV/°/sec)
Size (mm) 19.1x47.63x25.4 | 37x46x18.5

3 Dynamic Model

The equations of motion need to be derived to carry
out the control and further researches including dynamic
analysis. However, not only the derivation itself is
important, but also it is essential to establish the exact
dynamic model. Two different approaches have been
adopted to formulate more exact dynamic model, i.e.,
Kane’s dynamical equations and Lagrange’s equations of
motion.

w=t ny =t ony wys

U N AW, B
Uy=TW Ty tig="w n, t,="w" n,

Figure 3. Coordinate system

As illustrated in Figure 3, the system is composed of
three rigid bodies such as the right drive wheel W;, the
left drive wheel W, and the body B that is assumed to be
a particle having total mass of the body in the point of
the body’s center of gravity. Each of them can be
described with three Cartesian coordinates in a reference
frame A, so the total number of the Cartesian coordinates
of the system is 9.

Finally, for a non-holonomic inverted pendulum
vehicle system possessing 3 degrees of freedom in 4, 3
equations of motion is derived like followings. To test
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the reliability of the equations, the results by Lgrange’s
equations can be compared to that by Kane’s dynamical
equations. The detailed comparison can be leaved out for
convenience. However, the results from both approaches
were completely identical. Therefore, the derived
equations of motion can be said to be reliable.

.
M, + Ig T w, #2800 + M L, cosg,

» > |
~ M, L sing - M, Ly, sing, = };{g 17,
1

M Ly sin® g, ~ M Lu, sing, + 2M b7, + L, + 21, 4,
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M, Lit cos g, - M L, sing, cos g, + M, Lx,
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4 Controller Design

For the proposed system, the equations of motion were
established. Thus, it can be linearized and then the state-
space equations can be written as in Eq. (2), where the
state vector and inputs are defined as in Eq. (3) and the
matrices A, B are identified as in Egs. (4), (5) and C is
6x6 [ matrix and D is 6x2 null matrix.

X = Ax+Bu (2)
y =Cx+Du
7h
q,
T
x=| % u{ ”} 3)
qs T
94
194
01 0 0 0 0]
00 0 0 —-1.885 0
Az 0 0 0 1 0 0 (4)
0 0 0O 0 0
00 0 O 0 1
00 0 0 2577 O

0 0
3213 3213
g O 0 5)
3122 -3122
0 0
1219 -12.19)

The adopted controller is LQR, the optimal controller
which asymptotically stabilizes the feedback system of
the augmented system and minimizes the performance
index J. The cost function J is stated in Eq. (6) and the
solution of this problem is derived by the matrix Riccati
equation as in Eq. (7). The state feedback gain matrix is
computed as  Eq. (8) and also the stability is confirmed
by the fact that the closed loop poles are located in LHP
as in Eq. (9). And the simulation of upright balancing
was carried out with the inclined initial condition.

)
J = [(@ 0% +u' Ru)dr ©)
0

K(t)=R'B'P(t) )
~P=AP+PA+Q-PBR'B'P

(30623 -4.1756  1.5811 07481 —11.7320 —2.0988
_[~3.1623 -4.1756 —1.5811 —-0.7481 -11.7320 —2.0908)
()
—11.4653+7.3506i
—11.4653~7.3506i
C.L poles = —1.1780+0.8080i ©)
-1.1780-0.8080i
-44.1030
-2.2389
5 Control

The designed controller is implemented on the actual
control hardware. Figure 4 shows inclination angle and
its velocity during the up-right balancing. With the
constant initial inclined angle, the robot started over to
the stable balancing state.
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Figure 4. Up-right balancing

Figure 5 shows the results of rectilinear velocities
while doing the motion. The robot follows the reference
quite well, even though there exists the reaction time
delay to the reference.

¢ u 3 5 % 5 B p [
Taw frer |

Figure 5. Rectilinear motion

Figure 6 show the results of the spinning angular
velocity while doing the motion on the fixed world
position. This confirms the fact that wheels without
casters has a merit of mobility.

Bpinining motion

B
Tims [aec)

Figure 6. Spinning motion

6 Conclusion

The auxiliary wheels were removed from the general
wheeled mobile robot and the system became the non-
holonomic two wheeled inverted pendulum robot. The
equations of motion were found by Lagrange’s equations
and Kane’s dynamical equations, and both approaches
provided the same results. Thus, the derived equations of
motion can be said to be reliable. Based on the derived
equations of motion, the controller was selected as LQR.
Using this, the state-feedback gain matrix was found, and
it was applied to the simulation. To implement the
designed controller on the actual control hardware, the
torque was modeled as a function of the angular velocity
and acceleration of the drive wheel.

One of the two ultimate reasons why the dynamic
model was derived is to construct the control system
based on not trial and error but the theoretical model
governing the system. To carry out more exact dynamic
analysis, more exact dynamic model should be found.
Therefore, the dynamic model of the two wheeled
inverted pendulum robot on uneven terrain will be
constructed considering the friction condition between
the drive wheels and ground.
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Abstract— Driver careless and lack of information about
surrounding objects cause most traffic accidents. So in this
paper, we propose a model of human intention
recognition by case base learning. In order to recognize
intention (turn left, right or straight), we detect human
motion, handle condition, distance of the car to
intersection. Furthermore, Improving the precision of
recognition, we use case base learning. Using this
method, the PC can catch driver’s intention early and
show dangerous information, before practical action.

Keywords—CFS, Case-base learning, Ontology,

1. INTRODUCTION

ITS builds a person, a road and a vehicle as the
incorporating  system by utilizing cutting-edge
information technology and is expected as the system
which aims for the safety to improve, for the
comfortableness to improve. As for the safe driving
support field of ITS, a big effect to the accident reduction
is expected of the traffic accident which continues to
increase. To prevent an accident from happening, the
preliminary dangerous warning becomes important.

Therefore, at this paper, we propose the driving support
system that used the intention of the driver in human
vehicle system to think much of the human nature. The
human vehicle system is a human centered traffic system
that regard human safety and comfortableness in ITS. It
only shows the information which driver needs using the
driver’s intention, it can prevent confusion by the
information glut and decrease driver’s load. In the
experiment that uses human vehicle, we defect driver’s
operation, stepping condition of accelerator and distance
to the intersection, to recognize driver intention by
intention recognition mechanism, which arranged a case
node.

By arrange a case node, the recognition percentage is
improved with the increase of the learning case and the
inductive learning is done

2. Architecture of Intention Recognition Model

2.1 The Recall of Abstraction Concept by Case Base
In CFS (Conceptual Fuzzy Set), the most similar higher

Chen Dayong
Department of Electronic Systems
Engineering, Tokyo Metropolitan

Institute of Technology
Yamaguchi lab, Asahigaoka
6-6, Hino City, Tokyo
Japan

Email : chen@fml.ec.tmit.ac.jp

rank concept is recalled by activity of case. In fig.1, the
result, which activated guppy and cat, pet is recalled.
Tuna is activated as the noise, it is ignored because it is
not a crowd. On the other hand, fish is recalled from
guppy and tuna. Even guppy and tuna exist in both case,
but we can find the concept that catch tendency is recalled
respectively. This nature can be applied to intention
recognition.

fish

B
n
14

-
|

a guppy cat

fish

a  guppy cat

canary

<> excitement

<+«—r

restraint

Fig.1 Concept Recall by CFS

CFS has flowing characteristics:

a) The meaning of changing concept is expressed
depend on state. Moreover, because it is not the
resolution of the lower rank concept, excitement of
combination doesn’t happen.

b) When even specified knowledge, expression isn't
logically made, the knowledge can be built. However,
the knowledge can be specifically read in the result.

c) Because the knowledge expression is multiple
structures, the denotative and connotative expression
can be intermingled. When the expression with various
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forms becomes possible, it is possible to do
characteristic processing.

d) Reasoning, too, is expressed in activated value
distribution's transmission. The reasoning that depend
on the context and interactive reasoning becomes

possible, too.

2.2 Architecture of Intention Recognition Model

In this paper, as the technique of the knowledge
architecture about intention of the human being that is an
ambiguous concept, we show the research, which used
knowledge expression of CFS.

The intention recognition model that recognizes 3 basic
operation intention of turning left, going straight, turning
right is explained in Fig.2.

This model is loaded into Fuzzy Association memory
system and association reasoning is executed. The model
is composed of 3 layers. The lowest layer is entry layer
and expresses the characteristic quantity of each operation
by the member ship value of fuzzy label. The middle
layer arranges the case node that shows case to use in the
process of the learning. Because for N cases, its learn 3
operation, so its learn 3N pattern in amount. In the middle
layer, when the characteristic of each operation is inputted,
the node of human being that has the most similar
characteristic is strongly activated. By the activated value
distribution, we can understand the operation is similar
with which case in each part. However, only use
activated value, which appears in the middle layer, the
operation intention can’t be specified. This problem is
solved by the introduction of context. The top layer shows
operation intention, and consists of three nodes match off
against turning left, going straight, turning right. The top
layer is combining with all nodes of middle layer.

Distance to
intersection

Camera Handle

Fig.2 The model of Intention Recognition

This model memories operation intention of instance as
fuzzy set, when giving input, the reverberation repeats
between low layer and middle layer, middle layer and top
layer. Activated value distribution converges on the
condition that doesn’t contradict context and model gets a
recognition result. Context is standard pattern that is
gotten from case of operation intention. The combination
of each operation characteristic that resembled pattern is

promoted, on the other hand, combination of
characteristic that doesn’t suit pattern is restrained, model
does context sensitive recognition. Recognition result is
shown by active value of three nodes that are equivalent
to three operations intention in the top layer.

3. Architecture of Ontology

In usual knowledge expression, complicated concept
subdivides to small concept and is expressed. The one
have subdivision of the small concept, systematization of
characteristic is technological ontology model, and it
attempts to build common part of the knowledge structure.
There is a research that expresses “ state” and intention
“label” by interaction with human being and outside
world. In these researches, concrete case from the abstract
expression by the interaction with human being, it is
opposite, abstraction expression forms from concrete
instance. It  builds association database. Figure3 shows
basics architecture of ontology by human observation of
intelligent agent. By using supporting ontology, the
ontology about the instruction of human being from agent
is generated. It is shown in figure.4.

Fig.4 Generation of Ontology from Instance
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The model of intention recognition is used in this
experiment, the knowledge about operation with
remarkable personality can be gained by arranging case
node in the middle layer, and new context that subdivides
knowledge can be generated. For example, it is classified
into operation by the feeling of driver, too. If one learning
instance is nervous operation case, like shown in Fig.4,
the new nervous node is generated. In this way, using new
matching expression of context and text, ontology is
formed. The technique of such concept description and
concept forming is extended to the dialog among
intelligent agents, information sharing, becomes possible
with matching of concept have been formed.

4. Experiment of Intention Recognition
4.1 Experiment System

We use the system shown in Fig.5 to do the experiment
of intention recognition.

(Dagentlcamera of detect driver motion.

(Dagent2 detect the car position by
vision.

(3ngent3 PC detect handle condition and
recompose information fram Dand
to recognize driver intention.

Fig.5 Experiment System

This system includes CCD cameras (agent 1,agent2) that
detect driver’s head motion and vehicle distance to
intersection, and PC (agent3) that detect handle condition.
These agents send data to sever that has intention
recognition model. In this system, agent3 detect operation
of handle directly, agentl detect face direction and
position by information from CCD camera. Agent2 is
used in the same way.

4.2 Detection of Action

In this part, we explain that color attribute detects the
head motion and vehicle position. Fig.6 shows the image
that CCD camera track color objects. In fig.6(a), the color
object is the marker on the hat, in fig.6(b), it is
color of vehicle. In 640 X 480 pixel NTSC signal
picture, each pixel is expressed by Sbits using RGB
every about 100 [mnec], respectively. And human’s
skin color area is distinguished by filtering pixel
within fixed error value with RGB value of a human’s

skin color (RGB band pass filter), and clustering the
area.. The red mark is color object area. Drive’s head
direction and position is detected by position relation of
mark.

Fig.6 (a) detecting driver’s Fig.6 (b) detecting vehicle
head motion position by stereo vision

Fig.6(a) shows image of detecting driver’s head motion
by the mark on the his head. Fig.6(b) shows the image of
detecting the color of vehicle, calculate position of it by
stereo vision.

4.3 Driving Operation and Intention Recognition

When doing some operation action, a series of operation
that was decided in the degree is confirmed. The intention
of operation is reasoned by detecting these series of
operation. When driver want to turn right, he do such
series of operation, looking straightly, seeing the front of
the right, speeding down, seeing the front of the right
again, then taking out the right blinker, and turning handle
to right. These operation is detected and agent3 reason
intention. In the step that is as early as possible, such as
before turning handle, intention recognition is effective in
driving support. It is very important to recognize driver’s
intention early, then sending this intention to other vehicle
and pedestrian, and getting necessary dangerous
information from other agent.

4.4 Experiment of Recognition

LET SIRANGHI RIGHT  IEFTSIRAIGHT RIGHT

VARV

el i i

Dive’sheadnotion  Handle condition Distance

Fig.7 Result of Intention recognition (without context)
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The operation data of un-learned case is inputted into
the model of intention recognition that has learned 8
patterns of 3 peoples. The result that don’t use context
between top layer and meddle layer is shown in fig.7. In
this result, the node activated value distribution of middle
layer is ambiguous and can’t which operation intention it
is.

LEFT STRAIGHT RIGHT

ﬁﬁﬁﬁﬁ& o

LEFT STRAIGHT RIGHT LEFT STRAIGHT RIGHT

o/

Driver motion Handle condition
Fig.8 Result of Intention Recognition (using context)

Fig.8 shows the result that used context. The fuzzy
entropy decrease by the reverberation of the interactive
association memory, and the node activated value
distribution converges to turn right. In this way, when
even the entry value and the first activated condition are
ambiguous, the activated value distribution converges on
the condition that depended on context.

In this experiment, we just show the model intention
recognition that used case-base learning is good method
to recognize driver intention. And we will get much more
operation data of driver, to show it is effective in intention
recognition.

5. Conclusion

In this paper, we proposed a model of intention
recognition using case-base learning; it is based on
Conceptual Fuzzy Set. We selected operation data of 3
peoples, total 8 patterns, and input them to model.
After learning these patterns, when one series of
operation data that haven’t been learned is inputted,
this model can recognize driver intention (turning right,
left or straight) at early step, before driver turn handle.
We will continue to do experiment to show validity of
this method.

In ITS (Intelligent Transport System), by this system,
driver’s intention is recognized early and quickly, and
this information is sent to other car and dangerous
information is shown to the driver. It is a valid way for
driving support and reduction of traffic accident.
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Abstract

A method to find topic distribution from a sequence
of document sets is proposed. As the Web becomes one
of the most important information resources for us,
the interaction between a human and a Web interface
should be considered from various viewpoints, besides
that of document retrieval. In this paper, we focus on
the extraction and visualization of topic distribution
over the Web. The proposed clustering method em-
ploys the immune network model, in which the prop-
erty of memory cell is used to find the topical rela-
tion among document sets. The effectiveness of the
proposed method is also shown by applying it to two
sequences of online news articles.

1 introduction

A method to find topic distribution from a sequence
of document sets is proposed. As the Web becomes
one of the most important information resources for
us, the interaction between a human and a Web inter-
face should be considered from various viewpoints. For
example, we do not only want to get certain HTML
pages, but also know from the Web what is the current
trends, major topics, etc., in the real world. Therefore,
extracting and visualizing topic distribution over the
Web space is one of the most promising applications on
the Web. In particular, there are so many online-news
sites on the Web and they constantly release up-to-
date news articles of various topics. Our focues is on
the extraction and visualization of topic stream from
a sequence of online news articles.

Although the conventional systems such as Scat-
ter/Gather by Hearst[1] and Grouper by Zamir[2, 3]
are useful for users to grasp topic distribution over a
document set to some extent, what they concern has
been to process a single set of documents, and no se-
quential nature of document sets is considered. Fur-
thermore, the clustering methods that gradually con-
struct the structure (Fisher[4] and Lagus[5]) do not

intend to detect the topic stream.

In this paper, applying the plastic clustering method
(Takamal[6, 7]) to find topic distribution from a se-
quence of document sets is proposed. The plastic clus-
tering method is one of the WWW information visu-
alization systems that are based on document clus-
tering method, and one of its characteristic features
is the generation of keyword map as well as docu-
ment clustering. Furthermore, the keyword’s activa-
tion value is calculated based on the immune network
model (Anderson([8] and Jerne[9]), which is also useful
as the visualization metaphor to improve the under-
standability of the keyword map (Takamal7]).

In this paper, the model of memory cell is proposed
and incorporated into the plastic clustering method,
so that it can find the topical relation among different
document sets. Experimental result shows that the
plastic clustering method with the proposed memory
cell can find the topic stream from a sequence of online
news-article sets.

The plastic clustering method is described in Sec-
tion2, and the property of memory cells is introduced
in Section 3, followed by the experimental results in
Section 4.

2 Immune Network-based Plastic

Clustering Method

The plastering clustering method is proposed to
generate a keyword map! , while performing a docu-
ment clustering. In the plastic clustering, all the doc-
uments in the same cluster have to contain at least
one keyword, i.e., a cluster identifier. As the cluster
identifier is expected to represent the significant topic
found on the document set, it is also useful as a land-
mark on the keyword map that helps users to grasp
the topic distribution over the document set. There-

1 A keyword map is a 2-D space on which the keywords
extracted from documents are arranged according to their
similarities.
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fore, the plastic clustering method can be viewed as
the extraction method of a set of keywords (i.e., clus-
ter identifiers = landmarks).

The algorithm of the plastic clustering method is as
follows:

1. Extraction of keywords from a document set with
using the morphological analyzer? and the stop-
word list.

2. Construction of the keyword network by connect-
ing the extracted keywords k; to other keywords
or documents d;:

(a) Connection between keywords k; and k;:

Strong connection (SC): the number of
documents D;; containing both key-
words is equal to or more than T}.

Weak connection (WC): The D;; is
more than 0 and is less than T.

(b) Connection between k; and a document d;:
SC: the term frequency TF;; of k; in d; is
equal to or more than T.
WC: The T'F;; is more than 0 and less than
T4 .
3. Calculation of keywords’ activation values on the

constructed network, based on the immune net-
work model (Eq. (1)-(5)).

4. Extraction of the keywords that activate higher
than others as cluster identifiers.

5. Generation of document clusters according to the
cluster identifiers.

As for the immune network model in Step 3, one of
the simplest models proposed in the field of computa-
tional biology (Anderson(8]) is adapted.

dX;

o = SEX(f(hD) — k), (1)
R = N INX;+ Y J% A, (2)
J J
d;:i = (r—kgh?) X, (3)
h = Y JLX;, (4)
J
a h 05

2 As the current system is implemented to handle
Japanese documents, Japanese morphological analyzer Chasen
(http://chasen.aist-nara.ac.jp/) is used to extract nouns.

3 T4,=3 and T;=3 are used in this paper.

here X; and A; are the concentration (activation)
values of B-Cell ¢ and antigen i, respectively. The s
is a source term modeling a constant cell flux from
the bone marrow and r is a reproduction rate of the
antigen, while k, and kg are the decay terms of the
antibody and antigen, respectively. The J? and J
indicate the connectivity between the antibodies 7 and
J, and that between antibody i and antigen j, respec-
tively. The influence on antibody ¢ by other connected
antibodies and antigens is calculated by the prolifera-
tion function (5), which has a log-bell form. The p is
the maximum proliferation rate.

Applying a non-monotonic activation mechanism of
immune network model enables to satisfy the following
contradictory conditions for a cluster identifier.

e A cluster identifier should connect to a certain
number of keywords.

e There should not exist any connection between
cluster identifiers.

Experiments are performed based on the question-
naires (Takama[7]), and the results show that the
quality of clusters generated by the plastic clustering
method is comparable with or slightly better than the
k-means clustering method.

Furthermore, as the cluster identifier suppresses the
related keywords on the constructed keyword network,
this relationship among keywords is also useful as the
metaphor to improve the understandability of keyword
map (Takama[7]).

3 Introduction of Memory Cell for
Context Preservation

3.1 Application of Plastic Clustering
Method to Document-Set Sequence

The information visualization systems based on
document clustering method assume that documents
contained in the same set, i.e., the news articles re-
leased on the same day or the html documents re-
trieved with a single query, should have the relation
to each other from a certain viewpoint. Furthermore,
it is assumed in this paper that the document sets that
are given sequentially have a certain relation to each
other. Examples of a sequence of document sets are
online news articles, which are released day by day,
and that of the retrieval results obtained through a
series of retrieval processes by a user.

In particular, we aim to find the following topic
stream from a sequence of document sets.
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o The topics that survive through several document
sets correspond to the mainstream topics of the
user’s current retrieval task.

o When the topics, which have missed by the user
in the early stage of browsing, appears again
after the several document sets, the user can
reevaluate such missing topics based on the back-
ground knowledge obtained during the browsing
processes.

To find mainstream topics and missing topics
through a sequence of document sets, the same cluster
identifier should be used for the similar topics con-
tained in different document sets. By analogy with
the immune system, such preferential keywords can
be realized with the property of amemory cell.

To incorporate the property of a memory cell into
the plastic clustering method, several types of memory
cells are proposed in Takama[10]. In this paper, we
employ the memory cell that has lower decay term
than a normal antibody. The idea behind this model
is that the activation region R, C RT of an antibody
i, which is defined as Rqer = {h2|f(hY) > kp} , can be
broadened by decreasing the decay term.

4 Experimental Results

4.1 Topic Streams Extracted from Short
Sequence

The plastic clustering method equipped with the
proposed memory cells is applied to a sequence of news
article sets. The news articles contained in the same
set are issued on the same day. News articles of enter-
tainment topics that were issued from 17 September
2001 to 21 September 2001 are corrected from Yahoo!
Japan News.

In Fig.1, which shows the cluster identifiers ex-
tracted from a sequence of news articles, three topic
streams, 'Performance’, ’Spate’, and 'News’, can be
found with using memory cell, whereas only one topic
stream can be found without memory cell.

The topic concerning the tragedy in N.Y. was a
mainstream topic of the period when the target news
articles were released. The plastic clustering with
memory cell can find the related topics ("Performance’,
"Spate’, etc.) from all document sets, while the clus-
tering without memory cell cannot find such topics
from the document set issued on 19 September 2001.

Society

Number

............... la-
Donation| Danger Exp‘a
....... nation

New-work

Sep.17 Sep.l8 Sep.l9 Sep.20 Sep.2l
Date
(a)Without Memory Cell

| Metro-
politan

District
Court

Germany |Charity

Photo | Hero

[
>

Sep.17 Sep.l18 Sep.19 Sep.20 Sep.21
Date

(b)With Memory Cell

Figure 1: Cluster Identifiers Extracted from a News-
Article Sequence (Translated from Japanese). The
keywords extracted in both experiments are indicated
with dotted texture, and topic stream is indicated with
a thick boarder

4.2 Topic Stream Extraction from Long
Sequence

Table 1 shows the distribution of the landmarks
that are extracted from the long sequence, according
to the number of occurrence. From this table, it is
shown that the ratio of landmarks that are extracted
more than once in all the landmarks by using memory
cell (39%) is about 2.3 times as much as that without
memory cell (17%).

Regarding the landmarks that are extracted more
than twice, their streams over the long sequence are
shown in Fig. 2. In Fig. 2, a solid line indicates the
landmark extracted with using memory cell, while a
dotted line indicates those extracted without memory
cell. A thin solid line indicates that the same landmark
is also extracted without memory cell.

Except the ‘Release’ extracted from the article set
of 5 February 2002, the plastic clustering method with
memory cell never miss the landmarks that are ex-
tracted without memory cell as well. That is, once a
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keyword becomes a memory cell, it is extracted as a
landmark whenever the same one is extracted with-
out memory cell. It is also confirmed that this fact is
applicable to the landmarks extracted more than once.

Although the long sequence does not contain the
specific topic such as N.Y. tragedy of the short se-
quence in Section 4.1, it can be seen in Fig. 2 that
there exist mainstream topics concerning dramas (‘Co-
star’ and ‘Director/Manager’), musics (‘Singer’), the
Release of something new such as CD (‘Release’),
Open of some events or ceremonies (‘Open’), and the
marriage of the celebrities (‘Marriage’). In particular,
the topic indicated by the landmark ‘Marriage’ can
also be viewed as the missing topic, because there ex-
ists a gap between its first occurrence and the second
one.

Release < ——— -—
Co-star -~ <>
Open -~ <> E ad
Marriage - <> A d
Singer <> ——p <>
Director <> -—

/Manager

0130 0201 0203 0205 0207 0209 0211 0213

Figure 2: Topic Stream Extracted from Long Sequence

5 Conclusion

A method to find topic distribution from a sequence
of document sets is proposed. The plastic clustering
method with memory cell is applied to two sequences
of online news articles, and the results show a memory
cell can play a role to find the topic stream through a
sequence of document sets. The proposed method is
expected to be a basis for the information visualization
systems that handle a sequence of document sets.

Table 1: Distribution of Landmarks Extracted from
Long Sequence

# of No With
occurrence | Memory Cell | Memory Cell
1 44(83%) 23(61%)
2 7(13%) 9(24%))
3> 2(4%) 6(16%)
Total 53(100%) 38(100%)
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Abstract
The aim of the Intelligent Space research is to bring
together intelligent systems to provide convenient and
uscful environment for the human, who exist in this en-
vironment. This paper introduces the Human Machine
Interface of the Intelligent Space. The Human Ma-
chine Interface incorporates the philosophy of Ubig-

uitous Computing, especially to achieve that kind of

interface which the human is able to communicate nat-
urally with the Intelligent Space. The Ubiquitous Hu-
man Machine Interface (UHMI) realizes three commu-
nication channels to the user: video, audio, and haptic.
This paper focuses on the haptic interaction between
the User and the UHMI. This paper introduces the
policy of the UHMI to handle haptic interaction. Two
demonstrations arc introduced: one the disturbance
rcjection propertics of the UHMI, and the other is the
realization of a simple dynamics.

1 Introduction

The motivation of the Intelligent Space is bring to-
gether many intelligent systems, into an environment
to use those systems and their services more comfort-
ably and efficiently [1]. The system of the Intelligent
Space is difficult and complex. Human Machine Inter-
face (HMI) is necessary to hide this complexity and
provides casy and natural communication interface to
the user.

We applicd the results of the ubiquitous comput-
ing in the design process of the HMI. We named our
HMI, Ubiquitous Human Machine Interface (UHMII).
because our motivation in this rescarch is close to the
aim of the Ubiquitous Computing: embed the tech-
nology in our daily life with the hidden layer of the
complexity and an casy-to-usc surface interface [2].
The concept of Ubiquitous Computing first appcared
at Xerox PARC, from Mark Weisner [3].

The UHMI consists of a mobile robot platform. car-
ing sensors and actuators for Human Machine Inter-
action (Fig. 1.). This paper focuses on the Haptic
Interface of the UHMI.

Figure 1: Ubiquitous Human Machine Interface inter-
act with the User.

The aim of the UHMI's Haptic Interface is to real-
ize large amount of data, which is associated with a
physical object or environment. Up to nowadays the
computer monitor and the visualization were the only
cfficient way to realize large amount of data, such as
CAD or CG models. However, there is other way to
realize large amount object data: via sense of touch.

The following obsecrvation is applied for the de-
sign of the UHMI. The Human hand is well-organized
structurc. The Human beings uses his/her arm and
hand together to realize simple and also difficult move-
ments. However, the arms and hands have different
aim and task. The arm has less degree of freedom
(DOF), and its main task is to make large volune
movements with or without relative big force or car-
ing load. The hand has more degree of freedom, com-
parcd to arm, and its main task is to realize small and
gentle movement, with smaller forces. The Haptic In-
terface of the UHMI also applied the above mentioned
movement scparation principle.

The Haptic Interface can be separated into two
subsystems. One subsystem named, Haptic Arm has
2 DOF, and it realizes the planar translation move-
ments. At the end of the Haptic Arm, another subsys-
tem is connccted, which recalizes the rotational move-
ment along three perpendicular axes of the space. This
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Figure 2: Ubiquitous Human Machine Interface rep-
resents absolute Virtual Impedance to the User.

subsystem named Haptic Ball.

This paper is organized as follows. In the Intro-
duction scction the basic features of the Haptic In-
terface of UHMI is introduced. The following scction
gives a detailed description of the UHMI's policy to
represent virtual objects. The actual UHMI has sev-
cral non-idealities, and parameter uncertaintics. This
disturbances are compensated by Sliding Mode Based
Disturbance Controller. The short summary on this
compensation techniques is given in section 3. The cf-
fectiveness of this disturbance rejection techniques is
shown in the demonstration section. Representation of
simple dynamics with Haptic Interface is also shown.

2 Virtual Impedance Approach
to Realize Large Volumetrical
Data

In this section, application of virtual impedance to
realize vector force feedback is introduced. The vec-
tor force feedback is acting on the human arm’s and
hand’s muscle. This section is divided into two parts.
The first part describes the communication modes of
the Haptic Interface with the user. The following part
introduces the communication and data exchange be-
tween the UHMI and the Intelligent Space. The lincar
dynamical features of the real objects can be modelled
with imaginary spring-mass-damper (SMD) system.
The spring can store potential energy, so it is associ-
ated with the potential types of forces, such as clectro-
static or gravitational forces. The mass can storc ki-
netic energy. The damper represents dissipative parts
of the system. The abstraction of the spring-mass-
damper system is widely used method in the physic,
clectronic, material science and so on. In this paper,
we introduce one possible application of this abstrac-
tion. The lincar models are extends to any type of
non-linear model.

Figure 3: Ubiquitous Human Machine Interface rep-
resents relative Virtual Impedance to the User.

2.1 Communication with the User

The Fig. 1 shows the configuration scheme of the
UHMI and the user. The user has direct contact with
the Haptic Ball. The Haptic Interface represents the
current dynamics of the virtual object, which belongs
to a specified position and time. In our Intelligent
Space configuration, the dynamic propertices of the vir-
tual object can be described in two ways. One pos-
sible way is that when the Haptic Interface realizes
dynamical properties in absolute coordinate system.
This configuration is shown on Fig. 2. The imagi-
nary dynamical paramcters arc modelled in absolute
coordinate system. This type of modeclling is useful to
statically linked virtual object.

The other type of the representation of dynamic
properties of the virtual object is shown on Fig. 3. In
this configuration, an imaginary frame with mass, m
connected via spring, k, damper, d, and other (non-
lincar) elements, n to the user’s hand. This type of
representation is useful for smooth operation. The
primary operation of this modc is for the telemanipu-
lation, where smooth movements are required.

2.2 Communication with the Intelli-
gent Space

The Intelligent Space stores the dynamical features of
the virtual object. The dynamical features can be dis-
tributed temporal and spatial. The aim of the UHMI is
to realize those dynamical features according to its po-
sition in the Intelligent Space and the relative position
compared to the human. For example. if the UHMI
should represent a virtual wall toward to the user,then
the virtual wall is represented as a dramatically in-
creasing of stiffness of the imaginary spring, when the
human’s hand reaches a certain position. The block
diagram of the representation mechanism is scen on
Fig. 4. The Intelligent Space provides two services
to the UHMI. One is the databasc of the virtual ob-
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ject. This database contains the dynamical properties
of the virtual object. These propertics arc imaginary
mass, stiffness, and damping ratio, in linear casc. The
database cxtends with non-linear propertics such as
friction term or backlash propertics. The other ser-
vice is the location service [4] and [5]. This service
provides the position of the human and the robot.

Intelligent Space N
Ubiquitous Human
Object Machine Interface

Data
Haptic Imterface
Manager

Base

UIIMI & Human
Location Serviee

Figure 4: Ubiquitous Human NMachine Interface inter-
act with the User.

3 Virtual Impedance Controller
with Sliding Mode Based Dis-
turbance Observer

In this section, we briefly introduce how the dynami-
cal propertics of the virtual object are realized. Slid-
ing Mode Based Disturbance Observer (SNBDO) is
applied to reject the disturbance generated inside the
actuators. The disturbances can be parameter uncer-
taintics and internal or external forces. In this paper,
we show that features of the SMBDO. which is impor-
tant in our casc. The design of SMBDO is found in
[6]. The connection diagram is shown on Fig. 5. The
Sliding Mode Control is a non-lincar control scheme.
In the design stage of the sliding mode control (SMC),
an ideal trajectory is defined. which satisfies the con-
trol requircment. This trajectory called sliding sur-
face. The aim of the'sliding mode controller is to force
the system toward the sliding surface and keep the sys-
tem on it. When the svstem is on the sliding surface,
it can be modelled as a reduced order system [6].

The Actuator. where the disturbance is generated.
is parallel connected with a Reference Model (Fig.
5.). The Reference Model is the idealistic case of the
systein, without paramecter uncertainties and external
disturbances. The output of the real and idceal plant is
comparced. The output of the comparison is the input
of the Sliding Mode Controller.

The disadvantage of the sliding mode control is the
chattering phenomenon. The chattering is a high fre-
quency, small amplitude vibration of the system tra-
jectory abound the sliding surface. This vibration is

Position
Controller

Chattering
SI. Mode
.
Reference
Model

Figure 5: Sliding Mode Based Disturbance Observer
with Virtual Impedance.

caused by the non-idealitics of the controller. In sim-
ple case, the sliding mode controller contains a relay
type of non-lincarity. This type of non-lincarity con-
tains high frequency components, which may excite
the non-modelled dynamics of the real system. The
Chattering Suppressor filters the output of the Sliding
Mode Controller, to avoid the excitation of the non-
modelled dynamics in the real plant. However. this
filter results a so-called pscudo-sliding mode for the
real plant. The Chattering Suppressor gives a contin-
uous approximation of the non-linear, non-continuous
control signal. which cause performance looses. There
arc two loops on Fig. 5.: one is the SMC and the
Reference Model, where the ideal sliding mode occurs.
The other is, the Actuator, SNC. and Chattering Sup-
pressor loop. where the pscudo-sliding mode is occur.

4 Demonstration

4.1 Disturbance Rejection Properties
of the Sliding Mode Disturbance
Observer

The Motion Controller (Fig. 4.) with SMBDO is
robust against paramecter variations and internal dis-
turbances. Onc of the most significant internal dis-
turbances is the [riction inside the mechanical parts
and the actuators. If the friction is not compensated,
the Haptic Interface cannot follow the position com-
mand preciscly, what results false representation of the
imaginary object. This experiment demonstrates the
robustness of the Sliding Mode Based Disturbance Ob-
server. Fig. 6 shows the result of the experiment. In
the experiment, first a position step command (0.35
radian) is given to the controller. The system follows
the position command with steady state error. A dis-
turbance torque is added to the system at t=2.5 scc,
as a model of the user’s force. The amplitude of the
disturbance torque is 50 % of the system’s nominal
torque. The system responscs with small position cr-
ror, but some high frequency components, with small
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amplitude can be observed. This is the so-called chat-
tering. This is caused by the non-idealities, such as
time delay of Sliding Mode Based Disturbance Ob-
server.

0.35 N WA
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o
s
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Figurc 6: Disturbance Rejection Experiment of the
Position Control System Equipped with Sliding Mode
Based Disturbance Observer.

4.2 Representation of Dynamics Prop-
erties of Virtual Object

In this experiment, an imaginary spring-mass-damper
(Virtual Iimpedance box on Fig. 5.) is connccted to
the SMBDO (Fig.5.), as introduced in scction 2. In
this experiment, the reference position, y for the Mo-
tion Controller is a position answer to a step-like force,
input F'. The Motion Controller controls the haptic
interface to represent this waveform to the user. The
waveform is shown on Fig. 7. First, the Haptic In-
terface reaches its steady position (0.35 radian) with
stcady state error. Then, at t=1.5 sec, a force input,
F' which is proportional with the disturbance signal,
v is applied to the imaginary spring-mass-damper sys-
tem. The Haptic Interface follows the output of the
Virtual Impedance (Fig. ?7), with small error. The
compensation signal, v is added to the motor input
voltage, u but this voltage is limited.

5 Conclusion

In this paper, Ubiquitous Human Machine Interface
(UHMI) is introduced. The present state of the re-
search is introduced, according to our schedule. The
idea of the realization of Large Volume Virtual Ob-
ject is introduced, and one DOF experimental result
is demonstrated. In this paper, the robustness of the
Sliding Mode Based Disturbance Obscrver (SMBDO)
and a simple case of dynamical represcntation are

Virtdal Impedance’

0 eattormt 1

08 \ / \\

07 \h / \:
Steady / | N

06 Referenge NG Haptic Interface’s

Pgsition| » / SHIo]

Position (rad)
o
o

W
Model Fdilowing Erros
03 I
/ Stepdy State Errgr
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Figure 7: Virtual Impedance Representation with
Haptic Interface.

demonstrated. The SMBDO also applied to measure
the user’s force. The next step of our schedule is the
extension of the idea into all DOF of the Haptic Inter-
facc.
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Abstract

A SAW tactile display mouse to indicate roughness
sensation has been developed. The display was
controlled so that an alternative shear force according to

operator’s action could be provided to his/her finger skin.

Using the mouse, they could enjoy roughness sensation
when they rub on a solid surface with roughness. In this
research, demonstration to express a 2-dimensional
figure through operator’s mouse dragging action was
carried out. Displaying rough area for black part and
smooth area for white part, a draft could be expressed
through tactile sensation. We could feel as if a rough
surface would be shaped into the figure. But we could
not distinguish a circle from a square or a triangle. In the
future, objective evaluation of this demonstration will be
carried out statistically.

Keywords: tactile display, surface acoustic wave,
computer interface, virtual reality, haptic device

1 Introduction

Reproduction of human haptic sensation has lately
attracted attention for various fields, such as virtual
reality, remote control of robots, computer interfaces and
so on. Physiologically, haptic sensation is divided into
two parts. One is proprioception, which is sensation of

weight, resistance, or the approximate shape of an object.

The sensation is perceived in muscles. The other is
tactile sensation, which is a sense of roughness, friction,
or the otherwise variegated texture of an object's surface.
The sensation is perceived at mechanoreceptors in our
skins.

Proprioception displays have been reported by a lot
of groups and a few displays of them have been applied
to actual device productions[l]. For tactile displays,
some methods using various actuators[2][3][4][5] have
been proposed. However, the actuators need some
volume to build in. So, surface acoustic wave (SAW)
was focused for the actuator of the tactile display[6].
Properties of SAW are high operating frequency of more
than a few MHz, thin structure, simple fabrication, easy
installation of a transducer, high energy density and so

on. A thin tactile display with high performance can be
developed using SAW properties.

Methods to display tactile sensation of roughness
by using SAW were reported[6][7][8]. In these reports,
two types of SAW tactile displays, “Passive Type”[6]
and “Active Type”[7][8], were proposed. Previously, a
tactile display on a PC mouse button based on “Passive
Type” has been developed[9]. Using the computer
interface and an experimental setup, we could feel the
sensation as we rub on solid surface with roughness by
our fingers, and then could determine the grade of
roughness.

In this research, our purpose is to express some
figures using the computer interface with SAW tactile
display. A user drags on computer screen through the
tactile display mouse, and then feels tactile sensation as
if the screen has some rough area. If the tactile display is
controlled according to shape of the rough area, he/she
can recognize the figure through tactile sensation. We
developed an experimental setup and could distinguish a
circle and a cross.

2 SAW Tactile Display Mouse

2.1 Surface Acoustic Wave

Figure 1 indicates the excitation of Rayleigh wave,
a kind of SAW. An interdigital transducer (IDT) is
arranged on a piezoelectric substrate. The IDT consists
of a metal strip array. When AC driving voltage is
applied to the IDT, Rayleigh wave is excited and
propagates on the substrate surface in the direction
indicated by the arrows in the figure. The frequency of
the driving voltage is decided according to the size of the
IDT, particularly pitch of the IDT electrodes, namely
wavelength. In the case of LiNbO; 128° Y-cut substrate
for the piezoelectric material, the wavelength is 400pm
at the operating frequency of 10MHz. The substrate is
also used as an elastic media on which Rayleigh wave
propagates.

In the progressive Rayleigh wave, the surface
particles go along elliptical locus as shown in Fig. 2. The
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Fig. 2 Particles motion on the surface in the
progressive Rayleigh wave and a steel ball driven by
the wave.

vibration is distributed only in the media surface. More
than 99% of vibration energy flows within 2A depth
from the surface. Therefore the piezoelectric substrate is
easily fixed by cement and so on. If a hard material with
a smooth surface like a steel ball is put on the wave as
shown in Fig. 2, the material contacts the SAW media on
the upper locus due to the very fast elliptical vibration of
the surface. Therefore, vibration velocity of the top of
the locus drives the material in the direction indicated in
the figure. In this manner, a shear force is generated on
the surface of SAW media. The shear force was applied
for our novel tactile display. This phenomenon has been
already applied for an ultrasonic motor[10][11].

2.2 Tactile Display Principle

Figure 3 describes a basic structure of a Passive
Type SAW tactile display. It consists of a piezoelectric
substrate with two IDTs and a pad. Display users put on
their fingers on the pad and feel shear forces generated
according to the ultrasonic motor principle as mentioned
above. With a control, the forces are felt as tactile
sensation. The force is proportional to both the vibrating
velocity of the Rayleigh wave and the pre-load applying
to the pad. The vibration velocity is proportional to the
driving voltage applied to the IDT. Controlling the
driving voltage amplitude and wave propagating
direction, strength and direction of the shear force can be
arranged. Therefore, temporal distribution of alternative
shear force can be generated by switching the driving
voltage (on / off control) as shown in Fig. 3. The force
distribution spreads as vibration and innervates
mechanoreceptors in the finger skin.

Changing the switching frequency, roughness to be

IDT B

IDT A

“Steel Balls

Carrier : 9.6 MHz

Wi

Driving Voltages

\4

Fig. 3 Excitation of two phases of modulated
Rayleigh wave.

- LiINGO,

Fig. 4 A view of the SAW tactile display mouse.

rubbed virtually by the operator can be arranged,
because the perceived roughness information depends on
frequency of the vibration. Additionally, control of the
frequency depending on the roughness information and
virtual rubbing speed enhances reality of the tactile
display. Therefore, both roughness information and
operator’s rubbing speed are very important for the
control of the SAW tactile display.

2.3 SAW Tactile Display

Figure 4 shows a SAW tactile display mouse. It can
be seen that a tactile display module is on the left button
of the computer mouse. The tactile display module
consists of a acrylic resin base, piezoelectric substrate,
two SAW absorbers, two heat sinks, two covers and a
pad. A LiNbO; 128°Y-cut X-prop substrate was used as
a piezoelectric substrate and an elastic SAW media. The
size of the substrate was 16 x 60 x 1 mm’. To avoid
SAW reflection at the edges, SAW absorbers were
installed at the edges of substrate, otherwise a standing
wave would be excited and shear force principle would
not be available. The absorbed mechanical vibration was
transformed into heat. Then the heat conducted to heat
sinks coupled to the absorbers and was radiated. The
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Fig. 5 A view of computer screen.

Fig. 6 A mouse pointer.

IDTs were built by aluminum vacuum evaporation and
wet etching. These processes are almost same as
semiconductors production processes. The pitch of the
IDT was 200 pm and the strip width was 100 pm.
Effective width of IDT was 12 mm. Thickness of the
electrodes was 0.3 pm. The operating frequency,
resonant frequency of the IDT, was 9.6 MHz. The
dimension of the pad was 15 mm x 11 mm. The size was
almost same as a tip of forefinger to click the mouse
button. Steel balls of diameter 1.5 mm were distributed
on the back of the pad. The steel balls were cemented to
the pad of rubber film. The pad was suspended by a
rubber film. An acrylic resin base supported both the
piezoelectric substrate and the rubber film. The IDTs and
heat sinks were covered by the acrylic resin covers.

Previously, demonstration to indicate roughness
sensation as we rub on solid surface was carried out[9].
When we dragged on a computer screen using the tactile
display mouse, we could enjoy tactile sensation and feel
as if we would rub something with a rough surface
drawn on the screen directly. Additionally, difference of
roughness could be perceived.

3 Haptic Expression of Figures
3.1 Experimental Setup

To demonstrate haptic expression, an application
software was prepared. Figure 5 shows a view of the
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Fig. 7 A tactile display control system for
demonstration.

(a) (b)

(c) (d)

Fig. 8 Images expressed by the demonstration.

computer screen of the software. A white area was for
the expression. Before the expression, a bitmap image to
present a figure was assigned to the area. Each pixel of
the image was black or white. The black part meant
rough surface and white part meant smooth surface. But
an operator could not see the image. When he/she
dragged on the white area using the SAW tactile display
mouse, tactile display indicated a texture (rough/smooth)
under a mouse pointer shown in Fig. 6. The black area of
the assigned image could be recognized as rough area.
(The white area could be recognized as smooth area.) As
a result, black part of the image could be recognized
through tactile sensation.

To demonstrate the haptic expression, the
experimental set up was controlled by a system
described in Fig. 7. In a computer, one bitmap image in
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Fig. 8 was selected to present the figure expressed on the
white area in Fig. 5. Operator’s mouse dragging speed
and mouse pointer location were detected. According to
the location, pixel color in the bitmap image was
determined. Then 0 for white was substituted into
roughness data r and r, for black was substituted into r
(For r;, smaller number meant rougher surface and 0
meant nothing, namely very smooth surface.) The
detected mouse dragging speed v, was multiplied by r
and then outputted through 8-bit I/O port as an integer.
The integer was input to a processor (Microchip PIC
16F84A). The processor was programmed to generate
two pulse signals. The frequency of the signals was
proportional to the inputted integer. The frequency f
decision was expressed as follows.

f=kv,r (1)

where k, is a constant based on resolution and the size of
the screen. Duty ratio of the pulse was 12.5%. The phase
difference of the pulse signals was 180 deg. The signal
modulated two channels of carrier RF voltages to excite
Rayleigh waves. The modulated driving voltages were
amplified and applied to the IDTs. Momentary input
electric power was about 100 W, averaged power was
about 13 W. While demonstration, the frequency f was
less than 300 Hz.

3.2 Expression

In actual use, dragging with the mouse, we could
feel tactile sensation of roughness through the tactile
display mouse and recognize whether the surface was
smooth or rough. Dragging whole white area, the figure
presented by the bitmap image could be perceived. We
could discern a cross drawn in Fig. 8 (d) from other
figures. But we could not distinguish one figure among
Fig. 8 (a)-(c). All the three figures were felt as a circle.
These results were authors subjective results. So we will
discuss objective evaluation of human ability of tactile
perception through statistical experiments with a large
number of operators.

Using the tactile display mouse, information around
a mouse pointer on the computer screen can be provided
to the operator through tactile sensation. Therefore, the
device can help interaction between operators and
computers. It seems that more information can be
presented than conventional computers using audio and
visual information. Additionally, using the tactile display
mouse only with assistance of sound information,
computers can be operated without PC screens. There is
possibility for blind people to enjoy the graphical user
interface of recent computer applications.

4 Summary

A SAW tactile display mouse could indicate
roughness sensation according to operator’s dragging

action. Demonstration to express a 2-dimensional figure
through the action was carried out. We could feel as if a
rough surface would be shaped into a figure. But we
could not distinguish a circle from a square or a triangle.
An objective evaluation of this demonstration will be
carried out statistically.
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Abstract

Recently, flexible autonomous system that can ac-
complish various tasks automatically has been much
attention. However most of conventional researches
of autonomous system are restricted to some simple
robots. In this paper, we consider an adaptive control
method for redundant system, and by summarizing
our previous works of QDSEGA we demonstrate that
emergent, behaviors that are suitable for each task and
each robot are acquired using the proposed algorithm.

1 Introduction

Recently, flexible autonomous system that can ac-
complish various tasks automatically has been much
attention. However most of conventional researches
of autonomous system are restricted to some simple
robots like a mobile robot [1, 2], so it cannot accom-
plish various tasks. On the other hand, in the field
of researches of redundant robot[3, 4], the robot can
accomplish various tasks using its redundancy but it
requires control methods for each tasks. So it cannot
be autonomous system. Considering these points, we
had proposed ”Q-learning with dynamic structuring
exploration space based on GA (QDSEGA) [5, 6]”
which is hybrid adaptive control method for redun-
dant systems. In QDSEGA, Q-learning is applied to
a small subset of exploration space to acquire some
knowledge of a task, and then the subset of explo-
ration space is restructured using acquired knowledge.
So without priori knowledge, efficient search, compare
to trial and error, is possible. By applying QDSEGA
to redundant systems, effective movements for each
task are selected from the various movements that can
be realized by the redundancy of the system. In this
paper, we summarize our previous works [5, 6, 7] and
by comparing the results we demonstrate that emer-
gent behaviors that are suitable for each task and each
robot are acquired using the proposed algorithm.

2 QDSEGA

To realize the adaptive autonomous controller, we
had proposed a hybrid method by connecting a rule-
based distributed control with a centralized control
based on reinforcement learning.

Fig. 1 shows the outline of our proposed learning
architecture. Rule-based distributed control is em-
ployed to extract closed-subset of exploration space.
Reinforcement learning is applied to the subset and
some knowledge of task is obtained. To restructure

Rule-based control

- Closed
Closed ;
Exploration Space \ Subset Prate
ace

(Action - State Sp N Reinforcement
\ & Learning
\ > (Q-learning)

ge\s
Knowledge of task "\
(Effective Actions) &

Step 1 The subset of the Exploration Space is extracted .

Step 2 Rcinforcemen-tLeaming is applied to the subset.

Step 3 The subset is restructured using Obtained knowledge.

Figure 1: Outline of Learning Architecture

Exploration Space

STEP1
Restrict useable actions

STEP2
Interior states are restricted

Extracted subset

STEP3
Closed subset
can be extracted

Figure 2: Extraction of Closed Subset

the subset, the acquired knowledge is utilized.

To extract the closed-subset (Fig. 2), QDSEGA has
a 2-class layered structure as shown in. Fig. 3. The
upper agent plans all trajectories of desired states of
lower agents using reinforcement learning, and passes
them to lower agents.

By extracting the closed-subset, it becomes possible
to applying the reinforcement learning to the small ex-
tracted exploration space. And using acquired knowl-
edge to restructure the subset, the search becomes
more efficient. It means that the proposed method
is applicable to large redundant systems. Using rein-
forcement learning, role of each agent for each task is
assigned automatically in the changing environment.
It means that the proposed method have autonomy,
flexibility and adaptability. Details are written in
referencel[5, 6, 7].
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3 Application to Redundant
Systems

In this section we apply QDSEGA to redundant sys-
tems.

3.1 Locomotion of multi-legged robot
3.1.1 Task

The task is how to get closer to the light source.
Fig. 7 shows the outline of the task. The light source
is far enough from the start position of the robot
and the reward is calculated using the distance be-
tween the current position of the robot and the light
source. We consider 12-legged robot and employ Mini-
mal Simulation Model that was proposed by M. Svinin
et al., [8].

3.1.2 Simulation Results

Fig. 5 shows the acquired locomotion at 200th gen-
eration. We can find that locomotion can be realized.

3.2 Locomotion of Snake-like robot
3.2.1 Task

We consider a task which is the same as the subsec-
tion 3.1.1, using snake-like robot.

In this simulation we employ a dynamic model of
the snake like robot with considering friction between
robot body and environment proposed by Iwasaki et

&2 ) ko

15
10 20 10 o 10

Figure 5: Acquired locomotion of the multi-legged
robot

al [9]. All links touch the ground and the friction of
the vertical direction with respect to the robot body
is larger than that of the tangential direction. Owing
to this difference of friction the snake-like robot can
move. The number of links is 5.

3.2.2 Simulation Result

Fig. 6 shows the acquired behavior. We can find
that the winding motion is acquired and the task is
accomplished. It means that proposed algorithm is
effective for not only the task in the static world but
also the task in the dynamic world.

3.3 Obstacle Avoidance by Manipula-
tor

3.3.1 Task

In this subsection, we apply the proposed method
to the problem of obstacle avoidance using a 50-link
manipulator. Let us define the origin and coordinate
as shown in Fig. 7. T he origin means the fixed end
of manipulator and the first joint angle is the angle
from the z-axis. The goal of the task is taking the top
of the manipulator to the interior of the desired circle
with avoiding the obstacle. The length of manipulator
is 1.5 and the initial attitude is the straight line on the
z-axis. The obstacle has a circle shape whose radius is
0.1 and its center moves on the circle trajectory whose
center is (0.5, 0.5) and radius is 0.3 with constant
speed. And the initial position on the circle is random.
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Figure 6: Acquired locomotion of the snake-like robot

The goal region is the 0.1 radius circle and the center
is (0.5,0.5) and does not move. In this simulation we
employ kinematic model.

3.3.2 Acquired behavior

Fig. 8 shows an acquired behavior. We can find
that the effective behavior is acquired and the task
is accomplished. It means that proposed algorithm is
effective for large redundant systems.

3.4 Cooperative Transportation
3.4.1 Task

We consider cooperative transportation task as a
typical example of multi-mobile robots’ task.

Fig. 9 shows a grid world of the cooperative trans-
portation task. The world consists of 6 x 5 grids.
There are 2 loads and 10 mobile robots. G of Fig.
9 means the goal position, and in the front of goal,
a door is equipped. SW means a switch to open the
door. An aim of this task is to transport Load 1 to
goal position G. The loads have each movable direc-
tion. Load 1 can move only vertical direction, and
Load 2 can move only horizontal direction. The loads
are big enough, so only one load can enter into one
grid, and the robot cannot enter the grid that is occu-
pied by the load. However the robots are small enough
so all robots can share the same grid. To move the
load, more than 2 robots should push it to same mov-
able direction. Therefore, to realize the task, robots

Orbit of Obstacle

3
y ‘ T Goal
/ *, Obstacle
0.5
- Constant
//\—‘\/\Speed
° 0.5 x
N J
~
Manipulator

Figure 7: Obstacle avoidance using redundant manip-
ulator

should move an obstacle (Load 2), open the door and
move Load 1 to the goal in cooperation.

3.4.2 Simulation Results

Fig. 10 show a typical result. We can find that
the task is completed. In this movements, the desired
positions that are planed by upper agent are only 2
(i=8 and i=17 of Fig. 10), and other positions are
generated by lower agent’s distributed controller. We
can conclude that the distributed controller reduced
planning costs of upper agent, and by the planning of
the upper agent, dead lock is avoided and the task is
completed in cooperation.

4 Discussion

At first we consider the adaptability for the differ-
ences of the body.

From the applications of locomotion task of the
multi-legged robot and the snake-like robot, we can
find that difference behaviors that suitable for each
body has been acquired. To acquire the behaviors,
we have employed the same upper agent, which has
learning algorithm, and we have not employed any
knowledge for the task and robot. So we can conclude
that the acquired behaviors have emerged.

Next we consider the adaptability for the differences
of the task.

From the application of locomotion of the snake-like
robot and the obstacle avoidance of a manipulator,
we can find that using the similar bodies, different
behaviors for each task have been acquired. We can
also conclude that suitable behaviors for each task
have emerged.

Finally, we consider the applicability of the algo-
rithm. :
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Figure 8: Acquired behavior (Task of obstacle avoid-
ance by 50-link manipulator)

From the cooperative transportation task, we can
find that the proposed algorithm is applicable not only
for redundant robots but also multi-mobile robots.
We can conclude that the proposed algorithm is appli-
cable for the redundant systems that consist of mul-
tiple robots.

5 Conclusion

In this paper, we have summarize our previous
works of the QDSEGA and by comparing the simula-
tion results we have demonstrated that emergent be-
haviors that are suitable for each task and each robot
have been acquired using the proposed algorithm.
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Abstract

Genetic Algorithm (GA) attracts much attention
because of its applicability to various kinds of opti-
mization problems. It has been applied to many kinds
of difficult combination problems. It is known that GA
can find the global solution rapidly if the population
holds both diversity and similarity sufficiently. How-
ever, it is difficult to satisfy both requirements at the
same time, because they often trade-off each other. In
this paper, from a point of practical view, we propose
a new GA for the floorplan design problem (FDP),
which aimed at improving the speed of calculation, the
maintenance of the solution’s population diversity and
simplicity of parameters. We applied it to a MCNC
benchmark. The experimental results showed that the
proposed method performed better than the existing
methods.

Key words: floorplan design problem (FDP), genetic
algorithm (GA)

1 introduction

The floorplan design problem is an important prob-
lem, which is seen in the layout design of VLSI (very
large scale integration), the machine layout in a fac-
tory, the room arrangement in a residence, etc. Al-
though many algorithm for the automatic design have
proposed, a lot of time is needed to perform a floor-
plan design, due to complications with the restricted
conditions and whether the optimization problem had
a strong demand. Thus, full automation would be dif-
ficult, and in many cases, very time consuming.
Generally speaking, most floorplan design problems
are too complex for calculating the strict optimal so-
lution. However, the methods of using a GA etc. to
get an approximate solution to these problems are at-
tracting attention [1]. This paper considers the appli-
cation of a GA to a floorplan design problem.

On a practical floorplan design problem, in many cases

we have to take complicated demand and restricted
conditions into consideration. Moreover, two or more
targets may have to be clearly treated as a multiple-
purpose problem. For example, on the layout de-
sign problem of VLSI, one target is to minimize the
layout area, although simultaneously the wires must
shorten in length. Depending on the case, restrictions
on wiring length may be given in order to protect tim-
ing restrictions, or restrictions on arrangement of el-
ements may be given in order to maintain the circuit
character. A GA that performs a multi-point search
using various solutions, is effective in a problem with
such restrictions and a multiple-purpose problem. It
can be used as an applicable method for a floorplan
design problem.

However, GA has a risk of falling into premature con-
vergence. Therefore, many improved methods were
proposed. Someya et al [2] adjusted the search area
in adaptation to an unknown searching stage, and
achieved a high performance. On the other hand,
Shigehiro et al [3] used a ”sequence-pair” for genotype
coding in order to represent any possible floorplan and
was able to search efficiently.

In this paper, after basing it on such efficiency, an algo-
rithm aimed at ”the convergence speed of the solution
candidate”, “improvement in the accuracy of a solu-
tion by maintenance of diversity” and ”simplification
of a parameter setup” is proposed.

2 floorplan design problem

In this paper, a set r;(1 < i < n) of rectangular
blocks lie parallel to the coordinate axes. Each rect-
angular block r; is defined by a tuple (h;,w;), where
h; and w; are the height and the width of the block
ri, respectively. A placement (z;,y;) is an assign-
ment of coordinates to center the rectangular blocks
such that there is no two rectangular blocks overlap-
ping. That is, the restrictions to z;,y;(1 <4 < n) are
such that the following equation is consistent to any
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i,j(1<i<n,1<i<n,i#j).

w; + w;
i — ] > () )
h; +h;
Iyi—yj|2(2—]) (2)

The cost function we use for a placement consists of
two parts. One is the area of the smallest rectangle
that encloses the placement. This is expressed with
the following equations.

s= {mlax(xi + %) - miin(wi - %)}
x{max(y; + ) —min(yi - 2} (3)

The other is the interconnection cost between rect-
angular blocks. In this case, we use the Manhattan
distance between the central coordinates of each rect-
angle block as an approximation. On the other hand,
the interconnection cost between rectangular blocks r;
and r; is expressed as m;;. The interconnection cost
is represented with the following equations.

1= 0D Az =zl + lyi — y3) x mig}  (4)

i=1 j=1

Finally, e = s + Al becomes a objective function. This
problem aims at minimizing this function. Here, X is
the weight of the interconnection cost in this function.

3 The Proposed Method

3.1 improved positions

1. This technique has adapted the thinking of a hash
method. It makes only one individual exist with
one kind of gene in a population, using a function
that accepts a hash key, and returns a hash re-
sult with uniform distribution. When a collision
happens, the fitness of the individual that was
stored there and the individual that was newly
produced, is compared. The one with the higher
fitness remains. This maintains diversity.

2. Genetic operations (for example, crossover, mu-
tation) have been performed based on the geno-
type on the floor plan design problem as a general
method. However, this method operates these
modules using coordinates that are equivalent to
the phenotype. Thus, similar solutions are gener-
ated easily, and a local search is performed.

3. The proposed technique uses units (this unit is
called meme after this) that have information
which population will be operated by which ge-
netic operation. This is prepared beforehand.
The effective meme is bred, and the low meme
of an effect is extinguished, like an individual.

4. This method prepares two kinds of populations.
Each population shares search as before and
maintenance of diversity. The individual that
maintains diversity is called a heroic individual
in this paper. Almost all individuals are a copy
of one of the heroic individuals. The outstanding
individual created as a result of the search can
replace only the heroic individual that became an
ancestor. We will call the information in which a
heroic individual is an ancestor, blood after this.

5. The outstanding initial individual is obtained us-
ing Hayashi’s Quantification Third Method [4].

6. A Hill Climbing local search is performed inten-
tionally. It is uses for almost all mutations. And
two kinds of search are performed by two kinds of
fitness. One simply uses an evaluation function
to provide fitness, and the other distributes the
solution in landscapes like a Sharing [5]. The Hill
Climbing local search was usually repeated until
processing of the target individual was completed.
But the amount of calculation in this method is
adjusted thanks to it’s halting, after evaluating a
fixed number of individuals.

3.2 proposed algorithm

Stepl Recognition of restriction conditions
Input the objective function and restriction con-
ditions into the system. If there are parameters,
which control them, input these also.

Step2 Determination of the genotype
Express genes as sign sequences. Here, we use the
already proposed sequence-pair.

Step3 Creation of the initial population

Copy outstanding heroic individuals generated in
the past. If a heroic individual did not exist, gen-
erate these one at random. Give peculiar blood
to each hero individual. Generate an individual
group, choosing method by equal probability be-
tween randomness and using the Hayashi’s Quan-
tification Third Method.

Step4 Creation of meme
Generate a fixed number of memes that have in-
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formation on which individuals will be operated
by which genetic operations.

Step5 Shift from heroic individuals to individuals
Choose a heroic individual. It can choose by equal
probability whether to leave it as it is or to change
it for an individual with the lowest fitness.

Step6 Creation of individuals
Generate offspring by crossover and mutation.
Each individual are given the parents’ blood.
Store the generated individuals by hashing, and
breed effective memes.

Step7 Hill Climbing local search that maintains di-
versity
Perform the Hill Climbing local search and dis-
tributes the solution into the landscapes in the
first stage of search.

Step8 The straightforward Hill Climbing local search
Perform the straightforward Hill Climbing local
search at the end of the search.

Step9 Shift from individuals to heroic individuals
Choose whether to leave it in a population, or
shift from heroic individuals about each blood
which exists in a population

For the fixed generations do Step5 to Step9

4 Numerical Experiment

To answer the question of whether or not the pro-
posed Genetic Algorithm (pGA) better than the ex-
isting methods, we made a numerical experiment. We
compared pGA with Someya’s method and Shigehiro’s
method. In this section, these two methods are called
GSA and GA after this. These methods were applied
to two MCNC examples: ami33 and ami49. The ter-
minal with three or more Net Degree was divided into
the terminal with two Net Degree. All the aspect ra-
tios were fixed to 1. We calculated for 30 minutes.
And we ran experiment 10 times on ami33, 30 times
on ami49.

Average convergence process to amid9 is shown in
Figure 1. Each example of result of these methods is
shown in Figure 2, 3, and 4.

Best, worst and average costs of each method are
shown in Figure 5 and Table 1. In Figure 5 and Table
1, minimum values of two results of problems are 0
and standard deviation of two results of problems are

— 441 -

®  ©
o o
P}

. GSA !

~
=]

-~ GA

t=3
T

—pGA

S

S

evaluation value(X1000,000)
p—y N w o o D
o o o

o

Q 200 400 600 800 1000 1200 1400 1600 1800 2000
time(second)

Figure 1: Convergence process

Figure 2: Result of GSA (ami49)

Figure 3: Result of GA (ami49)

Figure 4: Result of pGA (ami49)



best

worst
ami49

average |

ami33 average

Figure 5: Experimental result by each method

Table 1: Experimental result by each method

ami49 ami33

best | worst

average | best | worst | average

GSA | 90 329 162 166 | 317 207

GA 33 135 88 118 | 296 194
pGA 0 55 22 0 135 82
100.

Acculate and efficient convergence of the pGA is shown
in Figure 1. Solution of GSA may still be improved,
but it takes long time to calculate. It is supposed that
GA will not obtain a better solution than pGA. Fig-
ure 2, 3, and 4 show that pGA has the largest area
of reduced deadspace. And Figure 5 shows that pGA
gets the minimum cost in arbitrary items.

5 conclusions

In this paper, we aimed new GA, which aimed at
”the convergence speed of the solution candidate”,
”improvement in the accuracy of a solution by mainte-
nance of diversity” and ”simplification of a parameter
setup”. The algorithm can’t always calculate the strict
optimal solution. But the experimental results showed
that the proposed method performed better than the
existing methods. And the algorithm is practical, be-
cause it does not need a complicated parameter setup.
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Abstract

In this paper, we discuss an extended transporta-
tion problem called nonlinear side constrained trans-
portation problem (nscTP). With this side constraint,
however, the difficulty of the problem increases signif-
icaltly and it becomes imposible to be solved by us-
ing conventional linear programming software package
(i.e. LINDO). We proposed two hybridized spanning
tree-based genetic algorithm approaches (hstGA1 and
hstGA2) to solve the problem. In this methods, we
adopt a Priifer number to represent the candidate sclu-
tion to the problem, design a new local search technique
called displacing Priifer and use fuzzy logic controller
(FLC) to dynamically control the GA parameters. Sev-
eral computational experiment results and comparisons
with other conventional methods are given to show the
effectiveness of the proposed methods.
keywords: side constraint, transportation problem,
Priifer number, spanning tree-based Genetic Algo-
rithm, fuzzy logic controller, local search

1 Introduction

The first formulation and discussion of a planar
transportation model was introduced by Hitchcock [1].
For some real-world applications, it is often ‘that the
transportation problem is extended to satisfy several
other additional constraints. For example, Sun [2] in-
troduced the problem called the transportation prob-
lem with exclusionary side constraint. In our real life,
this kind of problem represents many applications. To
solve this problem, he developed a Tabu Search method
[2] and two branch-and-bound methods [3]. The Ge-
netic Algorithm approach for solving this problem was
also developed by Syarif and Gen [4].

Another similar problem called the transportation
problem with nonlinear side constraint (nscTP) was
introduced by Cao [5], [6]. To solve it, he proposed

Mitsuo Gen! and X.D. Wang!
2Dept. of Mathematics
Lampung University,

B. Lampung. Indonesia

a Tabu search method and branch-and-bound method.
In this nscTP, some pairs of destinations given as the
side constraint cannot be served by a source center si-
multaneously. With this side constraint the difficulty of
the problem becomes enermously increase, while its ap-
plications to the real world also increase significantly.
Moreover, since this side constraint is nonlinear, it is
impossible to solve this problem using a traditional lin-
ear programming software package (i.e. LINDO).

The purpose of this paper is to describe two new
techniques called hst-GA1 and hst-GA2 to solve nscTP.
We adopt the Priifer number representation as it is
known to be efficient way to represent network graph
[7]. We briefly discuss the main characteristic of the
GA such as a representation of solutions, method for
handling the constraint, mechanism to create the ini-
tial population and genetic operations. Further, in or-
der to increase the performance of the algorithm, we
also develop a local search technique called displacing
Priifer number and adopt the automatic fine tuning for
the crossover ratio and mutation ratio using fuzzy logic
controller (FLC) [8].

2 Mathematical Model

The transportation problem with nonlinear side con-
straints (nscTP) that we consider in this paper has
many applications in our real world. As one of ex-
amples, the posing of nscTP is as follows [5], [6]: In
container terminal which is divided into several areas
(indexed by 4 ) and arriving containers are classified
into several categories (index by j and k) according
to certain criteria. The problem of assignment of the
storage positions for arriving container is to find a rea-
sonable assignment strategy so that the costs of opera-
tions (searching for and/or loading containers) can be
minimized. The side constraint here represent some of
necessary conditions (e.g., the limitation of the space
in the storage so that some pair of different categories
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of containers can not be stacked in the same areas. In
other word, the source 7 cannot serve two destinations
J and k simultaneously).

The nscTP with given m sub-areas and n categories
of container can be formulated as follows:

min 7= iicijxij (1)

=1 j=1

st Y myp=a;, i=1,2-,m (2)
i=1
inj:bj7 j:1127"’an (3)
=1
zijzi, =0 for (j,k) € D;i=1,2,---,104)
zij >0, Vi,j (5)

where z;; is the unknown quantity of container cate-
gories j to be assigned at the sub-area i, ¢;; will be a
cost function of assigning one unit of container with

categories j to the sub-area i. Sub-area i, i =
1,2,---,m has a capacity of a; unit and the number
of container j is b; units. D; is the set of pairs of des-
tination (j, k) that cannot be served by source 7 at the
same time, given in practice for all 7.

3 Design of the Algorithms

Genetic algorithm is known one of stochastic search
algorithms based on the mechanism of natural selection
and natural genetics. To our knowledge, there are at
least two types of chromosome representation for trans-
portation problem. The first type is a matrix-based
representation [7], [9] which is the most common repre-
sentation used by researchers. Another representation
is known as tree-based represntation.

3.1 Spanning Tree-based Representation

The effectiveness of Priifer number representation
for various network problems including the transporta-
tion problem has been shown Gen and Cheng in [7],
[10]. This Priifer number encoding procedure is belong
to the class of vertex encoding. When generating a
Priifer number, there will be possibility that it cannot
be adapted into a transportation network graph. In
our previous work [4], we have developed the feasibility
criteria and repairing procedure for the Priifer number.
A feasible Priifer number can be decoded into a trans-

portation tree by using the decoding procedure given
in [4].

3.2 Handling for Side Constraint

After generating a feasible Priifer number, another
important issues is how to handle the side constraints.
In the GA process, we proposed two algorithms for
checking the exclusion of side constraints in nscTP. We
describe both procedures as follows:

Algorithm 1

Initially, nscTP is solved without considering the con-
straint (4). After decoding the Prufer number, the de-
veloped tranportation network is checked for the side
costraints. If it is not satisfy the side constraints, the
chromosome is rejeceted by adding a pinalty value to
the objective function. It is done by the following pro-
cedure:

procedure: Checking for Side Constraints 1
for(n = 1;n <= ne;n + +){

J = sc(n, 1);

k = sc(n,2);

for(i = 1;4 <=m;i + +){

pinalty = 1000 - z;; - Tk

}

Algorithm 2 In this algorithm, the procedure for
checking the side constraints is included into the decod-
ing procedure. We add the side constrained checking
procedure after determining the amount to be assigned
at edge (i,7). The procedure for checking the side con-
straint in this algorithm is given as follows:

procedure: Checking for Side Constraints 2
for(k = 1;k <=nc;k + +){
if((j = sc(n, 1)) and (Z; sc(n,2) > 0) or
(4 = s¢(n,2)) and (z; sc(n,1) > 0)){

z;; = 05

}

3.3 Genetic Operators

3.3.1 Crossover

The crossover is done for exchanging the information of
two parents and providing a powerful exploration capa-
bility. we employed a one-cut-point crossover, which
randomly selects a one-cut-point and exchanges the
right parts of two parents to generate offspring.
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3.3.2 Mutation

It is well known that the mutation operator is very im-
portant for the success of the genetic algorithm process.
It is usually done by modifying one or more of the gene
values of an existing individual to increase the vari-
ability of the population so that the GA process does
not stuck in locally optimal solution. We used here an
inversion mutation that always generates feasible off-
spiring (Priifer number).

3.3.3 Evaluation and Selection

For this problem, we use the objective function as the
fitness falue of each chromosome. In the selection pro-
cedure, we use the mixed strategy with (u+\)—selection
and roulette wheel selection. This strategy selects u
best chromosomes from p parents and A offspring. If
there are no p different chromosomes available, then
the vacant pool of population is filled up with roulette
wheel selection. So this selection method can always
enforce the best chromosomes into the next generation.

3.4 Local Search Using Displacing Priifer
number

Combining GA with local search has been shown to
be effective way to move out of a local optimum and
carefully search the near optimal region. Here, we de-
velop a new simple local search operation called displac-
ing Prufer number that can keep the similarity of the
chromosome. The Priifer number resulted by this oper-
ation is guaranteed to be feasible since the appearance
number for each node remains the same.The concept
of displacing Priifer number is stated as follows: select
one number in the Priifer number randomly; And, ex-
change it with the first number of the Priifer number.

3.5 Fuzzy Logic Controller

One of problem in the GA applications is how to de-
termine the value of GA parameters to reach a fine sat-
isfactory solution. To deal with this problem, recently,
several authors proposed fuzzy logic controller to dy-
namically control the GA parameters. In our imple-
mentation of fuzzy logic controller, we used the Wang
et al.’s concepts [8] to regulate automatically the GA
parameters, crossover ration pc and mutation ratio pps.

The heuristic updating principles for the crossover
and mutation ratio are to consider changes in the av-
erage fitness of the populations. For simplicity, in the
implementation, the input values are respectively nor-
malized into integer values in the range [-4.0,4.0] corre-
sponding maximum/minimum values. After determin-
ing the control action Z(4,j) value, the change in the

crossover and mutation rations are computed as follows:
Ac(t) = 0.02x Z(i,5) (6)
Am(t) = 0.002 x Z(i,5) (7)

The value of crossover ratio for the next generation is
calculated as follows:

pe(t) po(t —1) + Ac(t) (8)
pm(t) = pum(t—1)+ Am(t) 9)

4 Numerical Experiments

For our numerical experiments, the proposed algo-
rithms (hst-GA1 and hst-GA2) were implemented in
Visual C language and run on Pentium 700 PC. To
confirm the effectiveness of the proposed methods, we
also developed the traditional matrix based GA (m-
GA) and traditional spanning tree-based GA (st-GA).
We set the initial parameter pc = 0.4 and ppr = 0.2
which have been reported as good parameters [10]. We
tested all algorithms by using 4 test problems. As the
test problems we modify the benchmark test problems
given in [12]. The design of our numerical experiment
is given in the following Table 1:

Table 1: Design of the test problems

Test problem m n nc | dg pop-size_ |
1 4 6 2 17 2
2 8 12 7 15 30
3 10 10 8 16 50
4 8 32 30 24 100

To be fair, for each computational experiment, all al-
gorithms were run with the same t_maxz. The results
of these numerical experiments are summarized in the
following Table 2.

Here, we computed the optimal value of their linear
problems by using LINDO. It is clear that the opti-
mal value of nscTP should be equal to or greater than
its linear optimal solution. In general, we found that
hst-GA2 performs better best fitness value and aver-
age fitness value than those of the other methods. In
contrass to the other algorithms, in hstGA2, the side
constraints are checked during the decoding of the chro-
mosome. So the offspring would be feasible for the side
constraints. Thus this method would be more effective.

To investigate the convergence behavior of the al-
gorithms in the evolutionary process, we did another
numerical experiment by using the test problem 4 with
pop_size = 100 and max_gen = 3000. The following
Figure 1 shows the average fitness value of the algo-
rithms in the evolutionary process.
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Table 2:

Numerical experiment results

m-GA st-GA hst-GAT hst-GA2
Problem t-mazx mean best mean best mean best mean best LINDO results
1 3 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35
5 99.35 99.35 99.35 99.35 99.35 99.35 99.35 99.35
2 25 271.76 267.6 270.68 267.6 268.79 267.6 267.91 267.6 266.7
40 270.53 267.3 269.75 267.6 268.12 267.6 267.43 266.7
3 40 250.1 236 253.8 236 246.9 236 241.1 234 228
60 247.6 234 245.3 234 243.2 234 238.2 234
4 100 1294.8 1112 1263.5 1117 1238.6 1101 1194.7 1057 861
150 1187.3 1097 1162.8 1086 1137.4 1072 1105.2 1057

260

250

20
3
S ——n-GA
S T
i Y
3 — 1562

0 300 100 1500 2000 200 30

generation

Figure 1: The objective function in the generation

5

Conclusion

In this paper, we proposed new approaches called
hst-GA1 and hst-GA2 for solving nonlinear side con-
strained transportation problem. In order to improve
their effectiveness, proposed methods were hybridized
with local search and fuzzy logic controller. The nu-
merical results show the superiority of the proposed
method (hst-GA2) over the existing traditional meth-
ods for solving this nscTP.
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Abstract

In this paper we propose a new searching method
of Genetic Algorithm for Job shop scheduling problem
(JSP). In the ordinal representation with a priority in
JSP, an active schedule is created by using a left shift.
We define an active solution, it is individual which can
create an active schedule without using a left shift, a
set of it called an active solution space. We propose an
algorithm which can search the active solution space
effectively.

1 Introduction

Genetic Algorithm had been applied to many com-
binatorial optimization problems[l]. Genetic Algo-
rithm searches a better solution by leaving a good gene
information in evolution. So many researchers have
been studied, and proposed many coding techniques,
crossover techniques and mutation techniques[l]. Es-
pecially to design a coding is important for solve a
difficult combinatorial optimization problems.

Job shop scheduling problem is one of the diffi-
cult to solve combinatorial optimization problems. It
has been argued about a multiple functions and UV-
structure solution space[2]. Moreover it have many
condition of coding for'create a fisible solution (sched-
ule). Therefore many coding methods have been pro-
posed. We selected an ordinal representation with a
priority as the coding method. It can have much in-
formation about the scheduling. And it is easy to use
and can create an active schedule by using a left shift.
However the evaluation is differ whether using a left
shift or without using a left shift, therefore it could
not said properly that individual had good gene infor-
mation even if evaluation is good. it is not preference
for GA because it search a better solution by leaving
a good gene information in evolution.

In this paper we define an active solution and an
active solution space at first. The active solution is

Ashikaga, 326-8558, Japan

an individual (genotype) which can create an active
schedule (phenotype) without using a left shift. And
we define a set of active solution is an active solution
space. Next we propose an algorithm, which change a
semi-active solution into an active solution while indi-
vidual evaluated, in order to search the active solution
space effectively. By applying the proposed method to
some benchmark problems, we show its effectiveness.

2 Job-shop Scheduling Problem and
Genetic Algorithm

2.1 job-shop scheduling problem

In general, Job-shop scheduling problem (JSP) is
described as follows[3]. There are n jobs to be pro-
cessed on m machines exactly once. A purpose of JSP
is to find an optimum schedule, which has a minimum
makespan. Subject as following. The technological
ordering (the prosessing machine sequence) with pro-
cessing times are prescribed, and all operation is not
interrupted. Tablel shows an example of 3 x 3 JSP.

Table 1: example of JSP

job | (technological ordering, processing time)
j2 (]-a 1) (3a 5) (2a 3)
jS (27 3) (1’ 2) (3’ 3)

2.2 genotype (ordinal representation with
a priority)

To design a coding is needed to solve by the ge-
netic algorithm, and it is important. In this paper, we
use an ordinal representation with a priority, which
arrange a job number using technological ordering [4].
In this method, a chromosome denoted by n xm genes.
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Table 2: pacentage

percentage
problem ex t06 1a01 1a06 ft10 ft20
solution space/size | 3 x3 6x6 10x5 15x5 10x10 20x5
active 43.93 0.82 0.02 0.00 0.00 0.00
semi-active 56.07 99.18 99.98 100.00 100.00 100.00
And a feasible schedule can be represented by a string
of job numbers with each number appeared m times. —— .

A job-machine list is created from the chromosome MyJ 4 I ]3_]
by using the prescribed technological ordering, so ar- M4 J I J3 J2 —l
rangements for placing to Gantt chart, is completed. M Jo | Jjs 71
Figl shows an example of chromosome and a job-

machine list and arrangements for placing to Gantt
chart on the example of Table on 3 x 3 JSP.

chr