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Abstract 

To deal with multi-class classification problem for gene expression data, this paper proposed an adaptive 

polynomial regression by incorporating multi-class adaptive elastic net penalty into polynomial likelihood loss. The 

adaptive polynomial regression was proved to adaptively select relevant genes in groups in performing multi-class 

classification. The proposed method was successfully applied to gene expression data for rat liver regeneration and 

the relevant genes were selected. The pathway relationships among the selected genes were also provided to verify 

their biological rationality.  
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1 Introduction 

Statistical machine learning methods, e.g., support 

vector machine, lasso and their extensions,1-3  have been 

successfully applied to the microarray classification and 

gene selection. Note that multiple decision functions are 

required and each is decided by the coefficients 

corresponding to the different gene groups. Hence, it is 

a challenge to select the proper genes for the microarray 

multi-class classification problem. 

To deal with the aforementioned problem, some new 

statistical learning methods have been proposed. For 
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example, Ref. 4 proposed L1-norm multi-class support 

vector machine (MSVM), Ref. 5 proposed the adaptive 

sup-norm MSVM. In particular, by using the initial 

estimator, Ref. 6 proposed an adaptive MSVM which 

can adaptively select the related genes. 

Recently, the polynomial regression have attracted 

much attention.7-9 Ref. 7 proposed variational bayesian 

polynomial probit regression model and provide the R 

package. Ref. 8 proposed the regularized polynomial 

regression and applied it to multiple alignments of 

protein sequences. Ref. 9 proposed the multinomial 

regression and proved its performance of the grouped 

gene selection. However, these polynomial regression 

methods can not adaptively select the related genes. 

Motivated by Ref. 6, this paper present a new 

polynomial regression method by introducing the multi-

class  adaptive elastic net penalty. The adaptive gene 

selection performance is analyzed and experiment 

results on the gene expression data for rat liver 

regeneration are provided which demonstrate the 

effectiveness of the proposed method. 

2 Problem description 

Given the microarray set       1 1 2 2, , , , , ,n nx y x y x y , 

where 3K   represents the number of classes, 

 1 2, ,i i i ipx x x x  is the input vector and  1,2,iy K  

is sample label. Similar to Ref 6, Let  1, , ,
T

nY y y  

        1 2 1 2
; ; ; , , ,n p

X x x x x x x   ( ) 1 , .
T

j j njx x x  

Suppose that the predictors 
( ) , 1, ,jx j p are 

standardized, the response has zero mean value. The 

objective of this paper is to perform  classification and 

select genes by building the following classifier 
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arg max .k
k K

x f x



 

 For the sake of convenience, we adopt the notations in 

Ref. 9.    , 1,2, ,T

k k kf x b w x k K    be the k th 

decision function,  1, ,
T

k k kpw w w  be the k th row 

vector of matrix w , 
   1 , ,

T

j Kjj
w w w  

be the j th 

column vector of matrix w . By using the multi elastic 

net penalty and the polynomial   likelihoods loss, Ref. 9 

proposed the regularized polynomial regression  
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                                                                                    (1) 
Although this method can select genes in groups 

during performing classification, it can not adaptively 

identify the important gene in the selected groups. This 

paper is devoted to solving the problem. 

 

3   Main Result 

3.1 Adaptive Polynomial Regression Model 

Similar to Ref. 6, let  ik 1 2= v ; ; ; ;T T T

nn k
V v v v


    denote 

the index matrix, where 
T

iv  represents vector code 

corresponding to label iy .By introducing multi-class 

adaptive elastic net penalty, the adaptive polynomial 

regression can be represented by 
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where                
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kjw  and 
jt are the estimated contributions of the j th 

gene  to the k th classifier and the whole classifier. 

Compared with the regularized polynomial regression 

(1), the weight  1, 2, , pjt j     can be viewed as 

leverage vector which controls shrinkage of parameters 

adaptively. Substituting the constraint condition into 

objective function, the constrained optimization 

problem (2) can be transformed into unconstrained 

optimization problem. The altered objective function is 

shown as follows: 
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                                                                                  (4) 

3.2  Gene Selection performance 

Note that the parameters corresponding to the j th gene 

for each classifiers is assigned the same weight 
jt  in 
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adaptive polynomial regression. Hence, the weighted 
1L  

norm penalty can shrink the parameters corresponding 

to the non-significant genes converge to 0  adaptively. 

Meanwhile, it can also reduce shrinkage error of the 

parameters corresponding to important genes and 

emerge sparsity. In anther words, the adaptive 

polynomial regression can select the relevant genes in 

groups adaptively by estimating their contribution 

to K classifiers. This performance of gene selection can 

by described by the following Theorem. 

 

Theorem 1. Given the sample set (X, Y)  and regularized 

parameters 
1 2( , )  .Let ˆ ˆb, w be the solution of adaptive 

polynomial regression (2), 
( ) ( ),n n

m lx R x R  be the 

columns of X  corresponding to 
( ) ( )
ˆ ˆ,m lw w . If predictors 

( )
ˆ

mw  and 
( )
ˆ

lw  are standardized, then 

1 1

( ) ( ) 2
12

2
ˆ ˆ

n
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K
w w t x t x
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holds. 

Proof. Construct the following coefficient matrices   
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Note that ˆ ˆ(b,w) be the solution of adaptive polynomial 

regression. Hence, we have 

 * *

1 2 1 2
ˆ ˆ0 ( , , , w ) ( , , , w)L b L b          (6) 

Following the similar procedure in Ref. 6, we have  
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simple  calculations, we have  
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When 2K  , it can yield that  
               

(1 ) (1 )

2

2
ˆ ˆ 2(1 )m lw w

n



  

     

Note that 1  if and only if 
m lt t . Hence, the 

adaptive polynomial regression will assign the same 

coefficients to the corresponding genes only if 
( )mx  and 

( )lx  are highly correlated  and these genes show the 

same  overall importance to the all K classifiers, i.e. 

( ) 1 ( ) 1|| || || ||m lw w . In other words, adaptive polynomial 

regression can adaptively identify the important gene in 

the selected gene groups. According the terms in Ref.6, 

we call it the adaptive grouping gene selection p. 

Different from Ref.6, the pathwise coordinate descent 

algorithm (PCD) presented in Ref. 10 can be improved 

to solve the adaptive polynomial regression model. 

4 Experiment 

To demonstrate the performance of the proposed model, 

we apply the adaptive polynomial regression to the gene 

chip data of rat liver regeneration.  This data set is 

produced by the State Key Laboratory Cultivation Base 

for Cell Differentiation Regulation, Henan Normal 

University, which is available in the NCBI database  

with accession number: GSE55434.  

Note that rat liver regeneration process has different 

physiological activity at every moment. Hence, we treat  

it as 9-classes classification problem which has 81 

sample points, where each class has 9 sample points and 

each point contains 24618 genes. In our experiments, 54 

sample points are used to train the regression model and 

the rest 27 for testing. In order to guarantee the balance 

of different classes, we take 6 samples out of each class 

for training and the rest 3 for testing. Fig.1 (a) shows the 

tenfold cross-validation error of the adaptive polynomial 

regression on operation group training set. From Fig.1(a) 

we can see that when ln 1   , i.e. 0.3678794   the 

cross-validation error is the least. Thus, we choose the 

optimal 0.220036243   and determine the solution of 

adaptive polynomial regression model. Then we use the 

obtained coefficients to predict on test set and get 100%  

classification accuracy. Further, we determine 196 

relevant genes using nonzero coefficients. 

In order to eliminate the operation error and the 

influence of other noisy points, we also perform 

experiments on sham operation group data. Fig.1 (b) 

shows the tenfold cross-validation error of the adaptive  

polynomial regression model on sham operation group 

training set. Similar to the case of operation group data, 

we choose 0.1826835   and obtain 83 genes. By 

eliminating the genes existing in sham operation group 

from 196 genes in operation group, the rest 113 genes 

are considered to be the relevant genes of rat liver 
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regeneration. To verify the biological rationality, we 

conduct pathway relationships among the selected genes 

by using the pathway studio 8. Fig.2 shows there exists 

two gene pathways. 

 

 
       (a) 

 

 
      (b) 

Fig.1, (a) 0.5   tenfold cross-validation error of the 

adaptive polynomial regression on operation group training 

set. (b) 0.5   tenfold cross-validation error of the 

adaptive polynomial regression on shame operation group 

training set. 

 
Fig.2, Regulative relation of relevant genes of rat liver 

Regeneration. 

5 Conclusion 

By combining polynomial likelihood loss and the multi-

class adaptive elastic net penalty, an adaptive 

polynomial regression was proposed in this paper. The 

proposed model can adaptively select genes in groups. 

PCD algorithm can be improved to solve the proposed 

model. The proposed method was successfully applied 

to the gene expression data for rat liver regeneration and 

the relevant genes were selected. Furthermore, the 

pathway relationships among the selected genes were 

analyzed by using the pathway studio 8, which verifies 

their biological rationality. 
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