
© The 2015 International Conference on Artificial Life and Robotics (ICAROB 2015), Jan. 10-12, Oita, Japan 

Analysis of Asymmetric Mutation Model in Random Local Search 

Hiroshi Furutani* and Makoto Sakamoto  
Faculty of Engineering, University of Miyazaki, Gakuen Kibanadai-nishi 1-1 

Miyazaki City, Miyazaki Prefecture, 889-2192, Japan 

Yifei Du 
Graduate School of Engineering, University of Miyazaki, Gakuen Kibanadai-nishi 1-1 

Miyazaki City, Miyazaki Prefecture, 889-2192, Japan 

Kenji Aoki 
Information Technology Center, University of Miyazaki, Gakuen Kibanadai-nishi 1-1 

Miyazaki City, Miyazaki Prefecture, 889-2192, Japan 

 
E-mail: furutani@cs.miyazaki-u.ac.jp 

 

Abstract 

In a standard Evolutionary Algorithms (EAs), one uses the same rate for mutations from bit 1 to bit 0 and its 
reverse direction. There are many reports that the asymmetric mutation model is a very powerful strategy in EAs to 
obtain better solutions more efficiently. In this paper, we report stochastic behaviors of algorithms that are 
asymmetric mutation models of Random Local Search (RLS). The mathematical structure of asymmetry model can 
be derived in terms of a finite Markov chain. We demonstrate some useful results representing the effects of 
asymmetric mutation. 
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1. Introduction 

Theoretical studies of EAs have been performed from 
various viewpoints. One of the most attractive objects of 
them is the convergence properties of EAs [1]. In the 
previous conference, we have reported a randomized 
heuristics, which mainly treated the computational 
complexity of Random Local Search (RLS) [2]. Our 
study used the results obtained in researches on Coupon 
Collector Problem (CCP), and made a mathematical 
analysis of hitting time in RLS by extending the original 
model of CCP.  
In this conference, we report another extension of RLS, 

an asymmetric mutation model. We apply the 
asymmetric mutation in evolution of RLS; that is, ݌௔ 
for mutation 0 → 1 and ݌௕  for 1 → 0, respectively. 
We carry out a theoretical analysis for the evolution of 
strings in the framework of a finite Markov chain [3]. 

The asymmetric mutation model is a very powerful 
strategy in EAs to obtain better solutions more 
efficiently [4]. In biology, spontaneous misreading of 
bases during DNA synthesis, mutation, is considered as 
a major factor contributing to evolution [5]. Nei stated 
that the driving force behind evolution is mutation, with 
natural selection being of only secondary importance. 
Wada et al. showed that double-stranded DNA type 
strings can solve the knapsack problem effectively by 
using the asymmetric machinery of DNA replication [6]. 
They used different mutation rates for the leading and 
lagging DNA strands. 
To analyze the behavior of the evolution processes, it 

is necessary to take into account of effects due to 
stochastic fluctuations. During the study of asymmetric 
mutation model of RLS, we noted mathematical papers 
in learning model with reinforcement, which gave the 
Markov chain model of learning processes [3]. We 
found that results in these papers can be interpreted as a 
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model of RLS with asymmetric mutation rates, and 
apply these results in the present study. 
In this model, we obtained an explicit form of Markov 

chain transition matrix, and furthermore the eigenvalues 
of this matrix were calculated by using rather technical 
methods. The largest eigenvalue is naturally ߣ଴ ൌ 1, 
and the second largest one is ߣଵ ൌ 1 െ ሺ݌௔ ൅  .݈/௕ሻ݌
Since the most important factor to decide the speed of 
convergence is the second largest eigenvalue, we know 
the averaged value of two mutation rates mainly 
controls the speed of evolution. We will show in our 
report the behavior of solutions from the aspects of 
mathematical analysis and numerical simulations. 

2. Evolutionary Algorithms 

As a test function, we adopt OneMax function ݂ሺݔሻ 

݂ሺݔሻ ൌ෍ݔ௜

௟

௜ୀଵ

௜ݔ			, ∈ ሼ0,1ሽ, 

where ݔ is a binary string of length ݈. We consider the 
maximization of OneMax function. The optimum 
solution is ݔ௢௣௧ ൌ ሼ1ሽ௟, and ݂൫ݔ௢௣௧൯ ൌ ݈.  
1. The first choice of Evolutionary Algorithm is the 

Random Local Search (RLS). We define RLS as 

Algorithm 1    Random Local Search 

1: Initialize ݔ ∈ ሼ0,1ሽ௟ uniformly at random. 
2: Create ݔᇱ  by flipping one bit in ݔ  which is 

selected at random. 
3: Select if ݂ሺݔᇱሻ ൐ ݂ሺݔሻ then ݔ ≔  .ᇱݔ
4: Go to 2 until a termination condition is fulfilled.

2. The next one is RLS with asymmetric mutation 
(ARLS). The ARLSis defined  as 

Algorithm 2    RLS of Asymmetric Mutation 

1: Initialize ݔ ∈ ሼ0,1ሽ௟ uniformly at random. 
2: Select one bit ݔሾ݆ሿ in ݔ at random. 
3: With probability 1 െ ሺ݌௔ ൅ ᇱሾ݆ሿݔ ,௕ሻ݌ ൌ  .ሾ݆ሿݔ

If ݔሾ݆ሿ ൌ 0 then ݔᇱሾ݆ሿ ൌ 1 with probability ݌௔.
If ݔሾ݆ሿ ൌ 1 then ݔᇱሾ݆ሿ ൌ 0 with probability ݌௕.

4: If ݔሾ݆ሿ is flipped then ݔ ≔  .ᇱݔ
5: Go to 2 until a termination condition is fulfilled.

3. The third one is a lazy version of RLS, which is 
defined as 

Algorithm 3    Lazy RLS  

1: Initialize ݔ ∈ ሼ0,1ሽ௟ uniformly at random. 
2: Select one bit ݔሾ݆ሿ in ݔ at random. 

3: Does not change ݔሾ݆ሿ with probability 1 െ  .௔݌
If ݔሾ݆ሿ ൌ 0 then ݔᇱሾ݆ሿ ൌ 1 with probability ݌௔.

4: If ݔሾ݆ሿ is flipped then ݔ ≔  .ᇱݔ
5: Go to 2 until a termination condition is fulfilled.

This model is also defined as the variation of ARLS by 
putting ݌௕ ൌ 0. 

3. Markov Chain Model 

This section presents the Markov chain approaches to 
the EAs. The search space of OneMax function is 
Ω ൌ ሼ0,1ሽ௟ , and we divide Ω  into ሺ݈ ൅ 1ሻ  subsets 
Ω ൌ ܵ଴ ∪ ଵܵ ∪ ⋯∪ ௟ܵ, where ݂ሺ ௜ܵሻ ൌ ݅. 

3.1. Asymmetric mutation model of RLS 

The transition matrix ௜ܲ,௝ ൌ ܲሺ݆|݅ሻ  represents the 
evolution of ARLS. 

1. For ݆ ൌ ݅ ൅ 1, 0 ൑ ݅ ൏ ݈ 

௜ܲ,௜ାଵ ൌ ௔݌ ൬1 െ
݅
݈
൰. 

2. For ݆ ൌ ݅ െ 1, 0 ൏ ݅ ൑ ݈ 

௜ܲ,௜ିଵ ൌ ௔݌
݅
݈
. 

3. For ݅ ൌ ݆, 0 ൑ ݅ ൑ ݈ 

௜ܲ,௜ ൌ 1 െ ௔݌ ൬1 െ
݅
݈
൰ െ ௔݌

݅
݈
. 

For example, the transition matrix for ݈ ൌ 3 is given 
by 

ࡼ ൌ

ۉ

ۈ
ۈ
ۇ

1 െ ௔݌ ௔݌
1
3
௕݌ 1 െ

2
3
௔݌ െ

1
3
௕݌

		
0					 		 0
2
3
௔݌ 												0

0																			
2
3
						௕݌

0 0 		

1 െ
1
3
௔݌ െ

2
3
௕݌

1
3
௔݌

௕݌ 1 െ ی௕݌

ۋ
ۋ
ۊ

The left eigenvectors ࢛ ൌ ሺݑ଴, ⋯,ଵݑ ,  ௟ሻ satisfy, inݑ
the case of ݈ ൌ 3, 

ሺ1 െ ଴ݑ௔ሻ݌ ൅
1
3
ଵݑ௕݌ ൌ ,଴ݑߣ

଴ݑ௔݌ ൅ ൬1 െ
2

3
ܽ݌ െ

1

3
൰ܾ݌ ଵݑ ൅

2

3
ଶݑܾ݌ ൌ ,ଵݑߣ

2
3
ଵݑ௔݌ ൅ ൬1 െ

1

3
ܽ݌ െ

2

3
൰ܾ݌ ଶݑ ൅ ଷݑܾ݌ ൌ ,ଶݑߣ

1
3
2ݑ௔݌ ൅ ሺ1 െ 3ݑ௕ሻ݌ ൌ .3ݑߣ

We define the ݈th order polynomial function 

݂ሺݖሻ ൌ ଴ݑ ൅ ݖଵݑ ൅ ଶݖଶݑ ൅ ଷݖଷݑ ൅ ⋯൅  .௟ݖ௟ݑ
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Multiplying eigenvalue equations with 1, ,ݖ ,ଶݖ … ,  ,௟ݖ
respectively, and summing them up, we have 

݈ሺ݌௔ݖ ൅ 1 െ ௔݌ െ ሻݖሻ݂ሺߣ െ ሺݖ െ 1ሻሺ݌௔ݖ ൅ ሻݖ௕ሻ݂ᇱሺ݌ ൌ 0.

Considering this as a differential equation of ݂, we 
have 

݂ሺݖሻ ൌ ݖሺܥ െ 1ሻ௞ሺ݌௔ݖ ൅  ,௕ሻ௟ି௞݌

݇ ൌ
݈ሺ1 െ ሻߣ
௔݌ ൅ ௕݌

, 

where ܥ  is an arbitrary constant. Since ݂ሺݖሻ  is a 
polynomial of ݈ th order, ݇  must be an integer of 
ሼ0,1, … , ݈ሽ. Then the eigenvalues are given by 

௞ߣ ൌ 1 െ
݇
݈
ሺ݌௔ ൅ ,௕ሻ݌ ݇ ൌ 0,1, … , ݈. ⑴

The largest eigenvalue is ߣ଴ ൌ 1 , and the second 
largest one  is ߣଵ ൌ 1 െ ሺ݌௔ ൅ ݈/௕ሻ݌ , which 
determines the convergence speed of the chain. 
The eigenvector corresponding to the largest 

eigenvalue ߣ଴ ൌ 1  presents the distribution of the 
stationary state. In this case of ݇ ൌ 0, we have 

݂ሺݖሻ ൌ ሺ݌௔ݖ ൅ ௕ሻ௟݌ ൌ෍ቀ݈
݅
ቁ ௜ݖ௕௟ି௜݌௔௜݌

௟

௜ୀ଴

, 

thus the components of eigenvector with normalization 
are given by 

௜ݑ ൌ ቀ݈
݅
ቁ ௔݌௕௟ି௜/ሺ݌௔௜݌ ൅ ሺ0			௕ሻ௟,݌ ൑ ݅ ൑ ݈ሻ. ⑵

From this, we can obtain  the average number of bit 
ones, 

݅ ൌ ݈
௔݌

௔݌ ൅ ௕݌
. 

Similarly, we have the variance 

ܸሺ݅ሻ ൌ ݈
௔݌ ∙ ௕݌

ሺ݌௔ ൅ ௕ሻଶ݌
. 

Both quantities depend on the ratio of two mutation 
rates ݌௕/݌௔. 

3.2. Lazy RLS 

The transition matrix for the lazy RLS  is given by 

ࡼ ൌ

ۉ

ۈ
ۈ
ۈ
ۇ

1 െ ௔݌ ௔݌ 0

0 1 െ
݈ െ 1
݈

௔݌
݈ െ 1
݈

௔݌
⋯ 			0
			0			 				⋮

			⋮				 									⋮								 									⋱							
0 	0 		⋯
0 0 		⋯

⋱ ⋮

1 െ
௔݌
݈

௔݌
݈

0 1 ی

ۋ
ۋ
ۋ
ۊ

 

 

 

⑶

This equation shows that the Markov chain is 
absorbing one, and there are ݈  transient and one 
absorbing states, respectively. For absorbing Markov 
chains, the transition matrix is represented as 

ࡼ ൌ ቀࡽ ࡾ
૙ ࡵ

ቁ ⑷

The ݈ ൈ ݈ submatrix ࡽ shows transition probabilities 
among transient states ܵ଴, ଵܵ,⋯ , ௟ܵିଵ . Since there is 
only one absorbing state, the unit matrix ࡵ is a scalar 1.  
For the calculation of the hitting time of the optimum 

solution, we use the fundamental matrix 
ࡺ ൌ ሺࡵ െ ⑸ .ሻିଵࡽ

After some calculations, we have 

௜ܰ,௝ ൌ 0, ሺ݅ ൐ ݆ሻ 

ൌ
݈

ሺ݈ െ ݆ሻ݌௔
, ሺ݅ ൑ ݆ሻ. 

The expected step ܧ௜ሺݐሻ to enter into the absorbing 
state from the initial state ݅ is given by the vector ࢓ 
of ሺ݈ ൈ 1ሻ [3] 

࢓ ൌ  ,૚ࡺ

where ݉௜ is the expected step from $i$th state, and ૚ 
is a column vector whose all entries are 1. Thus, we 
have 

݉௜ ൌ
݈
௔݌
෍

1
݈ െ ݆

																																

௟ିଵ

௝ୀ௜

 

ൌ
݈
௔݌
ଵሺ݈ܪ െ ݅ሻ ሺ0 ൑ ݅ ൑ ݈ െ 1ሻ, 

 

 

⑹

where ܪଵ is the ݊-th harmonic number 

ଵሺ݊ሻܪ ൌ 1 ൅
1
2
൅⋯൅

1
݊
. 

The variance of ݐ is given by 
ܸሺݐሻ ൌ ሺ2ࡺ െ  ,ଶ࢓െ࢓ሻࡵ

where ࢓ଶ is a column vector whose elements are ݉௜
ଶ. 

The explicit form of the variance is given by 

௜ܸሺݐሻ ൌ
݈ଶ

௔ଶ݌
ଶሺ݈ܪ െ ݅ሻ െ

݈
௔݌
ሺ݈ܪ െ ݅ሻ, ⑺

where ܪଶሺ݊ሻ is the  generalized harmonic number 

- 320 -



Hiroshi Furutan

 

© The 2

ܪ

We have use

2෍

௡

௜ୀଵ

4. Numerica

In this secti
for ARLS a
numerical ca
10000  runs
statistical qua
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1 s

asymmetric m
ࢇ࢖ ൌ ૙. ૙૜ a
of numerical 
prediction ob
 

 
 
 
 
 
 
 

Fig. 1. Di
asymmetric 
Mutation ra
respectively.
solid line is t

i, Makoto Sakam

2015 Internati

ଶሺ݊ሻܪ ൌ 1 ൅
1
2

ed the identity

෍
1
݅
ଵሺ݅ሻܪ

ଵ

െ ଵܪ

al Experimen

ion, we demon
and Lazy R
alculations for
s for each 
antities from th

shows the st
mutation mod
and ࢈࢖ ൌ ૙. ૙
calculation. T
tained by eq.⑵

stribution o
mutation mo

ates are ࢇ࢖
 Crosses are
the theoretica

oto Yifei Du Kenj

ional Conferen

1
ଶ ൅ ⋯൅

1
݊ଶ
. 

y 

ଵሺ݊ሻଶ ൌ ଶሺ݊ܪ

nt 

nstrate theore
RLS, and pre

r comparison
calculation, 

hem. 

tationary dist
del. The string
૙૛. The cross
The solid line 
⑵. 

f the statio
odel of RLS
ൌ ૙. ૙૜  an

e RLS calcul
al prediction. 

ji Aoki 

nce on Artifici

݊ሻ. 

etical predictio
esent results 
. We perform

and obtain

tribution of 
g length ࢒ ൌ ૝
ses are the res
is the theoreti

onary state 
S with ࢒ ൌ ૝
d ࢈࢖ ൌ ૙. ૙
lations, and t

ial Life and R

ons 
of 

med 
ned 

 

the 
૝૙, 
sult 
ical 

F
of 
࢒ ൌ
a b
Th
us

F
tim
௔݌
sta
the
the
an

in
૝૙.
૙૛ ,
the

Fi
RL
a 
an

Fi
hit
wi
ze
us
re

Robotics (ICAR

Figure 2 show
f the optimum
ൌ ૛૙ and mu
bit string of a
he solid line i
sing Markov c

Figure 3 show
me and its sta

௔ in Lazy RL
ate is a bit stri
eoretical pred
e thick solid l

nd crosses are 

g. 2. Distribu
LS with ࢒ ൌ
bit string of 

nd the solid lin

g. 3. Mutat
tting time an
ith 	࢒ ൌ ૛૙.

eros. The soli
sing Markov 
sults of nume

ROB 2015), Ja

ws the distribut
solution in L

utation rate ݌௔
all zeros. Dots
is the theoreti
hain transition

ws the depend
andard deviat
S. The string 
ing of all zero
diction of the
ine represents
numerical res

ution of the 
૛૙ and ࢇ࢖
all zeros. D

ne is the theo

ion rate dep
nd its standar
The initial s
id lines are t
chain model

erical calculat

an. 10-12, Oit

tion of the fir
Lazy RLS. The

௔ ൌ ૙. ૜. The
ts are the num
tical predictio
n matrix. 

dence of the a
tion (SD) on 
length ݈ is 2

os. The thin so
e average hitt
s the theoretic
sults. 

first hitting 
ൌ ૙. ૜. The 

Dots are RLS
oretical predic

pendence of 
rd deviation 
state is a bit
the theoretica
l. Circles an
tions. 

ta, Japan 

rst hitting time
e string length
 initial state is

merical results
n obtained by

average hitting
mutation rate
20. The initia
olid line is the
ting time, and
cal SD. Circles

time in Lazy
initial state is
calculations

ction. 

the average
in Lazy RLS
string of al

al predictions
d crosses are

 
e 
h 
s 
s. 
y 

 

g 
e 

al 
e 
d 
s 

y
s

s,

e
S
ll
s
e

- 321 -



 Analysis of Asymmetric Mutation 

© The 2015 International Conference on Artificial Life and Robotics (ICAROB 2015), Jan. 10-12, Oita, Japan 

4. Summary 

In this paper, we considered the behavior of the 
asymmetric mutation in the solving the optimization of 
OneMax function. This problem can be solved 
analytically in terms of a finite Markov chain [3]. We 
derived the explicit form of eigenvalues and 
eigenvectors, and obtained various quantities 
theoretically. 
In genetic biology, it has been suggested by many 

statistical studies that asymmetric directional mutation 
pressures are commonly observed in weakly selected 
positions [7]. It is interesting to study the phenomena 
using the theoretical approach presented in this paper. 
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