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Abstract

Currently, in the field of human-robot interaction (HRI), robots have a problem that can only interact
the same at all times with humans. In this paper, therefore, we introduce the concept called a dividual
and build a model of the dividual to grow through interactions with others. In addition, using a modular
neural network and reinforcement learning (actor-critic), we confirmed process to choose an appropriate
dividual out of plural dividuals.
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1. Introduction

In recent years, many types of robots have been
developed and successfully applied to a variety of
fields, such as medical care and disaster relief. Cur-
rently, in the field of human-robot interaction (HRI),
robots have a problem that they can only interact
with humans in a stereotypical way. Humans can
however change correspondence depending on a hu-
man to be interacted, and realize a variety of inter-
actions (communications). On conventional inter-
action between humans and robots, robots receive
unilateral orders by performing prearranged move-
ment and utterance from humans, and perform given
tasks1,2,3,4,5. This cannot however realize robots
which live together and support humans.

As one of researches on HRI, Kojima tried
to have a mind like human for building a so-
cial relationship and proposed a model of develop-

ment to obtain communication skills through social
interactions6. Shibata made robots play a role in
human society. Then he developed a seal-shaped
robot and reported that elderly people get pleasure
and spiritual comfort through physical interactions
such as touching and petting7. Naya et al. also pre-
sented a system dealing with haptic interactions be-
tween humans and robots8.

In the present paper, in the field of HRI, we de-
velop a dividual model to grow through interactions
with others. Then, we introduce a concept of di-
vidual that it is formed into a self with respect to
another human through repetitive communications
with others9,10. Individual cannot divide anymore
whereas dividual can divide into plural ones. We use
two machine learning techniques to construct the di-
vidual model. Then, we confirm a process to choose
an appropriate dividual out of plural dividuals when
we appropriately prepare an input set for a dividual
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model defined by category elements and action ones.

2. Dividual

A concept of dividual is proposed by Japanese nov-
elist Keiichiro Hirano to interact properly with an-
other human9. Individual cannot divide anymore
whereas dividual can divide into plural ones. Based
on the concept of dividual, a human can change to
an another self according to environments and hu-
man relations. Dividual is formed into a self with
respect to another human through repetitive commu-
nications with others. In addition, dividual is strictly
divided into three types as shown in Fig.1.

Figure 1: Conceptual diagramof dividual.

The first one is a social dividual. This is a stan-
dard dividual to interact with a stranger or an unfa-
miliar person. The second one is a group-oriented
dividual. This corresponds to a dividual for a spe-
cific group such as a school class or a tennis club.
The third one is an individual-oriented dividual.
This is a dividual for a specific person such as family
members or a close friend. In the present paper, the
last one, i.e. individual-oriented dividual is treated.

3. Dividual Model

3.1. Design of Dividual Model

We introduce a modular neural network as a general
framework of the dividual model11,12. One module
corresponds to one dividual as show in Fig.2. Firstly,
a dividual model creates a dividual as a module by
giving inputs and learning. This corresponds to in-

teraction between humans and robots. Secondly, the
model chooses an appropriate dividual out of plu-
ral ones according to input information by an output
value from each modules. This corresponds robots
could change interaction according to humans.

Figure 2: Configuration ofa dividual model.

3.2. Learning of Dividual Model

We introduce an actor-critic reinforcement learn-
ing method to train each modular neural network in
Fig.313. Reinforcement learning is a learning frame-
work that acquires the desirable output and time se-
quence with a trial and error by being maximized
value for result of interaction with environment, that
is reword of expectation. One of the representative
technique is actor-critic. The actor-critic method
consist of an actor to select an action and a critic
to evaluate its action.

Figure 3: Structure ofa neural network based on
actor-critic.

The parameters are repeatedly modified as fol-
lows.
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TD error: Critic observes the rewordsr and the next
statesss′ = (x1,x2, · · · ,xN)

T , and calculate tempo-
ral difference error (TD error) as learning index of
critic and actor. TD errorδ at timet is expressed
by Eq.(1).

δ = r + γV(sss′)−V(sss), (1)

whereγ is a discount rate, 0⩽ γ ⩽ 1.
Learning of middle unit:The output function of mid-

dle unit is assumed as Gaussian function with an
averageccc j and a varianceσ2

j in Eq.(2).

y j = exp

(
−
∥sss−ccc j∥2

2σ2
j

)
, (2)

The averageccc j becomes close to inputsssas Eq.(3).

ccc j ← ccc j +ζ δ ν j
sss−ccc j

σ2
j

y j , (3)

whereζ is a learning coefficient, 0⩽ ζ ⩽ 1. In the
present paper, the varianceσ2

j of Gaussian func-
tion is assumed to be fixed.

Learning of critic: A weight ν j is updated by Eq.(4)
so that TD error becomes zero.

ν j ← ν j +η δ y j , (4)

whereη is a learning coefficient, 0⩽ η ⩽ 1.
Learning of actor: A weight ω j is updated so as to

take a higher state valueV(s)using Eq.(5).

ω j ← ω j +ρ δ , (5)

whereρ is a learning coefficient, 0⩽ ρ ⩽ 1.
Selection probability of modules:We introduce a

soft-max technique based on Gibbs distribution
in Eq.(6) so as to adjust the selection probability
of modules.

π(sss) =
exp(p(sss))

∑sss′∈X exp(p(sss′))
, (6)

where Xrefers to an input set and the parameter
p(sss) is updated by Eq.(7).

p(sss)← p(sss)+β δ , (7)

whereβ is a learning coefficient, 0⩽ β ⩽ 1.

4. Computer Simulation

Through computer simulations, we confirm a pro-
cess to choose an appropriate dividual out of plural
dividuals.

4.1. Design of Input Information

We prepare an input set for the dividual model in ad-
vance. It basically consists of two kinds of informa-
tion. The first one is category information to identify
a person, e.g. name, sex, age, nationality, hobby and
etc. The second one is action information to express
interactions, e.g. question, answer and etc. For con-
venience of identifying a person, we should keep the
input dimensions of action information as small as
possible. Further, we design four patterns for each
person whose category elements are identical but ac-
tion elements are not.

4.2. Simulation Results

When the proposed model newly gets an input for an
unfamiliar person, it creates a novel dividual module
for him/her. We designed that each dividual module
gets a positive reward for an input containing good
action and a negative reward for the other inputs
so as to form an appropriate dividual in a module.
The accumulated rewards for three dividual mod-
ules is illustrated in Fig.4. This figure shows that
each module learns correctly because the accumu-
lated rewards is monotonically increasing.

Figure 4: Accumulated reward for three persons.
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Figure 5 illustrates the transition of outputV(sss).
As shown in this figure, the output of each mod-
ule takes higher value than other two modules after
3,000 learning steps. We can therefore identify the
person by observingV(sss). Thus, we can confirm the
process to choose an appropriate dividual out of plu-
ral dividuals for input information.

Figure 5: Output valueV(x) from each module.

5. Conclusion

In the present paper, in the field of HRI, we devel-
oped a dividual model to grow through interactions
with others. Through computer simulations, we con-
firmed a process to form an appropriate individual-
oriented dividual.

As a future problem, we should implement so-
cial dividual and group-oriented dividual. Then we
should verify the validity of a dividual model.

In the near future, when a home robot is intro-
duced to our house, we hope that it should be de-
veloped to learn and grow through interactions with
family members, and can separately correspond to
each family member. In order to realize such a home
robot, we must develop a system to enable smooth
communication between humans and robots. Once
a dividual based human-robot interaction system is
developed, robots can take a role in a family member
and a doctor and then relationship between humans
and robots will be dramatically changed.
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