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Abstract: Acetylcholine (ACh) has a key role in the cortex in perception. Although cholinergic modulations have been revealed
in recent experimental studies, it remains unclear what is the essential role of ACh. In order to clarify the crucial computational
function of ACh in perceptual inference, we propose a model of cholinergic top-down modulation based on the free-energy
principle in this paper. We made the only assumption that ACh modulates the magnitude of top-down processing. Then, dynamics
of the ACh level is derived by the free-energy principle. Our model suggests that ACh reports uncertainty of top-down information
and reduces noise of top-down input. Thus, ACh can contribute to precise perception.
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1 INTRODUCTION
Acetylcholine (ACh) is one of the neuromodulators such

as dopamine, serotonin, and noradrenaline. ACh is synthe-
sized in the basal forebrain including medial septum, diag-
onal band of Broca, and nucleus basalis. Then, it is deliv-
ered to large areas of the cortex. Delivered ACh acts various
functions in the cortex [3], [4]. First, recurrent intracorti-
cal connections and top-down processing are suppressed via
muscarinic receptors. Second, afferent input is facilitated via
nicotinic receptors. These cholinergic modulations relate to
perception.

In theoretical studies, Yu and Dayan have suggested that
the ACh level represents the uncertainty associated with top-
down information [6], [7]. They proposed an ACh model
by means of hidden Markov model, showing that cholinergic
modulation leads to efficient perceptual inference. On the
other hand, Friston has recently suggested that perception is
realized by the free-energy principle. The free-energy prin-
ciple has strong impacts because we can uniformly deal with
neuronal activity, synaptic plasticity, and neuromodulation.

Although cholinergic modulation is well studied in recent
studies, the relationship between cholinergic modulation and
the free-energy principle is not clear. Furthermore, the cru-
cial computational role of ACh is poorly understood. Here,
we propose a model of cholinergic modulation based on the
free-energy principle in this paper. We assume that ACh
modulates the efficacy of top-down processing, showing that
the ACh level changes in response to uncertainty of top-down
information and ACh yields better perceptual inference.

2 MODELING OF PERCEPTION
Before we introduce cholinergic modulation, we review

the perception model derived by the free-energy principle
proposed by Friston [1] in this section. See [1] and [2] for

details.

2.1 Generative model

Consider the following state-space model,

ẋ = Ax+Bv + zx, (1)

y = Cx+ zy, (2)

wherev, x, and y denote input, state, and output, respec-
tively. State equation (1) demonstrates the transition of state
x in terms of inputv, state itselfx, and noisezx. Output
equation (2) defines outputy by statex and noisezy. A,B,
andC are time-invariant matrices. This linear state-space
model generates observable consequencey by causesx and
v. In this sense, this state-space model is called a generative
model.

Next, generalized coordinates are introduced under the
smoothness assumptions. We assume that all variables are
smooth enough to differentiate infinitely. We use the no-
tations, tildes, in the sense of generalized coordinates, e.g.,
x̃ := [xT , ẋT , ẍT , . . .]T . Then, the state-space model can be
written by

Dx̃ = Ãx̃+ B̃ṽ + z̃x, (3)

ỹ = C̃x̃+ z̃y, (4)

Ã := I ⊗A, B̃ := I ⊗B, C̃ := I ⊗ C, (5)

D :=

0 1 0 · · ·
0 0 1 · · ·
...

...
. ..

⊗ I, (6)

whereI is the identity matrix and⊗ is Kronecker product.

Moreover, if we assume that noisesz̃x andz̃y obey Gaus-
sian distributionsN (0,Σx) andN (0,Σy), we can rewrite
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thestate-space model to the probabilistic model as follows

p(ỹ, x̃, ṽ) = p(ỹ|x̃, ṽ)p(x̃|ṽ)p(ṽ), (7)

p(ỹ|x̃, ṽ) = N (ỹ : C̃x̃,Σy), (8)

p(x̃|ṽ) = N (Dx̃ : Ãx̃+ B̃ṽ,Σx). (9)

We solve the inversion of this generative model in the follow-
ing section.

2.2 Perception model

In the perception model, the brain estimates statesx̃ and
ṽ by observingỹ and using prior knowledgẽvpr. Under the
ergodic assumptions, given modelm, the entropy of sensory
state is

H(ỹ|m) = −
∫
p(ỹ|m) ln p(ỹ|m)dỹ (10)

= −
∫

ln p(ỹ|m)dt (11)

≤
∫

(− ln p(ỹ|m) +DKL (q(ϑ)||p(ϑ|ỹ,m))) dt

(12)

=

∫
(⟨− ln p(ỹ, ϑ|m)⟩q − ⟨− ln q(ϑ)⟩q) dt, (13)

whereϑ is internal parameter including causesx̃ andṽ. Dis-
tribution q is (arbitrary) recognition density. Here, we define
the free-energyF as

F : = − ln p(ỹ|m) +DKL (q(ϑ)||p(ϑ|ỹ,m)) (14)

= ⟨− ln p(ỹ, ϑ|m)⟩q − ⟨− ln q(ϑ)⟩q. (15)

The free-energy is an upper bound of sensory entropy. The
free-energy principle says that recognition is realized by min-
imizing this free-energy.

Here, we assume that the recognition densityq(x̃, ṽ) can
be factorized intoq(x̃) andq(ṽ) (mean field approximation),
and has a Gaussian form with meansµ̃x and µ̃v (Laplace
assumption). We also assume that noisez̃v obeysN (0,Σv),
whereµ̃v = ṽpr + z̃v. Then, the free-energy can be written
by (ignoring constant)

F =
1

2
εTyΠyεy +

1

2
εTxΠxεx +

1

2
εTvΠvεv

−1

2
ln |Πy| −

1

2
ln |Πx| −

1

2
ln |Πv|, (16)

εy = ỹ − C̃µ̃x, (17)

εx = Dµ̃x − Ãµ̃x − B̃µ̃v, (18)

εv = µ̃v − ṽpr, (19)

where precision matricesΠy,Πx, andΠv are defined as the
inverse of covariance matricesΣy,Σx, andΣv.

Thus, we can obtain the inversion (perception) model by
gradient descent of minimizing free-energy as follows

˙̃µx = Dµ̃x − k1(−C̃Πyεy + (D − Ã)Πxεx), (20)
˙̃µv = Dµ̃v − k1(−B̃Πxεx +Πvεv). (21)

Note thatµ̃x andµ̃v are estimated values ofx̃ andṽ.

One of the advantages of this perception model is that the
equations (20) and (21) reflect cortical circuitry as shown in
Fig. 1. It consists of thalamus, lower cortex, and higher cor-
tex. Sensory input enters from environment through thala-
mus to the lower cortex, while prior knowledge enters from
the higher cortex to the lower cortex. The cortical circuit es-
timates states in deep layers and conveys estimation to the
lower area, while it also calculates estimation errors in su-
perficial layers and conveys errors to the higher area.

3 MODELING OF ACETYLCHOLINE
In this section, we introduce ACh effects in the above per-

ception model proposed by Friston [1]. Then, ACh dynamics
is derived by the free-energy principle.

3.1 Introduction of acetylcholine effects
Yu and Dayan have proposed ACh model in a framework

of hidden Markov model, suggesting that ACh represents un-
certainty of top-down information, and controls the balance
between bottom-up and top-down input [6], [7]. So, we also
start with the following assumption.

Assumption: Letα denotethe ACh level. Then, ACh con-
trols the magnitude of top-down input as follows

Πv = πv exp(−λvα), (22)

whereπv is prior precision matrix, andλv is positive con-
stant.

Thehigh ACh level decreases the magnitude of precision
matrixΠv, resulting in decreasing the contribution ofεv to
estimation in (21). In other words, ACh suppresses top-down
processing. It corresponds to muscarinic feedback suppres-
sion by ACh released from the basal forebrain as shown in
Fig. 1.

Fig. 1. Neuronal implementation of perception model with
cholinergic modulation
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3.2 Derivation of acetylcholine dynamics
Since we defined cholinergic modulation, we next derive

dynamics of ACh level by the free-energy principle. As-
suming thatα obeys prior distributionN (αpr, Πα), the free-
energy is given by

F =
1

2
εTyΠyεy +

1

2
εTxΠxεx +

1

2
εTv πvεv exp(−λvα)

−1

2
ln |Πy| −

1

2
ln |Πx| −

1

2
ln |πv|+

1

2
λvα

+
1

2
εTαΠαεα −

1

2
ln |Πα|,

(23)

whereεα = α−αpr. Because the ACh level changes slower
than state estimation, ACh minimizes the time integral of the
free-energy by gradient descent as follows

α̇ = −k2∂α
∫
Fdt (24)

= −k2
∫

(
1

2
λv −

1

2
λvε

T
v πvεv exp(−λvα) +Παεα)dt.

(25)

By time differentiating of both sides, we obtain ACh dynam-
ics.

Derived dynamics:ACh level changes according to

α̈ = −k2(
1

2
λv −

1

2
λvε

T
v πvεv exp(−λvα) +Παεα).

(26)

Insteadof using gradient descent, the optimal ACh level
that minimizes the free-energy at each time can be written
analytically by solving∂αF = 0 and assuming thatΠα is
close to zero. The optimal ACh level can be written by

α =
1

λv
ln εvπvεv. (27)

This equation shows that the ACh level varies proportional
to the square of the estimation errorεv. In other words, the
ACh level represents the magnitude of estimation errors as-
sociated with top-down information in perception. Released
ACh affects the efficacy of top-down modulation.

4 SIMULATION
We first simulate the generative model to create observed

data, and then simulate the perception model with choliner-
gic modulation using sensory data given by the generative
model. We use time step∆t = 0.01 in both the generative
and perception model.

4.1 Generative model
In our simulation, the generative model creates 2 dimen-

sional statex and 4 dimensional outputy according to the

equations (3) and (4) with scholar inputv, given by

v(t) = tanh(t− 70)− tanh(t− 130)

+ tanh(t− 270)− tanh(t− 330)

+ tanh(t− 470)− tanh(t− 530) + zv. (28)

Embedded order of generalized coordinates isn = 3. We
used the following constant parameters

A =

[
−0.25 1.00

−0.50 −0.25

]
, B =

[
1

0

]
,

C =


0.1250 0.1633

0.1250 0.0676

0.1250 −0.0676
0.1250 −0.1633

 , (29)

and precision matrices

Πy = S ⊗ I4 exp(10),
Πx = S ⊗ I2 exp(4),
Πv = S exp(6),

S =


1 0 −1

2γ · · ·
0 1

2γ 0

− 1
2γ 0 3

4γ
2

...
. . .


−1

, (30)

with a roughness parameterγ = 4. These parameterizations
are similar to [1].

Simulation results of the generative model are shown in
Fig. 2. Inputv becomes high at timet = 70～130, 270

～330, and470～530. Statex and outputy vary depending
on the inputv. In our simulation, we raise the noise level to
Πy = S ⊗ I4 exp(8) at timet = 200～400.
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Fig. 2. Generative model

4.2 Perception model with cholinergic modulation
Next, we simulate the perception model (20) and (21) with

ACh effects (22) and (26). We used parameters

Πα = 1, αpr = 0, (31)

πv = S exp(6). (32)
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A,B,C,Πy, andΠx are the same as those of the generative
model. Afferent inputy is noisy at timet = 200～400, while
prior knowledgevpr is noisy at timet = 400～600.

Simulation results are shown in Fig. 3. Cortical circuitry
estimates statesµx andµv, changing the ACh levelα in re-
sponse to estimation errors at the same time. Estimated states
µx and µv are similar to true dynamics in the generative
model in Fig. 2. The ACh levelα has oscillatory behav-
ior after afferent input comes in. When prior knowledge is
noisy, the ACh level becomes high. This means that ACh
reports uncertainty of top-down information. The lower two
figures show the free-energyF in the case of proper cholin-
ergic modulation (above) and cholinergic deficit in whichα
is always zero (bottom). Although the free-energy level in-
creases when afferent input as well as prior knowledge is
noisy regardless of cholinergic modulation, ACh suppresses
the rise of the free-energy in the case of noisy prior knowl-
edge. As a result, ACh yields better perception.
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Fig. 3. Perception model with cholinergic modulation
(above) and without cholinergic modulation (the lowest)

5 DISCUSSION
The role of ACh in this study is similar to that of [6]

and [7], which is based on hidden Markov model, because
both suggest that ACh reports uncertainty associated with
top-down information. The biggest difference is that ACh
contributes to efficient calculation in [6] and [7], whereas it
contributes to estimation precision in our model, which is
thought to be more realistic.

In addition to changing the ACh level depending on the
noise level, ACh has oscillatory behavior. This is because
the ACh level is defined by the ”time integral” of the free-
energy and thus its dynamics is written by quadratic differ-
ential equation. This fact indicates the possibility that oscil-
lations in the brain can occur by minimizing the time integral
of the free-energy.

Besides inserting cholinergic modulation effects inΣv, we
can also introduce ACh effects inΣy andΣx [5]. These ef-
fects correspond to nicotinic thalamo-cortical facilitation and
muscarinic intracortical suppression [3], [4]. We consider
that the effects onΣv,Σy, andΣx result in noise reduction
of prior knowledge, noise reduction of afferent input, and de-
tection of mismatch of prior knowledge and afferent input,
respectively.

6 CONCLUSION
In this paper, we introduce cholinergic modulation effects

in a perception model based on the free-energy principle.
The effects correspond to muscarinic top-down suppression.
Then, we derive ACh dynamics by the free-energy principle.
Our model suggests that the ACh level increases when top-
down input is noisy, that is, ACh represents uncertainty of
top-down information. Precise perception can be realized by
cholinergic top-down modulation.
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