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Abstract: Recently, particle filter has been applied to many visual tracking problems and it has been modified in order to 

reduce the computation time or memory usage. The one of them is the Mean-Shift embedded particle filter (MSEPF, for short) 
and Randomized MSEPF. These methods can decrease the number of the particles without the loss of tracking accuracy. 

However, the accuracy may depend on the definition of the likelihood function (observation model) and of the prediction 

model. In this paper, the authors propose an extension of these models in order to increase the tracking accuracy. Furthermore, 

the expansion resetting method, which was proposed for mobile robot localization, and the changing the size of the window in 

Mean-Shift search are also selectively applied in order to treat the occlusion or rapid change of the movement. 
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1 INTRODUCTION 

Visual tracking is the process of locating a moving 

object (or multiple objects) over time using a camera. It has 

a variety of application areas, such as robot vision, human-

computer interaction, security and surveillance, video 

communication, and so on. Visual tracking requires high 

accuracy tracking and real-time processing. To achieve high 

accuracy tracking, many approaches have been studied. 

Particle filter [1-3] is one of the robust tracking approaches 

in visual tracking, which has recently been developed. It 

performs a random search guided by a stochastic motion 

model to obtain an estimate of the posterior distribution 

describing the object's configuration. However, it is known 

that the degeneracy is one of the difficult problems inherent 

in particle filter. The degeneracy problem is a phenomenon 

of the tracking accuracy's decreasing because most particles 

may have very low likelihood. One of approaches that deal 

with it is to use very large number of particles, but it is hard 

to implement it to real-time systems because it requires a 

lot of computation times and resources. Shan and 

coworkers proposed the Mean-Shift embedded particle 

filter (MSEPF) in order to keep the accuracy with small 

number of particles [4]. In their approach, the state of each 

particle moves to the point in the window with the highest 

likelihood value.  

In general, MSEPF overcomes the degeneration 

problem because each particle has higher likelihood. In 

addition, the accuracy of estimation depends on the size of 

the window, but the larger window size makes the 

computation slower. In the previous work [5], the authors 

modified the mean value calculation part of MSEPF by 

Monte-Carlo approximation and the likelihood function by 

adding the term about frame difference. It was shown that 

the computation time can be reduced without the loss of 

tracking accuracy.  

In this paper, the authors extend the method in [5] such 

that the tracking accuracy can be improved. The first is 

application of the multiple prediction models for the case 

where the precise model for the movement of the tracked 

object cannot be obtained. The second is adaptation to the 

case where the tracked object is occluded or its velocity 

changes suddenly. In order to track the object robustly, two 

methods are switched according to the mean value of the 

likelihood function. The effectiveness of the proposed 

approach is examined by real video examples. 

 

2 MEAN-SHIFT EMBEDDED PARTICLE FILT

ER 

2.1 Particle Filter 

Particle filter is an approach for Bayes Estimation by 

Random Sampling. A continuous state vector of a target 

object and the observed feature vector at time step t  are 

denoted by 𝑥𝑡 and 𝑧𝑡 , respectively. The dynamic model is 

assumed to be represented as a temporal Markov chain 

𝑝(𝑥𝑡|𝑥1, … , 𝑥𝑡) = 𝑝(𝑥𝑡|𝑥𝑡−1),   (1) 

and the observation model is denoted as 

𝑝(𝑧1, … , 𝑧𝑡|𝑥1, … , 𝑥𝑡) = ∏ 𝑝(𝑧𝑖|𝑥𝑖)
𝑡
𝑖=1 . (2) 

Particle filter aims to estimate the sequence of hidden 

parameters 𝑥𝑡 based only on the observed data *𝑧1, … , 𝑧𝑡+. 

According to the Bayes rule, the prior and the posterior are 

given by 
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𝑝(𝑥𝑡|𝑧1, … , 𝑧𝑡−1) =

                    ∫ 𝑝(𝑥𝑡|𝑥𝑡−1)𝑝(𝑥𝑡−1|𝑧1, … , 𝑧𝑡−1)𝑑𝑥𝑡−1 (3) 

𝑝(𝑥𝑡|𝑧1, … , 𝑧𝑡) = 𝑘𝑡𝑝(𝑥𝑡|𝑧1, … , 𝑧𝑡−1),  (4) 

where 𝑘𝑡 is the normalization term. 

In the particle filter, by using a set of samples and the 

corresponding weights 𝑆𝑡 ≔ *(𝑠𝑡
𝑛 , 𝜋𝑡

𝑛)+𝑛=1
𝑁  at time step t  

(where N  is the number of particles), the posterior is 

approximated as 

𝑝(𝑥𝑡|𝑧1, … , 𝑧𝑡) ≈ ∑ 𝜋𝑡
𝑛𝛿(𝑥𝑡 − 𝑠𝑡

𝑛)𝑁
𝑛=1 ,  (5) 

where δ(∙) is the Dirac’s delta function. Then, the prior 

can be approximated as 

𝑝(𝑥𝑡|𝑧1, … , 𝑧𝑡−1) ≈ ∑ 𝜋𝑡−1
𝑛 𝑝(𝑥𝑡|𝑠𝑡−1

𝑛 )𝑁
𝑛=1 .   (6) 

The weights 𝜋𝑡
𝑛  are determined such that 𝜋𝑡

𝑛  

𝑝(𝑧𝑡|𝑠𝑡
𝑛) =  𝑡

𝑛  (this probability is called as likelihood) 

and  ∑ 𝜋𝑡
𝑛 =   𝑁

𝑛=1 . If sufficiently large number of 

particles can be prepared, Eq. (5) and (6) are accurate. In 

reality, however, using an infinite number of particles is not 

allowed, especially for real-time processing. 

  

2.2 MSEPF 

MSEPF is proposed in [4] which incorporates Mean-

Shift into particle filter. Mean-Shift is another approach for 

visual tracking that climbs the gradient of a probability 

distribution to find the nearest dominant mode (peak). In 

the search window, the mean position of the target object is 

computed and the search window is centered at that 

position. Position of the target object is tracked by iterating 

this mean position calculation until the shift length 

converges. 

In MSEPF, Mean-Shift analysis is applied to each 

particle based on observation density, after each particle 

was measured by likelihood function. MSEPF can keep the 

accuracy using fewer particles because particles converge 

to the local maximum. Therefore, MSEPF can reduce 

particles than particle filter. It is known that the accuracy of 

estimation depends on the size of the window. However, the 

larger window size requires additional computation time.     

It was pointed out in [6] that the computational cost for 

mean value calculation is𝑂(𝑛2) , where 𝑛  denotes the 

window size. This shortcoming can be improved by 

replacing the mean value calculation by its Monte-Carlo 

approximation [5].  It is called as Randomized MSEPF 

(RMSEPF, for short). By means of this approximation, it 

was shown that the cost can be reduced to  𝑂(𝑛) . 

Furthermore, in [5], the likelihood function for MSEPF was 

also modified using the edge detection and the frame 

difference. 

 

3. EXTENSION OF RMSEPF 

3.1 Multiple prediction models 

In the particle filter-based state estimation, the state of 

each particle is updated by the prediction model Eq. (1). 

This is based on the property of the kinematics of the object 

to be tracked. However, many objects in the real world may 

not obey a simple kinematics, so precise modeling by single 

model is difficult. If insufficient prediction model is used, 

the tracking accuracy may decrease. Thus, in this paper, 

multiple prediction models are used in order to adapt to the 

various movement of the object.  

3.1.1 Three types of prediction models 

In this paper, three types of prediction models are 

adopted. They are Static model, Drift model, and Statistical 

model. The state of each model is (𝑥, 𝑦) coordinates of the 

object on the image plane. These models are defined as 

follows: 

1. Static model 
𝑥𝑡 = 𝑥𝑡−1 + 𝑙𝑢    𝜃𝑢,
𝑦𝑡 = 𝑦𝑡−1 + 𝑙𝑢    𝜃𝑢 .

   (7) 

2. Drift model 

𝑥𝑡 = 𝑥𝑡−1 + (𝑥𝑡−1 − 𝑥𝑡−2) + 𝑙𝑢    𝜃𝑢,

𝑦𝑡 = 𝑦𝑡−1 + (𝑦𝑡−1 − 𝑦𝑡−2) + 𝑙𝑢    𝜃𝑢 .
 (8) 

3. Statistical model 
𝑥𝑡 = 𝑥𝑡−1 + 𝑥𝑡−1,

𝑦𝑡 = 𝑦𝑡−1 + 𝜌𝑡−1𝑥𝑡−1 + √ − 𝜌𝑡−1
2 𝑦̂𝑡−1,

 (9) 

where 𝑥𝑡~𝑁(𝜇𝑡
𝑥 , (𝜍𝑡

𝑥)2) and  𝑦̂𝑡~𝑁(𝜇𝑡−1
𝑦
, (𝜍𝑡−1

𝑦 )
2
).In Eq. 

(7), 𝑙𝑢~U(0, 𝑙𝑚𝑎𝑥)  and 𝜃𝑢~U(0,2𝜋)  are random 

variables with some positive  𝑙𝑚𝑎𝑥 . In Eq. (9), 𝜇𝑡
𝑥  and 

(𝜍𝑡
𝑥)2denote the median and the variation of the estimated 

velocity of the object in the 𝑥-direction up to time 𝑡. In 

addition, 𝜌𝑡−1  denotes the correlation efficient of 

estimated velocity in the image plane. 

The static model is based on the random walk movement. 

This model corresponds to the case where the object 

suddenly changes the direction. The drift model is used to 

describe the movement of the object with linear velocity. 

Finally, the statistical model predicts the nonlinear 

movement of the object by learning the change of the 

velocity and the direction from the sequence of the 

estimated state.  

3.1.2 Model selection 

One approach to use the multiple prediction model for 

the particle filter is applying the interacting multiple models 

(IMM, for short) [7, 8]. In this approach, each particle 

possesses additional information about which model is 

applied to it. However, the transition probability between 

models should be determined in advance. In this paper, a 
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simple adaptive model selection algorithm is proposed. In 

this algorithm, the probability that each model is selected is 

proportional to their median of likelihood function. 

Suppose that the number of the models and the particles are 

𝑀 > 0 and 𝑁 > 0 respectively. Furthermore, the models 

are denoted as𝐹1, … , 𝐹𝑀. For any particle, the probability 

that it adopts the prediction model 𝐹𝑖 at time 𝑡 is denoted 

as𝑛𝑡
𝑖 . The algorithm is summarized as follows: 

0. Initialize the time as 𝑡 = 0 and the model selection 

probabilities Nt ≔ *𝑛t
1, … , 𝑛t

𝑀+  such that ∀𝑖 ∈

* ,… ,𝑀+, 𝑛𝑡
𝑖 > 0, ∑ 𝑛𝑡

𝑖𝑀
𝑖=1 =  . 

1. For each particle, select a model according to Nt and 

update its state. For each model, define the group of 

particles 𝑋𝑡
𝑖 whose elements use 𝐹𝑖.  

2. Compute the likelihood for all particles and obtain the 

median of likelihood 

 𝑊̂𝑡
𝑖 = 𝑚𝑒𝑑𝑠𝑡𝑛∈𝑋𝑡𝑖

( 𝑡
𝑛) . 

3. For each group 𝑋𝑡
𝑖. For some small positive constant ε, 

define 𝑊𝑡
𝑖 ≔ 𝑊̂𝑡

𝑖 + 𝜀. 

4. Resample the particles and calculate each 𝑛𝑡+1
𝑖  such 

as 𝑛𝑡+1
𝑖 = 𝑊𝑡

𝑖/∑ 𝑊𝑡
𝑗𝑀

𝑗=1 . 

5. Set 𝑡 ← 𝑡 +   and back to Step 1. 

In the above algorithm, small constant ε should be 

added in order to avoid the case where certain models are 

not selected. 

3.2 Escape from the Kidnapped state 

Particle filters can approximate the probability of the 

existence of the object by means of many particles. 

However, if the particles lost the object by some reasons, 

the accuracy becomes very low. In this paper, the authors 

call such a situation as kidnapped state. The kidnapped state 

may occur when the object moves with very large velocity 

or the object is occluded by other objects (Fig. 1).  

In this paper, two methods are selectively used in order 

to escape the particles from kidnapped state. The former is 

Expansion Resetting method [9] (ER method, for short) 

which was proposed for mobile robot localization problem. 

The latter is making the window size in the Mean-Shift 

search variable.  

3.2.1 ER method 

In the ER method, the particles are re-configured when 

they lost the object to be tracked. If the target was lost again, 

the particles are diffused to larger region (see Fig. 2). The 

decision whether particles lost the target or not is based on 

the mean 𝑊̅𝑡  of likelihood. Suppose that the estimate of the 

position of the object by particles S𝑡  is given by 𝑠̃𝑡 . In 

addition, a PDF 𝑝0(𝑥; 𝜇𝑥 , 𝜍𝑖
2) on the image plane, whose 

increasing variances are given by 𝜍𝑖
2, ∀𝑗 > 𝑖, 𝜍𝑗

2 > 𝜍𝑖
2, is 

also given. If  𝑊̅𝑡  is smaller than a pre-defined 

threshold α > 0 at certain time step 𝑡, then the particles are 

resampled based on 𝑝0(𝑥; 𝑠̃𝑡 , 𝜍0
2). Next, if 𝑊̅𝑡+1  is also 

smaller than α, the particles are resampled again based 

on 𝑝0(𝑥; 𝑠̃𝑡+1, 𝛽𝜍1
2). 

3.2.2 Changing the window size for Mean-Shift 

In the visual tracking by only Mean-Shift search, large 

size of searching window is preferred because it is possible 

to robustly track the object even if it moves rapidly. 

However, in MSEPF, if large window in Mean-Shift search 

step is used, the particles may gather in local maxima. This 

weakens the variety of the particles, which is one of the 

important features of particle filter. Thus, small size of 

search window should be used, and we can see that there 

exists a trade-off.  

To overcome this difficulty, the variable size of search 

window is adopted. When tracking is succeeded, it is made 

small. On the other and, if the object is lost, it becomes 

large.   

3.2.3 Switching two methods 

The ER method described in 3.2.1 can re-capture the 

object even if the object is occluded temporary. However, 

while this method is being used, tracking accuracy 

decreases. In contrast, changing the window size for Mean-

Shift cannot track the object when the object is occluded, 

but it can track accurately, if the kidnapped state is rather 

weak. Thus, in this paper, two methods are switched 

according to the severity of the kidnapped state. 

At first, two thresholds 0 < 𝛼0 < 𝛾 and the minimal 

(maximal) window sizes 𝑊𝑚𝑖𝑛(𝑊𝑚𝑎𝑥) should be chosen. 

If 𝑊̅𝑡 < 𝛼0, then ER method is applied. Else if 𝛼0 ≤ 𝑊̅𝑡 <

𝛾, change the window size for Mean-Shift as  
𝑊𝑚𝑖𝑛−𝑊𝑚𝑎𝑥

𝛼0−𝛾
(𝑊̅𝑡 − 𝛼0) +𝑊𝑚𝑎𝑥. 

 

4. EXPERIMENTS 

Fig. 1. Example of kidnapped state. 

Fig. 2. Expansion resetting in 2D space. 
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This section illustrates the performance of proposed 

algorithm by real video sequences in lab environment. 

Tracked object is a pink toy shown in the left of Fig. 4 and 

the environment is shown in the left of Fig. 3. 

In Fig. 3 (left), there exists an object (yellow bottle) by 

which the tracked object may be occluded. Furthermore, 

there exists another object (tree) in the left side of image, 

which has decollations with several colors. In each video 

sequence, the object moves from the left to the right in the 

image plane. The image size is 320x240 (pixel) and the 

flame rate is 15(fps).  

In the ER method, the particles are resampled on circle 

region whose center is 𝑠̃𝑡  and the radius is 5. 8𝑚 + 0.5, 

where 𝑚 denotes how many times the heavily kidnapped 

state has been continue. The window size foe Mean-Shift 

varies in the range  , 0 ×  0 30 × 30- . The threshold 

values are set as(𝛼0, 𝛾) = (2.8, 20.6). On each experiment, 

the number of the particles is set to 50, and that of the 

samples in Mean-Shift search is also set to 50. 

Fig. 4. Escape from the occluded state. 

Fig. 5. Escape from the light kidnapped state (top: fixed 

window size; bottom: variable window size). 

 

At first, Fig. 4 shows the results for the case where the 

object is occluded and this case corresponds to the heavily 

kidnapped state. We can see that,after diffusing, the 

particles can catch the object, and then track it.  

Next, Fig. 5 shows results for the case where the object 

moves rapidly. When the constant (small) size of search 

window is used (top), the particles lose the object and they 

are caught by decollated tree which has similar color 

feature. On the other hand, the proposed method can track 

the object successfully. 

 

5. CONCLUSIONS 

In this paper, some extensions for Mean-Shift embedded 

particle filter are proposed. In order to improve the tracking 

performance when the tracked object changes the velocity 

rapidly or is occluded, two methods are selectively applied. 

In addition, multiple prediction models are used to take the 

complex and unpredictable movement of the object into 

account. Their effectiveness was examined by experiment 

with real video sequence and it was shown that the filter 

does not lose the object even when the object was occluded.    

Evaluating the validity of the prediction models and 

finding more suitable models for each application are some 

of the future issues. 
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