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Abstract: Allocation of attentional capacity is an important consequence of visual attention, but its psychophysical mechanism
has not been understood very well. We, in this study, investigate a procedure to estimate a high-resolution density map of the
attentional capacity allocation on a visual field by analyzing a set of cognition performances on randomly located tasks. We
propose a logistic regression model with multi-scale basis functions in order to achieve high-resolution density map, and an
experimental scheme with different sizes of square shaped regions of attractors. Our preliminary results on two subjects showed
that the corresponding shapes of attentional capacity allocation were different from those of the attractors which may reflect a
hidden allocation mechanism of computational resource in brain.
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1 INTRODUCTION

Attention is a function of human or mammals brain, to
select objective information from sensory organ. We must
quickly and efficiently detect and distinguish important infor-
mation in the environment such as food and predators, oth-
erwise probability to survive can decrease. However, limited
computational resource of brain does not allow us to process
all of sensory input information simultaneously with high ac-
curacy. Therefore, we concentrate computational resources
to a selected set of important objects. This selection process
is called allocation of attentional capacity. A large resource
to a specific area enhances quickness and accuracy of the cor-
responding information processing.

Visual attention, especially, concentrates information pro-
cessing resources to specific visual items; namely positions,
objects, and features[11]. A large resource to a specific vi-
sual item enhances corresponding cognition performances,
such as sensitivity to subtle differences in colors, directions,
and shapes[8]. Several experiments had proven that the en-
hancement in human-subject’s cognition performances in vi-
sual tasks, shortened reaction times and improvement in cog-
nition accuracies[9].

Although we have not fully understood the mechanism of
attentional capacity allocation yet, we can indirectly observe
the amount of attentional resource allocation via a fluctuation
of cognition performance. Thus, attentional capacity alloca-
tion is regarded as one of important topics in recent studies
on visual attention. Deep relationship has been found be-
tween attentional capacity and various problems, processing
of bottom-up information (ex. saliency) and top-down infor-
mation (ex. intention, goal, and preferences)[1], serial and

parallel search of objects with visual attention[3, 10], and
problems in a relationship between visual attention and eye
movement (ex. premotor theory of attention)[2, 4].

In this study, we investigate spatial resolution of atten-
tional capacity allocation. When a human subject put an at-
tention to a region of interest with a certain size and shape,
how does the corresponding resource allocation reflect the
size and shape? How can we estimate the detail shape of al-
location from an observed change in cognition performance?
We apply logistic regression model to represent a density
map of cognition performance as a set of multi-resolution
spatial bases. According to our model, spatial distribution of
visual attention itself is estimated by removing background
factors coming from direction of gaze effect which directly
affects cognitive performances. We have conducted experi-
ments in which subjects have to direct attention to a specific
region and assign cognition tasks whose accuracy depends
on attentional capacity allocation at specific location in vi-
sual field. We construct density maps of attentional capacity
allocation based on the logistic regression model and investi-
gated differences between conditions.

There have been many recent works that constructed den-
sity maps on visual field. Famous examples are saliency
map[6] and Bayesian surprise[5], which predicted direction
of gaze. In general, however, directions of gaze and visual
attention are not always consistent, and density map of spa-
tial attention itself should be constructed by subtracting gaze
effect. There have a few attempt (ex. [7]) to estimate the at-
tention map, however, the estimated shape of a density map
is limited to several candidate patterns and did not represent
general spatial patterns. We, in this study, extended these
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studies to investigate general shape of density map of visual
attention capacity allocation with subtracting gaze effect.

2 MODEL
We applied following logistic regression model that repre-

sents spatial allocation of attentional capacity. In this model,
an accuracy of a visual task is represented as a function of tar-
get position x at which the visual task appeared. The odds ra-
tio of the accuracy is regarded as a sum of attentional capacity
term and background term. The background term reflects a
difference in cognition accuracy between fovea and periph-
eral vision that is believed to be task independent, which
should be subtracted in order for the attentional capacity term
to reflect the effect of task dependent allocation of attentional
capacity. The parameters of each terms are determined to fit
the experimental data.

2.1 Logistic Regression Model
The odds ratio of accuracy in trial j, is written as a func-

tion of the corresponding target position xj as follows:
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where xj and x(fix) denotes 2-d coordinates of the target
position at the jth trial and the fixation point of eye-gaze in
the experiment, respectively. p(x) is a true probability of
correct answer that is a function of the target position. β(0),
β(g), and β

(a)
k are parameters corresponding to bias term, fix-

ation term, and attentional effect at the kth grid, respectively.
The kth grid is defined by the basis function f

(a)
k (xj) which

takes value of either one or zero if a position xj is included
in the kth region of interest or not, respectively. f (g) denotes
background effect determined as a Gauss function peaked at
the fixation point x(fix).

In a set of experiment, we observe a corresponding set of
results tn ∈ {0, 1}, where tn = 1 and 0 denote correct and
incorrect answer at the nth task trial, respectively. The nth
task links to the nth position xn. Thus, total log-likelihood
of the unknown parameters based on the set of experimental
results is given as,

L(β) =
N∑

n=1

{tn ln pn + (1 � tn) ln(1 � pn)} (2)

pn =
1

1 + exp(�βT f(xn))
. (3)

We estimate the parameters β(0), β(g), and β
(a)
k that fit

the observed data by maximum likelihood estimation with
regularization term. Using the estimated parameters, we
achieve corresponding density map of attentional capacity by
MAP(x) =

∑K
k=1 β

(a)
k f

(a)
k (x) that reflects a level of corre-

spondence of attentional capacity to the odds ratio of task
performance with subtracting the other factors, bias and gaze
effect.

2.2 Designing basis functions f
(a)
k

f (a)(x) in eq. (1) denotes a basis function that determines
spatial extension in the visual field, where we considered
multiple layers of base sets corresponding to multiple scales
of unit bases. The first scale consists 20 � 32 grids of bases
whose size are 1 � 1 as like in the left panel in the fig. 1.
And, the second scale is made by picking all 2 � 2 grid in
the first scale as in the right panel in the fig. 1. Similarly, we
repeated the same procedure until the sixth scale which has
all 6 � 6 size of grid in the first scale.

Fig. 1. Determination of multi-scale square grid. The k-th
scale grid is made from all possible k � k patches that are
overlapped each other.

2.3 Ridge Regularlized Maximum Likelihood Estima-

tion
This model is highly redundant because of overlap be-

tween the six scales, which makes it impossible to solve with-
out regularization. We calculate parameters that maximizes
likelihood function with a Ridge regularization term.

β̂ML�R(λ) = arg max
�

L(β) � λ||β||2 (4)

where L() is the log-likelihood function and λ is a regulariza-
tion parameter. We calculated β in (4) by Newton-Raphson
method. The regularization parameter is determined in a
cross-validation procedure.

3 EXPERIMENT
In order to investigate spatial allocation of attentional ca-

pacity of human subjects, we conducted the following exper-
iment.

The experiment consists of hundreds of unit tasks for each
condition. A single unit task includes the following steps.
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Fig. 2. A.) Stimulus in our experiment. Size of targets and distractors is 1.424 degree. B.) Position and size of pre-cue. C.)
Procedure of 1 trial. None task do not have pre-task.

First, a pre-cue that specifies a certain region of a screen
panel is shown for a subject to draw attention. Then, 10-15
alphabet and two digit letters are displayed simultaneously in
a screen panel. The subject is asked to detect the two digit
letters and answer them with fixing eye-gaze on the fixation
point at the center of the screen. Since there are alphabet
letters as distractors and all the letters disappears in a short
while, the subject cannot answer correctly if the digit letters
are displayed in the area where attentional capacity is not
payed enough. (See Fig. 2(a), (c) for detail.)

We compared three types of pre-cue settings; they are (1)
large square (2) small square, and (3) none. (See Fig 2(b) for
detail.) The duration time to show the letters is set at a value
from 200msec to 400msec depending on individual subject
so that the task is not too easy nor difficult and the accuracy
at a location takes a value from 10 to 90 percent.

In order to confirm that the subject really payed attention
to the pre-cued area, a sub-task is asked; color of a small
square in the pre-cued area is slightly changed with a certain
probability and the subject is asked if the change occured af-
ter the main task. In order to confirm that the subjects fixed
their eye gaze to the fixation point, the eye movement is ob-
served by an eye-tracker device, EYE-LINK.

Two healthy adult male subjects conducted 360 trials of
the unit task for each of three pre-cue settings with 5 minutes
rest in less than every 120 trials. The resultant performance
data, set of record of correct/wrong answers with the loca-
tions of digit letters, is integrated to form a density map of
attentional capacity allocation in each condition.

In order to obtain the density maps of attentional capacity
allocation in the small and large tasks, we treated the none
task as an origin of common background factor. And, since
there were statistical variance in the estimated background
factor, we estimated a null standard deviation σ of odds ratio
of the none task by calculating 4-fold cross-validation. We
normalized the estimated odds ratio of the small and large
tasks by using the estimated mean and standard deviation of
the common background factor. Regularization factor was
set at λ = 400 at which cross-validation likelihood was max-
imized.
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MAPnone
(xj) : MAP(x) learned by data of none task.

The result is shown in Fig. 3. Strong allocation of atten-
tional capacity was observed around the center of pre-cued
attractor region for both of small and large square tasks. But,
detail size and shape of the allocated regions were different
between the two conditions. Attentional capacity allocation
in small task was concentrated at smaller area than those in
large square task, which suggested that total resource of the
subject was limited and had to distribute it when a large area
was attracted. In detail, however, the size of the region of
allocated attentional capacity did not seem proportional to
those of the corresponding region of attractors. The shape
were also different between the attention allocation and the
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region of attractors; in small task, significant enhancement of
attentional capacity was observed even in the regions around
the small attractors; in large task, the enhanced region did
not fill all the corners of the large square shaped region of
attractors. These differences suggested a kind of limitation
in spatial resolution of attentional capacity allocation.

Fig. 3. Estimated density maps of small and large tasks are
shown in top and bottom panels, respectively. Maps of a sin-
gle subject in two subjects are shown. Contour lines denotes
normalized odds ratios whose values are normalized by an
estimated standard deviation σ of none task. Black square
indicates pre-cued region of attention attractor. Black cross
indicates fixation point.

4 DISCUSSION
We have constructed spatial density map of attentional ca-

pacity allocation by using a logistic regression model with
multi-scale basis functions. Based on this model, we have
investigated spatial resolution of the attentional capacity allo-
cation. For different settings of pre-cued region of attractors,
small and large squares, we found different results in size
and strength of attentional capacity allocation, however, the
shape of the attentional capacity did not obviously reflect the
square shape of pre-cued region of attractor, which suggested
a limited spatial resolution of attentional capacity allocation.

Our final goal is to understand mechanism of allocation
of attentional capacity. We will increase the number of sub-
jects and unit tasks of experiment, and establish the model of
allocation of attentional capacity. In this paper, we have con-
firmed that allocation of attentional capacity is done as the

shape of area where subjects attend and added some mod-
ification. In the future, we aim to discover the factors and
mechanism related to the model of allocation of attentional
capacity.

In addition, we will improve logistic regression model.
For example, we change the designing basis functions f

(a)
k

to that has more biological validity. Furthermore, we add
the factors which affect cognition performance(ex. saliency,
Bayesian surprise) to our model in addition to attentional
term and fixation term. By these improvement, we aim to
represent density of attentional capacity more accurately.
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