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Abstract: In this paper we consider the reduction of the computational cost of reinforcement learning. When we apply the 

reinforcement learning to a robot with a large number of DOF, it needs a tremendous amount of time for learning because of 

the large state space. This problem is called "the curse of dimensionality". To solve the problem, we propose a phased approach 

on reinforcement learning. In the proposed method, we apply reinforcement learning to a robot with limited DOF at first, then 

release the restriction and resume the learning from the previous learning result. The computer simulation using arm robots 

having four and five joints proved the effectiveness of the proposed method. We also conducted an experiment in the case that 

an obstacle exists around the arm. 
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1 INTRODUCTION 

In recent years, robots have been expected to work not 

only in structured environments like factories, but also in 

different unstructured environments. The reinforcement 

learning [1], which is able to make robots acquire objective 

behaviors by themselves, attracts attention as a method to 

avoid the difficulty of programing of robot behavior in such 

environments. However, the reinforcement learning has a 

big problem called "the curse of dimensionality". This 

means that learning cost gets huge with increased DOF of 

the robot because the robot's state space exponentially 

expands. 

 Previously, some researchers have used the 

reinforcement learning for a robot with a number of DOF. 

They have manually given the environmental information 

to the robot to make the state space as small as possible 

[2][3]. However, it is workable only under the special 

conditions, and it is inevitable that learning time must be 

lengthened when large amount of information to solve a 

problem is not given in advance. 

 In this research, we attempt to reduce the learning cost 

by introducing a phased procedure in applying to a robot 

with a number of DOF. In this approach, the reinforcement 

learning is applied to the robot with the limited DOF 

beforehand, which can reduce the learning cost because the 

scope of state space gets narrower. Then we release the 

limitation of the robot's motion and restart the 

reinforcement learning with the state value of the previous 

learning result. In this way we expect that the robot learns 

objective task faster than the standard reinforcement 

learning starts with the full DOF from the beginning. In this 

paper, we call the first phase learning "previous learning" 

and final phase learning "eventual learning". To confirm the 

feasibility of the proposed method, we applied it to arm 

robots having four and five joints in the computer 

simulation. We also experimented in the environment with 

an obstacle. 

 

2 PROPOSED METHOD 

2.1 Reinforcement Learning 

In this research, we use the Q-learning, the typical 

algorithm of reinforcement learning. Here, we briefly 

introduce the method.  

When the agent at step t takes the action at based on its 

current state st, the state-action value function Q(st, at) is 

updated as follows: 

 

(1) 

 

where rt is the reward the agent receives at step t, α is a 

learning rate and γ is a discount rate. 

We employ the Radial Basis Function (RBF) network 

[4] for the approximation of the state-action value function. 

Thereby, Q-values are treated as a continuous function and 

neighboring state-action values are related in the value 

space. We use the Gaussian distribution as the RBF and 

place them in the value space divided into segments 

uniformly. Therefore, the approximated state-action value 

function is given by: 

 

(2) 

 

where w, μ and σ
2
 are the weight, the average and the 
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variance of the RBF network. The weight w is updated as 

Qa gets close to right-side value of (1).  

2.2 Phased Approach 

Here, we assume that an agent takes two-dimensional 

state s=(s1, s2) for explanation, and introduce an outline of 

the phased approach, the proposed method in this study. At 

first, the agent learns with a restricted dimension of state s 

in the previous learning phase. In this case, s1 is fixed at 

constant value s1', and the agent learns only with variable s2 

as shown in Fig. 1. (a). Thereby, the learning cost is 

reduced because it allows the agent to explore narrow area 

of the entire state space. However, the learning result exists 

in the only limited region of the space. Next, we spread out 

the resultant state value into the whole state space by using 

the Gaussian distribution function as follows: 

 

 (3) 

 

where σs
2
 is the variance of the Gaussian and c is the 

constant for adjusting an effect of the previous learning. 

The weight of the RBF network w spreads in a direction 

toward s1-axis as shown in Fig. 1. (b). Finally, after 

releasing the limitation of state s, the agent restarts learning 

from the expanded result and acquires an optimal behavior 

in the eventual learning phase. 

In this way, we expect that the agent learns objective 

task faster than simply learns the whole value space from 

the beginning. This approach can be expanded to the more 

dimensional cases. 

 

3 ARM ROBOT 

Here we introduce an arm robot with multiple joints for 

the experimentation. The robot is implemented with Open 

Dynamics Engine (ODE), the free library for simulating 

physical dynamics. Fig. 2. (a) shows the arm robot with 

four joints and environment created by the ODE. The joints 

rotate around the z-axis, therefore robot moves only in the 

xy-plane. Each link can overlap other links. The whole 

length of the robot is constant regardless of the number of 

joints and each link length is the same.  

As shown in Fig. 2. (b), a movable range of the each 

joint is from -150 to 150 degrees, and each joint rotates 30 

degrees clockwise or counter-clockwise in one step. The 

first joint from the root adopts absolute angle and the other 

joints adopt relative angle. The agent action a is defined to 

rotate any one of joints in 30 degrees. The state s is defined 

as a combination of respective joint angles, thus the number 

of all the states is 11
n
, where the n is the number of joints. 

 

4 EXPERIMENTS 

4.1 Experimental setup 

We examined both the proposed method and the 

standard reinforcement learning with the arm robot for 

comparison. In the experiments of the proposed method, the 

agent learned with some fixed joints in the previous 

learning phase as shown in Fig. 3. (a). Then, as shown in 

Fig. 3. (b), the agent learned again by using all the joints 

starting with the value space expanded from the previous 

learning result as the eventual learning. Meanwhile, the 

agent began learning with all the joints in the standard 

reinforcement learning. Both of the methods employed the 

Q-learning approximated by RBF network. 

The robot's task was to reach a target with its tip. The 

agent received a reward only when the robot accomplished 

its task. On the other hand, the agent paid a penalty when 

the robot touched an obstacle. There were two experimental 

environments; with and without an obstacle. The robot 

having 2 joints cannot reach the target when the obstacle 

exists. The robot restarted from an initial position when it 

reached the task or touched the obstacle. If the obstacle 

existed, the initial position took the other side of the target 

across the obstacle. If it didn't exist, the initial position was 

took randomly.  

In the Q-learning, the agent updated its state-action 

value Q(s, a) at each step. One episode was defined as the 

robot reaching the target once. However, if the agent 
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 (a) Previous learning       (b) Value spreading 

Fig. 1. The outline of the phased learning. 
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(a) The robot having four joints  (b) The movable range 

Fig. 2. The arm robot simulated by ODE. 
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couldn't accomplish the task until Nmax steps, the next 

episode started from another initial position. We employed 

the softmax function as a policy of the agent as follows: 

 

(6) 

 

where π(s, a) is the probability distribution of taking the 

action a based on the state s and TB is the Boltzmann 

temperature. 

4.2 Configuration 

We conducted three experiments to compare the 

proposed method with the standard reinforcement learning. 

In the first experiment, we applied our method to the arm 

robot with four joints in the environment without an 

obstacle. The agent learned under the condition with fixing 

the 2nd and 4th joints as the previous learning. Then, the 

agent restarted the learning as the eventual learning. In the 

same way, we conducted another two cases: fixing 1st and 

3rd joints, and 2nd and 3rd joints. In the second experiment, 

we utilized the arm robot with five joints without an 

obstacle. As the previous learning, the agent learned with 

the robot fixed the 2nd, 4th and 5th joints. In the third 

experiment, we applied the proposed method to the arm 

robot with four joints in the environment with an obstacle. 

The previous learning was conducted with fixing 2nd and 

4th joints without the obstacle. The agent then learned with 

the obstacle in the eventual learning phase. We compared 

the learning cost of our method with the cost of the standard 

reinforcement learning.  

In each experiment, the agent learned during 50 

episodes as the previous learning. The shapes and locations 

of the target and the obstacle are shown in Table 1. The 

values of these lengths were based on the condition that the 

whole length of the arm robot was 1 and the origin position 

was placed at the root of the arm robot. In the Q-learning, a 

values of the reward and penalty were 1 and -1, and Nmax 

was set to 10,000. The RBFs variance σ
2
 equaled 0.01 in the 

value space divided into 11
n
 segments. Table 2. shows the 

detail of the other experimental parameters. These 

parameters were determined empirically by exploratory 

experiments.  

 

5 REUSLTS 

Fig. 4. shows the step cost of reaching the target at each 

episode number of each experiments. Fig. 5. shows the total 

cost of steps until the 50th episode finished. The every 

resultant value is an average of the 100 times experiments. 

As shown in Fig. 4., the agent with the proposed 

method learned the tasks with less steps in all the 

experiments. Thus the feasibility of the proposed method is 

confirmed regardless of fixed joints or the number of joints. 

The eventual learning resultant of our method shows the 

slow convergence speed in Fig. 4. (c). It is considered that 

the value around the obstacle which built in the previous 

learning interrupted the robot to reach the goal target. 

As shown in Fig. 5., the number of total steps with 

phased learning was less than the standard reinforcement 

learning in all the experiments. Especially, Fig. 5. (c) shows 

higher reduction ratio of total steps than when no obstacle 

exists. It represented that our proposed method is more 

efficient in complex environment. 

 

6 CONCLUSION 

We have developed an algorithm of reinforcement 

learning, phased learning. In this method, an agent learned 

with limited robot's DOF in the previous learning phase. 

The proposed method allows robots having a number of 

DOF to learn tasks efficiently. The conducted experiments 

with arm robots having four and five joints proved the 

feasibility of the proposed method. However, in the 

experiment with an obstacle, the proposed method 

converged slower than standard method. We need to 

research in detail how the resultant of previous learning 

affects the eventual learning for further improvement.  

Table 1. The shapes and locations of the target 

Table 2. The experimental parameters 

α γ T B σ s c

Previous learning 0.4 0.6 0.005 - -

4 joints 0.5 0.6 0.005 0.2 0.5

5 joints 0.4 0.8 0.005 0.2 0.1

4 joints with obstacle 0.4 0.8 0.005 0.3 0.2
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Shape x  area y  area

Target 0.20×0.20 Square [0.40, 0.60] [0.40, 0.60]

Obstacle 0.10×0.55 Rectangle [-0.05, 0.05] [0.45, 1.00]

(a) Fixing a part of the joints  (b) Moving the all joints 

Fig. 3. Applying the proposed method to the arm robot. 

: Fixed joint: Movable joint
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Fig. 4. Step costs as a function of episodes. 
(c) Result on four joints arm robot with an obstacle 

Fig. 5. Total step costs during 50 episodes. 

(b) Result on five joints arm robot 

(a) Result on four joints arm robot  
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