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Abstract: In this paper, we design a user-support system for vision information using smart phones. When the user takes a
picture of a target using the smart phone camera, our system can recognize the image of the target and recommend a suitable
service to the user. The system with executes simple image analysis and determines a suitable service for the target image. The
simple image analysis can extract 13 parameters (e.g., color information (RGB), number of intersections, depth of intersection,
line width, and line depth). We use machine learning to classify the parameters into each service. In our research, we use a
Support Vector Machine (SVM) as a learning machine tool. Our system design provides user support for several services such
as translation, barcode readers, and diagnosis of skin images and demonstrates the effectiveness of our research.

Keywords: User Support System, Data Mining, Support Vector Machine, Smart Phone

1 INTRODUCTION

Recently, many multifunctional cellular phone terminals,
such as smart phones (e.g., Androids and iPhones), have
been developed as a result of the evolution of the computer,
network infrastructure, and lightweight battery technology.
Thus, the number of users is rapidly increasing [5]. The
smart phone is equipped with various sensor systems (e.g.,
an acceleration sensor, an infrared sensor, and a luminos-
ity sensor), besides the camera function. Furthermore, eas-
ily programmed applications acquire input from each func-
tion. Various research activities and services performed with
a smart phone using such features. Examples are the study
of service applications such as translation from English to
Japanese, barcode readers, recognition of billboards, recog-
nition of facial images, and diagnosis of skin images using
visual information from the camera of a smart phone. Ex-
amples are the study of the diagnosis service of skin image
that recommends cosmetics that are appropriate for the skin
condition by transmitting the skin image from the camera
function to an analysis server [1, 2] To use these services,
a user should select a service application and point the smart
phone camera (take a picture) toward the subject of the ser-
vice, and then receive the information service from the ap-
plication. However, when the subject size or focus do not
match, the user cannot access the service. The user must
then retake the picture. Such mistakes are frequently made
when a user first accesses an application.

Considering this background, we have designed a user-
support system for vision information using smart phones.
In our study, when the user takes a picture of a target us-
ing the smart phone camera, our system can recognize the
image of the target and recommend a suitable service to the

user. In addition, our system provides advice by voice and
a user interface using a touch panel. When the target image
conditions are unsuitable for the service, our system can ad-
vise the user directly. The user can then adjust the size of
the image target area by operating the touch panel. In our
design, we use a design model of a server-client system; a
smart phone is used as a client because the smart phone’s
CPU is not powerful enough to achieve these services, so the
services are implemented by server machines. The system
with the smart phone as a client executes simple image anal-
ysis and determines a suitable service for the target image.
To improve its judgments, this system can advise and request
input via voice and text to adjust the area of the target image
using the touch panel. The simple image analysis can extract
13 parameters (e.g., color information (RGB), number of in-
tersections, depth of intersection, line width, and line depth).
We use machine learning to classify the parameters into each
service. In our research, we use a Support Vector Machine
(SVM) [3] as a learning machine tool.

Our system design provides user support for several ser-
vices such as translation, barcode readers, and diagnosis of
skin images and demonstrates the effectiveness of our re-
search.

2 SUPPORT VECTOR MACHINE
The SVM that is used in our study to determine is a classi-

fication technique that uses supervised learning and that can
be applied to pattern recognition and regression analysis. The
learning algorithm of the SVM is derived from optimization
theory, and the learning method introduced by Vapnik [3] cal-
culates a super-plane that separates positive and negative ex-
amples as training data. High identification performance can
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Fig. 1. Structure of the user-support system for vision information using smart phones

be demonstrated by adding the kernel function and margin
maximization (e.g., mapping to a higher dimension space by
using the nonlinear map, and introducing the kernel function
to linear separate by the higher-dimension feature space).
The pattern is mapped to the feature space of limited or infi-
nite order, and it is possible to linear separate on the feature
space. Thus, the SVM is used in various fields like catego-
rizing text, image recognition, and bioinformatics, and was
recently applied to Classification of Web services [4].

In our study, we use the Java version of libsvm [7] that
can be implemented on an Android as the SVM and supports
also multi-class classification.

3 SMART PHONE
A smart phone is similar to a small laptop computer. How-

ever, a smart phone has a telephone call function, and it is
easy to carry because it is small and light. Its display is
rather small, and it does not have a keyboard. Moreover,
the development of an Android smart phone is comparatively
easy, because the development language basically conforms
to Java in the Android application (Android SDK[6]). In
our study, the smart phone (Android) is an HTC Desire Soft-
Bank X06HT (CPU: Qualcomm Snapdragon 1GHz, Internal
memory: ROM 512MB/RAM 576MB, OS: Android 2.1 with
HTC Sense).

The performance of the assumed smart phone (Android
phone) in this study is as follows.

• Camera function

A picture can be taken using the photography function
of the Camera API (android.hardware.Camera) with
which the Android phone is equipped. The camera fo-
cus when the picture is taken can also be checked us-
ing this API. The resolution of the picture changes with
the performance of a smart phone; we use a size of
1216x2048 pixels in our research. (If the screen is too
small, the accuracy will be affected; if it is too large, the
processing speed of the smart phone will be affected.)

• Display function

The picture and text can be displayed as output on the
Android phone, which recognizes a finger touch and
drag operation on a display as an input. These functions
are provided to build the user interface of AndroidAPI
(android.app.Activity).

Additionally, a smart phone is equipped with GPS and var-
ious sensor systems (e.g., acceleration sensor, brightness sen-
sor, and temperature sensor) and can use voice annunciation
through a speaker.

4 SYSTEM ARCHITECTURE
We have designed a user-support system for vision infor-

mation using smart phones. When a user takes a picture of
a target using the smart phone camera, this system executes
simple image analysis and determines a suitable service for
the target image. The system’s simple image analysis can
extract 13 parameters (e.g., color information (RGB), num-
ber of intersections, depth of intersection, line width, and
line depth). We use machine learning to classify the parame-
ters into each service. In our study, we use a Support Vector
Machine (SVM) [3] as a learner, learn information collected
with the smart phone beforehand, and judge the target image
of newly collected information. The information is gathered
and judged in a smart phone, and the learning process can be
performed in a smart phone or a personal computer.

Figure 1 depicts the structure of the user-support system
for vision information using smart phones. The modules in
this system have the following roles.

• The camera module takes a picture using the camera
function of the smart phone. This module judges the
camera focus when photographing skin.

• The display module provides information to the user by
displaying the input information and treats the operation
on display as input from the user. This module displays
the picture and text when the picture is taken, transmits
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Fig. 2. Samples of parts of the image used by each service.
(1) Skin image. (2) String image. (3) Barcode image. (4)
Book image.

it to the service server, and provides the diagnostic re-
sult. The area of the picture to be transmitted to the ser-
vice server can be selected using the touch-panel func-
tion of the smart phone.

• The image analysis module analyzes the image to ex-
tract the parameters from the image data. This image
analysis extracts 13 parameters (e.g., color information
(RGB), number of intersections, depth of intersection,
line width, and line depth (image depth)). The image
parameters are used by the SVM prediction module to
determine a suitable service.

• The SVM prediction module judges the image parame-
ters using learning data created by our learning tool (see
the next section) and determines a suitable service for
the target image.

• The communication module transmits information to
and receives information from the suitable service
server.

5 LEARNING BY SVM
In our study, the SVM creates the learning data of the im-

age for which a suitable service is to be determined, and we
implement the SVM prediction module in Fig. 1 by using
the learning data. While learning, we collect image data that
can be used by several services such as translation, barcode
readers, and diagnosis of skin images; analyze each image
and extract parameters; and execute parameter classification
learning by SVM. We use the Java version of libsvm [7] that
can be implemented on an Android as the SVM.

5.1 Extraction of Parameters by Image Analysis
To execute learning with an SVM, we implemented the

function of image analysis to extract the parameters from the
collected image data (such as Fig. 2) in the smart phone. This
image analysis uses the same function implemented for the
skin diagnosis service [1]. Processing was reduced to enable
analyzing the image more quickly in the smart phone. The

Fig. 3. Image analysis using a skin image. (A) Original im-
age. (B) Gray-scale image. (C) Binary image. (D) Noise
reduction. (E) Line image.
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Fig. 4. Parameters used for SVM learning (before scaling)

image analysis process (Fig. 3) first extracts 240 to 320 pix-
els of the central portion of the acquired image (Fig. 3(A)).
Next, the function converts the image into a gray-scale im-
age (Fig. 3(B)), prepares a binary image (Fig. 3(C)), per-
forms noise reduction (Fig. 3(D)), and creates a line image
(Fig. 3(E)). This image analysis extracts 13 parameters (e.g.,
color information (RGB), number of intersections, depth of
intersection, line width, and line depth (image depth)). (The
skin diagnosis service extracts 45 parameters to recognize the
state of the skin image in detail.) The learning data are cre-
ated by learning these parameters using the SVM.

5.2 Creating Learning Data

To create learning data by applying SVM learning, we col-
lected the images that became training data. There were 100
data images, 25 each for skin, string, barcode, and book im-
ages. Next, we extracted the parameters from the collected
image data using the image analysis function.

Figure 4 presents data when collected parameters are
learned by the SVM. The parameters of one line represent
one image. The left-hand numbers (1 to 4) indicate whether
the image is skin (1), string (2), barcode (3), or book (4).
After scaling, these parameters can be learned by the SVM,
and learning data is created. We used the Java version of lib-
svm [7] that can be implemented on an Android as the SVM
and that also supports multiple classifications. We used the
Gaussian kernel as a kernel function for SVM learning. Cross
validation indicated a learning accuracy of 89.0%.

The Seventeenth International Symposium on Artificial Life and Robotics 2012 (AROB 17th ’12), 
B-Con Plaza, Beppu, Oita, Japan, January 19-21, 2012

© ISAROB 2012 865



��������	
�������

������	��������������

��������������	��

������������� ���������


Fig. 5. Process of the user-support system for vision information using the smart phone

6 USER-SUPPORT SYSTEM
In our study, we implemented a user-support system that

enabled service judgment based on the created learning data
for vision information using smart phones (Fig. 1). We used
HTC Desire X06HT (described in paragraph 3) as an An-
droid smart phone. In our study, when the user takes a pic-
ture of a target using the smart phone camera, our system can
recognize the target image and recommend a suitable service
to the user. In addition, our system provides advice by voice
and a user interface using a touch panel.

The process flow of the user-support system is presented
in Fig. 5. In this figure, this user wants to use a skin diagnosis
service. First, when the user photographs his/her own skin
using the smart phone via the camera module, our system
displays the skin image via the display module (Fig. 5(A)).
Next, the user selects the area of the image (Fig. 5(B)) for
which the service is to be used. The image analysis mod-
ule then analyzes the image and extracts the parameters, and
the SVM prediction module judges a suitable service. In
Fig. 5(C), our system recommends the skin diagnosis ser-
vice wanted by the user. When the user pushes the ”OK”
button (Fig. 5(C)), our system transmits the selected image
data to the skin diagnosis service server via the communi-
cation module. Finally, the result is displayed (Fig. 5(D)).
In these processes, our system can advise the user via text
and voice while the user is taking a picture, for example, and
provide operational advice based on the situation.

With our system, the user can take a picture of a target
using the smart phone camera and receive a suitable service
recommendation from our user-support system.

7 CONCLUSION
In this paper, we designed a user-support system for vision

information using smart phones. When the user takes a pic-
ture of a target using the smart phone camera, our system can

perform simple image analysis, recognize the target image,
and recommend a suitable service to the user. To improve
its judgments, this system can advise and request input via
voice and text to adjust the area of the target image using the
touch panel. We use machine learning with a Support Vector
Machine (SVM) to classify the parameters extracted by the
simple image analysis into each service. We implemented
a user-support system that enabled the judgment based on
the created learning data for vision information using smart
phones and demonstrated the system’s effectiveness.
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