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Abstract

We discuss different (structural) organization forms of
a formal model of computation that is abstracted from
the structure and functioning of living cells: P sys-
tems, introduced in 1998 by Gh. Păun. After a brief
review of some of the main classes of P systems, hav-
ing an underlying tree or graph structure, we present
some indications that suggest to use a more general
hierarchical structure. We highlight some examples
and point out further applications where this broader
approach could be useful.

1 Introduction

Membrane Computing has become a vivid and active
research front in the past eleven years. (For an intro-
duction to the field see [13], a complete bibliography
can be found at [19]).

P systems (also called membrane systems) have
originally been defined by Gh. Păun [12] as a com-
puting model in the following sense. In a hierarchical
membrane structure (that can also be represented as
a tree), objects evolve according to so-called evolution
rules. Starting from an initial configuration of the sys-
tem, a computation is performed by applying the rules
in a nondeterministic, maximally parallel way until the
system eventually halts.

Dating back only a decade, many interesting as-
pects have already been investigated, e.g., the com-
putational power of different variants, normal forms,
the solution of NP-complete problems in polynomial
or even linear time, etc., see for instance [14].

Although, as stated in [12], the original intention of
P systems was not to model the cell, but to abstract
from its structure and function to obtain a computing
device, we can observe a recent trend in the area to-
wards modeling biological phenomena in this versatile
framework.

While the underlying structure of the original P sys-
tem is a tree, where membranes can be nested, and
hence be represented by a Venn diagram (but with-
out intersecting sets), a more general structure has
been taken into account a short time later: tissue P
systems, having an underlying (arbitrary) graph struc-
ture. Only recently, an even more general (i.e., hyper-
graph) structure was taken into account.

Without going into formal details, we here give an
outline of the structural concepts employed in mem-
brane computing so far and point out possible exten-
sions.

After some preliminaries about graph concepts and
P systems in general, we briefly review recent vari-
ants that take into account a more general organiza-
tion form in section 3. Some possible extension to a
more general model are discussed in section 4, some
notes on possible applications conclude the paper.

2 Preliminaries

2.1 (Hyper)Graphs

A graph G is a pair (V,E), where V is a non-empty set
of nodes and E is a set of edges e = (v1, v2), v1, v2 ∈
V . A path in G is a sequence of vertices of the form
v0, v1, ..., vn such that (vi, vi+1) ∈ E for i = 0, ..., n−1.
In a closed path (also called cycle), v0 = vn. We call
a graph G connected if there is a path between any
two distinct vertices. A graph is a tree if and only if
for every pair of distinct vertices v1, v2 there is exactly
one path from v1 to v2. In other words, a tree is a
connected graph without cycles.

While in graphs, edges are between two nodes, in a
more general graph, a so-called hypergraph, edges are
between sets of nodes (that may also intersect). The
edges in a hypergraph are also called hyperedges.

Following [3], a hypergraph is defined as follows.
Let V = {v1, v2, ..., vn} be a finite set. A hyper-
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graph on V is a family H = {E1, E2, ..., En} of subsets
of such that

• Ei 6= ∅, 1 ≤ i ≤ m and

• ∪m
i=1Ei = X.

The notion of hypergraph can even be more gener-
alized by having hyperedges pointing to hyperedges,
thereby inducing a hierarchy, that then corresponds to
a so called directed acyclic graph (or dag, for short).
An example is shown in figure 1.

Figure 1: hypergraph and associated dag

For more details we refer to any textbook in the
area, e.g. to [5].

2.2 P Systems

Figure 2: membrane structure and associated tree

P systems are computing devices abstracted from
cell functioning and are based on the notion of a mem-
brane structure. A membrane structure consists of
membranes hierarchically embedded in the outermost
skin membrane; every membrane encloses a region pos-
sibly containing other membranes; the region outside
the skin membrane is called outer region or environ-
ment. A membrane structure can be graphically rep-
resented by a Venn diagram without intersecting sets,
so that any two sets are either disjoint or one set is a
subset of the other one. Since the membranes in such a
structure (usually labelled in a one-to-one manner) are
hierarchically arranged, it can also be represented by a
tree (an example for a membrane structure and its as-
sociated tree is shown in figure 2). On the other hand,

it can also be described by a string of correctly match-
ing parentheses (e.g., the membrane structure from fig-
ure 2 corresponds to the string [1[2 ]2 [3 [4 ]4 [5 ]5]3 ]1).

In the membranes, multisets of objects can be
placed, which evolve according to given evolution
rules. Depending on the model, these rules can be
applied in parallel across all membranes or in a rather
sequential manner. Usually, the rules to be applied
are non-deterministically chosen (i.e., if an object can
evolve according to more than one evolution rule at
the same time, any one is chosen). A configuration can
be illustrated by putting the objects and rules in the
corresponding compartments of the membrane struc-
ture. In this way, a computing device is obtained in
the following sense: Starting from an initial configu-
ration (given by the membrane structure, the distri-
bution of the objects, as well as evolution rules), the
system evolves by passing from one configuration to
another one, thereby performing a computation, see
[13] for motivations and examples.

Many variants of P systems have been investigated
since their introduction, by varying various ingredients
(the nature of the objects, evolution rules, derivation
modes, etc.) We refer the interested reader e.g. to [14]
for more details.

3 Higher Organization Levels in
P Systems

P systems with an underlying tree structure (as origi-
nally defined) offer the possibility of hierarchical orga-
nization: one of the main feature of membrane systems
and their biological motivation is that it can also bee
seen as having more layers of abstraction, e.g., atoms-
molecules-cells-tissues-organs-organisms, etc.

However, the exhibited hierarchical organization is
limited because on one hand, a tree is rather restrictive
(in that it can only have one root node), and on the
other hand, the nodes cannot overlap (i.e., the mem-
branes are nested but do not intersect). Yet just this
overlap could be extremely interesting. On one hand,
it is naturally plausible (e.g., several signaling and/or
metabolic networks may overlap, like for example the
Wnt signaling pathway that plays a role in embryoge-
nesis and cancer, see [7]) and it might well be used in
an algorithmic way as well (see section 5).

Taking a more general (arbitrary) graph structure,
the above mentioned restriction is partly overcome,
but at the price of loosing the hierarchical information.

Yet in the last few years, more general forms of
(structural) organization came to existence also in
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membrane computing, we give a few examples in
chronological order:
• Quorum sensing P systems were introduced in

2005, and can in fact be considered the first ones
that took this the mentioned overlap into account,
although not explicitly. In [2], the authors model
colonies of bacteria by means of Quorum sensing
P systems, where each bacterium acts in its spe-
cific environment, and the different environments
can overlap.

• Multigraphical Membrane Systems, intro-
duced by Obtu lowicz in 2007 [11] present a vi-
sual formalism that is based on multigraphs (i.e.,
graphs that can have multiple edges, but the edges
cannot overlap).

• Modularisation is taken into account by
Romero-Campero et al. [15], [16]. By means of
Stochastic P systems, the authors investigate a
very particular variant for a specific model, tak-
ing into account 3 levels: the molecular, the cell,
and the colony level.

• Hyperdag P Systems were only recently intro-
duced by Nicolescu et al. [10] as P systems with
an underlying generalized multiset-based hyper-
graph (i.e., dag) structure, thereby also introduc-
ing rules for enhanced inter-level communication
(“go-sibling”, see [10]).

While in [2], [15], and [16], the focus is on biological
modelling, the investigations in [10] are of a more gen-
eral kind, even proposing a new planar representation
of hyperdag P systems. While this definitely has its
merits in some areas, it also has limitations when it
e.g. comes to biological modelling, where the visu-
alization is of great importance. Hypergraphs might
not be the best choice due to its difficulty of being
drawn as a pictorial representation. Yet a closely re-
lated concept called metagraphs (introduced by Basu
and Blanning [1]) seems to be a better choice in this
respect. Metagraphs support nodes, edges and even
subnetworks contained and nested within a scalable
structure, where the nodes can also overlap. Easy
transitions between different levels of resolution are
supported, called “semantic zooming” (see [8]), a con-
cept that is already adopted by some software tools
(e.g., VisANT, see [20]).

4 Towards a more general
structural approach

As already stated in the previous sections, it might
well be useful to think of P systems having an under-

lying generalized hypergraph or directed acyclic graph
structure. From a theoretical point of view, it is ob-
vious that the system under consideration does not
loose its computational power if only the structure is
changed in this way (since a hypergraph is more gen-
eral than a graph, i.e., each graph is a hypergraph,
in which the cardinality of each hyperedge is exactly
two.)

Yet from the modeling perspective, (and not only
concerning computer networks, as explored in [10]),
it offers a new opportunity to include more complex
system behavior (as e.g. argued by Mesarovic and
Sreenath [9] in terms of “complex ”systems biology).
In this respect, in addition to the more general organi-
zation levels, many possible extensions could facilitate
the accuracy of the model.

Like in the category theory framework of memory
evolutive systems as explored in [6] (also see [18]), one
could incorporate different timescales for the levels (as,
e.g., reactions at an atomic level happen faster than
those on the molecular level.)

On the other hand, and especially when the system
becomes more complex, we could include some regu-
lation mechanism.

For example, we could introduce regulators that
have a certain “radius” (i.e., be responsible for some
elements, e.g., for a certain number of nodes in one
level). Now if a regulator observes a specific pattern,
then it can induce an action in the corresponding cells,
like e.g. changing the ruleset of a cell.

If we look at the evolution of the system, it is also
natural to not only let the symbols evolve in the course
of time, but also the underlying structure. Some parts
of the system might grow, while others could (struc-
turally) reorganize themselves or even die.

This idea is not new in the area of membrane
computing (so-called P systems with active mem-
branes have already been introduced in 2001, origi-
nally mainly used to solve NP-complete problems in
polynomial, sometimes even linear time), but in this
more general framework of course needs some adapta-
tions to capture also the possible overlap of the cells,
i.e., the nodes in the hypergraph (e.g., we could con-
sider rules like [ia]i[jb]j → [ic[jd]ie]j to account for
this). The structural change could be induced by rules
(e.g., in the sense of [4]), or be incited by the regula-
tors.

While all the above mentioned extensions can be
defined (i.e., incorporated in a formal definition) in a
straightforward way, a big challenge remains in defin-
ing concepts that allow for emergence, a central con-
cept of complex systems.
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5 Conclusion

We discussed different structural organization forms
of P systems, highlighting the usefulness of a more
general underlying structure, i.e., (generalized) hyper-
graphs that might enrich especially the modelling of
hierarchical systems (biological, social, ecological, cul-
tural systems, etc.).

On the other hand, it seems also to be worthwhile to
explore the proposed systems for their algorithmic ca-
pabilities. Many computations comprise a common set
of known interaction and computation patterns. One
particular example are overlapping subproblems (i.e.,
subproblems that are reused several times). Prob-
lems that have this property are often solved by dy-
namic programming techniques more efficiently than
with other methods. Yet very often complex data de-
pendencies occur and complicate parallelization. In-
vestigations concerning the practicability of P systems
(with an underlying hypergraph structure) in this re-
spect are currently performed by the author (focusing
on so-called nonserial polyadic dynamic programming,
like e.g., matrix chain multiplication and RNA sec-
ondary structure prediction).
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[13] Gh. Păun: Computing with Membranes: An In-
troduction. Springer, Berlin, 2002.
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