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Abstract: An imitation of human motion has been used as a promising technique for a development of robot. Some 
techniques such as motion capture systems and data-gloves are used for analyzing a human motion. However, since 
those methods need (a) environmental restrictions such as preparation of two or more cameras and strict control on 
brightness condition and (b) physical restrictions such as wearing of markers and/or data-gloves, they are far from the 
method for recognizing a human motion on the natural condition. In this paper, we propose a method that makes a 3-
dimensional CG (3DCG) by transforming a feature vector of human posture on a thermal image into a 3DCG model. 
The 3DCG models as training data are made with manual model fitting. Then, the human models synthesized by our 
method are geometrically evaluated in CG space. The average error in position is about 10 cm. Such a relatively small 
error might be acceptable in several cases of both the 3DCG animation generation and the imitation of human motion 
by a robot. Our method needs neither the physical nor environmental restrictions. The rotation-angles at each joint 
obtained by our method can be used for imitating a human posture by a robot. 
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I. INTRODUCTION 

In recent years, various computer graphics (CG) 
animations have been appearing on television or in 
movie. Such a CG animation is usually made through 
tough analyses on a human motion. Some techniques 
such as motion capture systems and data-gloves are 
used for analyzing a human motion. There have been 
many researches for acquiring the information on a 
human posture from an image [1-4]. However, since 
those methods need (a) environmental restrictions such 
as preparation of two or more cameras and strict control 
on brightness condition and (b) physical restrictions 
such as wearing of markers and/or data-gloves, they are 
far from the method for recognizing human motion on 
the natural condition. 

In order to overcome the issues coming from these 
restrictions, the method with thermal images was 
studied [5]. However, the difficulty in making a 3-
dimensional (3D) information on posture from a 2-
dimensional (2D) one has been still kept in the reported 
method [5]. 

In this paper, a method for expressing a human 
posture as a CG with human thermal image taken under 
no special restrictions on a person is proposed. Based on 
a geometrical relationship among the feature vector of 
human posture on the test image and those of the 
training images, the 3DCG models for test images are 
produced from some 3DCG models, which have been 

produced by manual model fitting beforehand through 
referring each human posture on a training image. Then, 
the human models synthesized by our method are 
geometrically evaluated in CG space. Our method needs 
neither the physical nor environmental restrictions. Our 
method might be useful at least in making a 3DCG for 
several limited human postures. Moreover, the rotation-
angles at each joint obtained by our method can be used 
for imitating a human posture by a robot. 

 

II. BASIC ALGORITHM 

A basic algorithm for producing a CG for expressing a 
human posture is as follows. 

 
<Step1> Several thermal images expressing one human 
posture per image are collected as training images. 
Through referring each training image expressing one 
human posture, the 3DCG model expressing the 
corresponding human posture is made by manual model 
fitting and stored in a computer. Then, the feature 
vectors for human postures of training images are 
calculated and stored in the computer. 
<Step 2> The test image is inputted into the computer 
and then the corresponding feature vector for human 
posture on the image is calculated. 
<Step 3> The human model corresponding to the test 
image is made from those of training images, according 
to the geometrical relationship in the feature vector 
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space among the feature vector of the test image and 
those of the training images. 

 
For each motion in gesture on thermal image, a 3-

dimensional CG (3DCG) animation can be made by 
changing continuously the rotation-angles at joints in a 
3DCG model corresponding to the test image at the start 
time into those at the end time [6]. 

 

III. THERMAL IMAGE GENERATION 

In this study, thermal images having a human posture 
per an image are produced by a Thermal Video System 
(TVS-700) (Nippon Avionics) with infrared rays and 
these images are recorded in digital videotape as a 
Mpeg1 file. Then, several thermal images with BMP 
format having a spatial resolution of 380×460 pixels 
and a gray level of 256 are obtained from the Mpeg1 
file. 

 

IV. HUMAN MODEL 

The human model has 10 joints. All rotation-angles at 
10 joints are stored in a file. Fig.1 shows the human 
model, the standard posture and its structure. 

Fig.1. Human model (a), standard posture (b) 
and structure of human model (c) 

 

V. MODEL FITTING 

Fig.2 demonstrates the process of manual model fitting 
for making a human model corresponding to a human 
posture on a thermal image. Through the manual model 
fitting, all rotation-angles at 10 joints are stored in a file 

 

 
Fig.2. Manual model fitting 

 

VI. FEATURE VECTOR GENERATION 

After processing for standardizing the position and the 
size, the mosaic image is generated from the training 
image after subtracting the gray level of background 
image from the training image (Fig.3). The gray levels 
of mosaic image having 14×14 blocks, each of which 
has the average gray level on 25×25 pixels, are used as 
the components of feature vector.  
 

 
Fig.3. Mosaic image for making feature vector 

 

VII. HUMAN POSTURE ESTIMATION 

We assume ),,2,1}({ Mmm L=X  to be a set of 
posture pattern made from training images. mX  
indicates a N -dimensional feature vector having gray 
levels of mosaic image as components. 

Assuming the feature vector of test image, the 
feature vector of the class c  to be 

( ) ( )NccccN ffffff ,2,1,21 ,,, ,,,, LL == ff  respectively. 
In the conventional way, the test image is recognized as 
class j  when the Euclid distance cd , defined by the 
equation (1) as a discriminant function, gives the 
minimum value for class j  among all classes. 

  

(a) (b) 

 
 (c) 
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However, this conventional method for pattern 
recognition needs various kinds of training images for 
recognizing many test-images with good accuracy. 
Therefore it is not practical to produce the CG model 
corresponding to the test image, with this conventional 
pattern recognition. 

In this study, for transforming the test image into the 
corresponding 3DCG model, a stepwise approximation 
to the feature vector of test image is performed in the 
following way. Hereinafter, the shortest distance among 
those of all pairs of feature vectors coming from 
training images is referred as R . 

 

<Step1> The approximate feature vector is obtained as 
that having the shortest distance (hereinafter referred as 

mind ) to the feature vector of the test image among 
those of all training images. When mind  is under the 
half of R , go to the step 5, getting from the database 
all rotation-angles at 10 joints on the model 
corresponding to the class whose training image gives 

mind  to the test image. Otherwise, go to the step 2. 
 
<Step2> In the feature vector space, every length of the 
perpendicular drawn from the position of the test image 
to the straight line passing a pair of the positions of 
feature vectors of training images is calculated. The 
approximate feature vector is obtained as the position 
vector of intersection of the shortest perpendicular, 
which is expressed as      , from the position of the 
test image on the straight line passing the positions of a 
pair of training images. The selected two feature 
vectors of the training images for making the 
approximate feature vector are expressed as               

When the geometrical relationship of the 
approximate feature vector for the test image to two 
selected feature vectors of training images is inside 
linear interpolation and the length of 0H  is under the 
half of R , go to the step 5, getting all rotation-angles 
at 10 joints on the models corresponding to the 
compounded feature vector obtained by the inside linear 
interpolation with its ratio and all rotation-angles at 10 
joints on the models corresponding to two feature vector 
used for the inside linear interpolation (Fig.4). 
Otherwise, set 0=n  and go to the step 3. 
 

 
Fig.4. Schematic diagram showing inside linear 

interpolation for getting the second-step approximate 
feature vector 

 
<Step3> The feature vector corresponding 
to the position vector of intersection of the 
shortest perpendicular from the position of the test 
image on the straight line passing the positions of a pair 
of  and is generated. Then, every 
length of the perpendicular drawn from the position of 
the test image to the straight line passing a pair of the 
positions  of  and the feature vector of 
training image is calculated. The approximate feature 
vector is obtained as the position vector of intersection 
of the shortest perpendicular, which is expressed as    

on the straight line passing the positions of a 
pair of  and the feature vector of training 
image. The selected feature vector for making the 
approximate feature vector is expressed as    .         
When the geometrical relationship of the approximate 
feature vector for the test image to    and   

is inside linear interpolation and the length of  
is under the half of R , go to the step 5, getting 

all rotation-angles at 10 joints on the model 
corresponding to the compounded feature vector 
obtained by the inside linear interpolation with its ratio 
and all rotation-angles at 10 joints on the models 
corresponding to two feature vector used for the inside 
linear interpolation. Otherwise, go to the step 4. 
 
<Step4> 

1: += nn , then go to the step 3. 
 

<Step5> 
The model is produced with the rotation-angles finally 
obtained in the above step(s) at 10 joints. 
 

Figs. 5 and 6 (1) demonstrate the above 
approximation of the feature vector of test image, using 
a simple case. Fig.5 (a) and (c) illustrate the training 
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images while Fig.5 (b) illustrates the test image. Fig.6 
(1) demonstrates the relationship among the values of 
components of feature vectors of the three images 
illustrated in Fig.5. In this case, the feature vector of the 
test image (b) is compounded by the inside linear 
interpolation with the feature vectors of the training 
images (a) and (c). We extend this idea of 
approximation to the more general case shown in Fig.6 
(2), where (d) denotes the position of the feature vector 
of test image. Fig.6 corresponds to Fig.4 with which the 
second step is demonstrated. 
 

 
Fig.5. Schematic diagram on images; (a)& (c) training, 

(b) test 
 

 
Fig.6. Schematic diagram on compound  

of feature vector, (1) simple, (2) more general 
 

VIII. ESTIMATION OF POSITION ERROR
 IN CG SPACE 

In the experiments, a personal computer, Dell 
Dimension 8300 (CPU: Pentium IV 3.2 GHz, main 
memory: 2.0 GB, OS: Windows XP), is used. For 
programming, Microsoft Visual C++ 6.0 is used. For the 
evaluation of our method, several marks are attached to 
the subject and the model in CG space (Fig.7). Then, the 
model is manually fitted to the human posture. For 
fitting the model to the human posture, we do not use 
the markers. The markers are used only for measuring 
the position-errors of markers on the human model 
(Fig.8). We use the motion capture system named as 
Radish (Library) for measuring the position of markers 
attached on the subject. We use 28 training-images 
shown in Fig.9 and 10 test-images shown in Fig.10. In 

the case of 8 test images (a-h), each image has very 
similar human posture on training images (No.1-8) 
respectively, while 2 test images (i, j) do not have very 
similar human posture on training images (No.1-24). 
 

 
Fig.7. Scene in measuring three-dimensional positions 

(a), CG space corresponding to real space (b) 
 

 
Fig.8. A model with markers 

 

 
Fig.9. Training images for position measuring 
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Fig.10. Test images for position measuring 

 
Table 1 shows the position-errors of markers on the 

human model for the training images. As the total, the 
average and maximum position-errors of markers are 
6.2 and 13.6 cm respectively. Tables 2 and 3 show the 
position-errors of markers on the human model for the 
test images. As the total, the average and maximum 
position-errors of markers are 7.5 and 20.4 cm for the 
images a-h respectively, while those are 8.9 and 24.3 
cm for the images i,j respectively. As the total, both the 
average and maximum position-errors of markers for 
the images i,j, which do not have very similar image on 
the training images (No.1-28), are slightly bigger than 
those for the images a-h, each of which has very similar 
image on the training images (No.1-8). Since, the 
average position-errors of markers for test images are 
about 10 cm, we think that our method is useful for 
estimating a human posture roughly. Figs 11 and 12 
show the human models for test images i, j respectively. 
Fig. 13 demonstrates the synthetic process of feature 
vector in the case of test image j. The process is 
terminated at the step 3. When using the conventional 
way, the test image j having the shortest distance in the 
feature vector space to the training image No.7 is 
recognized as the class of training image No.7. Since 
the human model shown in Fig. 12 is more similar to 
the human posture of the test image j than that of Fig.14, 
our method might have an advantage over the 
conventional way. It takes about one minute for making 
a human model with manual model fitting, while it 
takes about 0.6 second for estimating a human posture 
and making a human model for a test image. 

Our method needs neither the physical nor 
environmental restrictions. The rotation-angles at each 
joint obtained by our method can be used for imitating a 
human posture by a robot. 
 

Table 1. Position-errors of makers on human model  
(Training images No.1-8) 

No. 1 2 3 4 5 6 7 8 Total

A
ve

ra
ge

 

4.4 7.5 5.4 5.5 7.3 5.4 7.4 6.4 6.2 

M
ax

im
um

 

6.8 23 10 13 11 16 14 15 13.6

 (cm) 
 

Table 2. Position-errors of makers on human model 
( Test images a-h) 

a b c d e f g h Total

A
ve

ra
ge

 
5.0 6.6 7.4 7.1 8.4 5.4 11.9 8.2 7.5 

M
ax

im
um

 

12.4 24.0 20.2 13.5 27.1 16.0 26.7 23.5 20.4

(cm) 
 

Table 3. Position-errors of makers on human model 
(Unknown test images i,j) 

Image i j Total 

Average 8.1 9.6 8.9 

Maximu
m 25.4 23.2 24.3 

(cm) 
 

 
Fig.11. Unknown test image i and corresponding CG 
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Fig.12. Unknown test image j and corresponding CG 
 

 
Fig.13. Synthetic process of feature vector for  

unknown test image j 
 

 
Fig.14. CG for training image No.7 

 

IX. CONCLUSION 

We propose a method that makes a 3DCG by 
transforming a feature vector of posture on a thermal 
image into a 3DCG model. The 3DCG models as 

training data are made with manual model fitting. The 
average error in position is about 10 cm. Such a 
relatively small error might be acceptable in several 
cases of both the 3DCG animation generation and the 
imitation of human motion by a robot. Our method 
needs neither the physical nor environmental 
restrictions.  
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