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Abstract
In the paper an algorithm for knowledge updating

in adaptive system to select scenario has been pro-
posed. Taking into account specific character of the
process, two-stage identification approach is used. The
first stage is built for diagnostic purpose i.e. estimated
parameters of the first-stage’s relationship is utilised
to make a decision at the second stage. Proposed algo-
rithms to select scenario, at the second stage, rests on
extracted knowledge from human expert and effects of
diagnosis.

1 Introduction

Most of real control plants are strongly non-linear
and uncertain due to measurement disturbances.
Hence, it is difficult or sometimes even impossible to
work out an exact mathematical model of the plant.
Nowadays many approaches to control or support
making decision do not require direct description of
the process in order to work properly. We pay atten-
tion to those which are based on expert’s knowledge.

Another way to cope with non-linearity and un-
certainty is application of adaptive techniques in de-
signing systems. In spite of the fact that it has been
proposed three decades ago, it is still widely used.

1.1 Support making decision system

In the article the problem of building rehabilita-
tion plan for patients is considered. The tasks can be
decomposed into few stages which are shown in Fig. 1
and described in details in next paragraphs.

The first stage (O1 ) is used to asses the current
state of the object and referring to biomedical prob-
lem of the paper and can be connected with making
diagnosis.
Object at this stage is described by the vec-
tor of parameters a1(k1) and model Φ1(y(k1 −
1), π1(k1);a1(k1)). Measured signals π1(k1) and y(k1)

Figure 1: Support making decision system with knowl-
edge updating and two-stage identification approach

are used only to determine values of model’s parame-
ters a1(k1) (identification at the first stage).

The second one (denoted as O2 ) plays the role in
establishing the relationship between stimulation (ex-
ercises) and internal muscle’s parameters a1(k1) which
are calculated at the first stage. As it was mentioned
proposed algorithms to select scenario based on pat-
tern recognition approach and to make a proper deci-
sion the learning sequence is needed.

The main goal is to bring values of these parame-
ters to desired a∗1. In order to do this, process at the
second stage is employed. Its control action is denoted
by π2(k2) and model Φ2(a1(k1−1), π2(k2);a2(k2)) de-
scribes its influence on values of parameters a1(k1) of
the model Φ1(·, ·; ·). We assume that model Φ2(·, ·; ·)
(dependent on parameters a1(k2)) approximates real
relation between π2(k2) and a1(k2). Controller per-
forms sequence of actions π2(k2) (scenario) chosen by
the decision making device. Decision about scenario
to be used is made on the basis of difference ξ(k2)
between current values of parameters a1(k1) and de-
sired ones a∗1. Scenario is selected from the knowledge
base containing set of prespecified scenarios together

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th ’09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

©ISAROB 2009 27



with rules describing suggestions of their usage. For
different current values of a1(k1) and desired a∗1, dif-
ferent control scenarios are proposed by well-known
kNN rule.

Presented scheme has straightforward interpreta-
tion as a rehabilitation process. Model on the first
stage represents a patient [2], model on the second
stage describes influence of rehabilitation exercises on
the state of the patient, decision maker together with
knowledge base represents a physician and controller
is a therapist. Adaptation and knowledge updating
means that physician learns by experience.

2 Problem formulation

Let us consider that a set of accessible control ac-
tions (which are called scenarios) is denoted as Π and
has a following form:

Π = {π1, π2, . . . , πH}, (1)

where H is the number of all scenarios.
Each scenario is composed by make the

most of instructions stored in finite set: U2 =
{u21, u22, . . . , u2L}. Where L is the number of all avail-
able instructions.

Taking into account it is possible to show the struc-
ture of single scenario: π =

(
u2l1 , u2l2 , . . . , u2lM

)
.

Where M is the instructions’ number used to combine
scenario.

Now, let us define function ddm(·, ·) to measure
distance between current value a1(k1) and desired a∗1:

ξ(k2) = ddm
(
a∗1,a1(k1)

)
. (2)

It was supposed that the value of the parameter a1(k1)
is known and was determined as a result of resolving
identification task at the first stage [2].

Process of planning rehabilitation for spastic peo-
ple can be formulated as the making decision problem.
As a result of solving the multi-stage decision process
it is gained following sequence:

(
π(1), . . . , π(K2 − 1); ξ(1), . . . , ξ(K2)

)
. (3)

It is clear that the number of all admissible se-
quences may be large. The problem is to rate them
and choose optimal by using performance index. Let
us define following performance index Qdm written be-
low:

Qdm
(
π(1), π(2), . . . , π(K2 − 1); ξ(1), ξ(2), . . .

. . . , ξ(K2)
)

=
K2∑

k2=1

qdm
(
π(k2), ξ(k2)

)
, (4)

where qdm
(
π(k2); ξ(k2)

)
is local assessment of deci-

sion in k2 − th stage for ξ(k2).
Applied defined criterion function (4) for sequence

(3) leading to optimisation task:

Qpd
(
π∗(1), π∗(2), . . .

. . . , π∗(K2 − 1); ξ(1), ξ(2), . . . , ξ(K2)
)

=

= min
π∗(1),π∗(2),...,π∗(K2−1)∈Π

Qpd
(
π(k2), ξ(k2)

)
, (5)

and for stochastic plant:

E
[
Qpd

(
π∗(1), π∗(2), . . .

. . . , π∗(K2 − 1); ξ̃(1), ξ̃(2), . . . , ξ̃(K2)
)]

=

= min
π∗(1),π∗(2),...,π∗(K2−1)∈Π

E
[
Qpd

(
π(k2), ξ̃(k2)

)]
, (6)

where ξ̃(k2) = gw

(
ξ(k2), w(k2)

)
. Function gw

(
·, ·

)

describes influence of the disturbance w(k2) on ξ(k2).
In consequence, as a solution of formulated above op-
timisation task (5 and 6) it is given decision making
algorithm written below:

π∗(k2) = ψdm
(
ξ(k2);b

)
, (7)

where ξ(k2) ∈ D∗
ξ(k2)

:

D∗
ξ(k2)

=
{

ξ(k2) : Qdm
(
π∗(k2); ξ(k2)

)
<

< Qdm
(
π(k2); ξ(k2)

)
∀π∈Π

}
. (8)

For stochastic plant algorithm to select scenario has
form similar to (7) i.e.:

π∗(k2) = ψdm
(
ξ̃(k2);b

)
, (9)

In this paper classical formulation of the decision pro-
cess has been shown, where the horizon K2 is finite.

3 Pattern recognition in decision
support process

Practically, determining solution for task (5) or (6)
may be expensive and time consuming. To resolve
described problem, the pattern recognition algorithm
with knowledge updating was proposed. To design
the proper decision making procedure in this case it is
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required to fix the learning sequence which is denoted
by XKdm and has following form:

XKdm =
{(

ξ(1),
(
π∗

)(1)
)
,
(
ξ(2),

(
π∗

)(2)
)
, . . .

. . . ,
(
ξKdm ,

(
π∗

)Kdm
)}

. (10)

General form of knowledge-based algorithm is shown
below:

(
π̃∗(1), π̃∗(2), . . . , π̃∗(K2 − 1)

)
=

= ψpd
PR

(
ξ(k2), XKdm ;b

)
, (11)

where (10) is updated in each m-th step of process i.e.:
XKdm(m) = XKdm(m− 1).

4 Algorithm for knowledge updating

There are many different approaches in adaptive
control or support decision systems to apply learning
process. One of them is adaptation through identifica-
tion where parameters of the algorithm ψdm

(
ξ(k2);b

)

or ψdm
(
ξ̃(k2);b

)
are updating step-by-step as a result

of identification of the object’s model.
In the expert systems another methodology can be

applied. It is connected with concept of storing infor-
mation in the system. Instead of changing algorithm’s
parameters it is possible to update and validate knowl-
edge which is embedded in the knowledge base.

In the considered problem knowledge which is col-
lected in knowledge base is used to support decision
process and it is possible to update it if necessary.
In real tasks frequently is needed to update expert’s
knowledge because it has been obsoleted or was not
correctly prepare before had been applied to the sys-
tem.

Discussed system uses knowledge base (10) which
can be updated or validated at each m-th step of the
adaptation process: XKdm(m) = XKdm(m− 1).

In the paper two different algorithms have been
proposed. First approach is characterised, by using
performance index (4) one new item to add to learning
sequence is selected. Below the algorithm of updating
knowledge is listed:
Algorithm 1:
(1) Put control sequence {π(k2)}KM

2
kM
2 =1

and measure

output {a1(k2)}KM
2

kM
2 =1

and {ξ(k2)}KM
2

kM
2 =1

for object at

the second stage. KM
2 is the length of the measured

sequence;
(2) For each error ξ(kM

2 ) where kM
2 = 1, 2, . . . ,KM

2 ,
calculate value of the performance index (4) in k2-th
step;
(3) Select error value ξ(kM

2 ) for which control action
has been done and value of performance index is the
smallest;
(4) Add new item

(
ξKdm+1,

(
π∗

)Kdm+1
)

to learning

sequence XKdm .
The second version of the updating method is as

follows: at the first step new element is selected (by
using performance index (4)) and - in the second step
- the worst from knowledge based is chosen as well.
Then, new item in the learning sequence is not added
but replace the worst one. Algorithm for the second
version is as follows:
Algorithm 2:
(1) to (4) the same as for Algorithm 1;
(5) Replace it by new one (from step 3).

5 Simulation studies

In order to test proposed algorithms to select sce-
nario with knowledge updating modification simula-
tion environment has been built. There is a straight
relation to biomedical application. In [4] a model
of fatigue in human skeletal muscles has been pro-
posed. The mathematical relationship allow us to
model activation of muscle by physical exercises and
produced force. Having set of different scenarios (ex-
ercises routes) it is possible to select them in the right
order during training cycle to reach the aim of con-
trol. This aim can be defined as a desired value of
force which is produced by athletes during exercises.

In Fig. 2 effect of support of making decision has
been shown for which value of the performance index
Qdm = 0.0086. In figures 3 and 4 the same process
has been conducted but for algorithm with knowledge
updating. Value of Qdm = 0.0081 for the second ap-
proach and for first Qdm = 0.0075.

6 Summary

In the paper adaptive system to select scenario has
been considered. The main idea is connected with util-
isation of pattern recognition approach and expert’s
knowledge. In general, for proposed algorithm only
suboptimal solution can be found. To improve per-
formance of the proposed system in process of select-
ing scenarios to plan rehabilitation for spastic people
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Figure 2: Effect of support decision making process
for algorithm of scenario selecting based on kNN rule

Figure 3: Effect of support decision making process
for algorithm of scenario selecting based on kNN rule
with make the most of knowledge updating rule in first
version

adaptive techniques have been applied.

It worth stressing that the computational cost of
application additional algorithms are not very high so
the total efficiency is still low and lowest that for exact
algorithms of the optimisation task (5) or (6) defined
in section 2.

Figure 4: Effect of support decision making process for
algorithm of scenario selecting based on kNN rule with
make the most of knowledge updating rule in second
version
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