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Abstract: The present paper describes a novel technique for simultaneous entire shape recovery of an object by use of 
multiple cameras surrounding the object. The rear shape is transformed to frontal view information and it is merged 
with the frontal view information into an entire shape information to which factorization is applied. This camera system 
is named a virtual see-through camera system, since the frontal cameras see through the rear shape as if the object is 
transparent. Experimental results show satisfactory performance of the technique. 
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I. INTRODUCTION 

 Three-dimensional modeling of our living environ-
ment is of great importance in simulating our various 
activities and planning better life. When we want to buy 
furniture, we are able to see its fitness in a house by 
looking into a virtual house equipped with the furniture. 
Creating a new building should be examined its 
appearance and fitness in the area where it is to be built 
by modeling the area and the building in a virtual space. 
These are the examples of useful applications of a 
virtual reality technology, in which various 3-D object 
models are created and employed.  

Hence 3-D object modeling techniques employing 
cameras [1] have been studied rigorously to date in the 
computer vision community. The technique employing 
stereo cameras has long been used as a standard 
technique. This has become much popular since the 
proposal of the DLT [2] by which one doesn’t have to 
acquire inner as well as outer camera parameters 
directly. Instead it employs a 3-D calibration tool and 
acquires the projective relation between the 3-D space 
and the image plane of an observing camera. The 
factorization method [3] further simplifies the 3-D 
modeling strategy. In the method, a single mobile 
camera takes images of a rigid object from multiple 
orientations and the method recovers the 3-D shape of 
the commonly observed part of the object along with 
recovering the camera motion, although it contains 
linear approximation in imaging by the camera. 

The issue focused in the present paper is 3-D 
modeling of the entire shape of an object. Normally this 
is achieved by a set of cameras surrounding the object 
concerned. In an optical motion capture system, many 
calibrated cameras are placed fixed in a large studio and 
capture video images of an actor playing some action 
from multiple orientations. The basic recovery 
technique is stereo vision. Every pair of stereo cameras 

recovers the shape of the object within its view. The 
shape is partial in most cases, since the fixed camera 
pair cannot observe an opposite side of the object. The 
resultant partial 3-D shapes are merged into an entire 
shape, yielding a 3-D model of the object. In this 
procedure, registration technique [4] must be employed 
in order to connect the partial shapes one by one with 
the least connection errors in a 3-D space. This requests 
the system strict camera calibration. Simultaneous entire 
shape recovery without the registration would be the 
best for reducing computational load. 

One also notices by the above explanation that it is 
not very simple to apply the technique to various kinds 
of 3-D object modeling. The image taking cameras need 
be calibrated in advance. How can it then be applied to 
the 3-D modeling of a street performer who won’t wait 
for the advance camera calibration? How can it be 
applied to 3-D modeling of a statue around which many 
people gather in a marketplace? Thus one notices the 
advantage of a 3-D modeling technique based on image-
based camera calibration. 

In the present paper, a novel 3-D modeling technique 
is presented which performs simultaneous entire shape 
recovery based on image-based camera calibration. A 
similar technique was invented by some of the authors 
[5]. It gave restriction on the camera arrangement, 
however, that a facing cameras need colinearity with 
their principal axes. The restriction imposed on the 
proposed technique is that at least three points need be 
shared among observing cameras around the object 
concerned. These points in captured images are 
employed for camera calibration. This simpler 
constraint can be realized often easily when every 
camera is set so that it looks down the object. Thus it 
results in more flexible arrangement of the surrounding 
cameras compared to [5]. 

The idea of simultaneous recovery is explained in the 
following. The proposed technique applies the factoriza-
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tion to the 3-D shape recovery. The factorization [3] 
claims that, once a point, actually its 2-D image 
coordinates, is included in a measurement matrix, it 
recovers the 3-D location by factorizing the 
measurement matrix. Therefore the locations of rear 
points on an object are transformed to the locations 
where the frontal cameras would observe them if the 
object is transparent, and the transformed points are 
included in the measurement matrix defined by the 
frontal points, which yields an entire measurement 
matrix. By factorizing this matrix, all the specified 
points that spread over the object recover their 3-D 
locations and hence the entire 3-D modeling is done. 
Since the above procedure can be described that frontal 
cameras see through rear shape of an object as well as 
its frontal part, they are referred to virtual see-through 
cameras. Formulation of the present technique and 
experimental results are given in the following with 
discussion and conclusions. 
 

II. PROCEDURE 

The cameras surrounding an object are categorized 
into frontal cameras CF and rear cameras CR. Since the 
present technique recovers point location, the points for 
the recovery are specified on an object. They are 
classified into three sets. The point commonly 
observable from the both cameras CF and CR is denoted 
by PFR which is an element of a set G(PFR): The point 
observable only from the frontal cameras is denoted by 
PF- which is an element of a set G(PF-): The point 
observable only from the rear cameras is denoted by P-R 
which is an element of a set G(P-R). Then the set of 
points which the frontal cameras CF observe is given by 
G(PF)= G(PFR)∪G(PF-), whereas the set of points the 
rear cameras CR observe is given by G(PR)= 
G(PFR)∪G(P-R). See Fig. 1 for example. 
   
 
 
 

 
 
 
Fig. 1. Categorized points on an object. The points 
commonly observable from frontal and rear cameras, 
observable only from frontal cameras, and 
observable only from rear cameras are denoted by ●, 
○, and □, respectively. 

The application of the factorization with respect to 
the frontal cameras and to the points in the set G(PF) 
provides the following equation;  

WF=MFSF
                         (1) 

Here WF is a measurement matrix defined by the xy-
coordinates of the points in the set G(PF), SF

  is a shape 
matrix containing their 3-D coordinates, and MF is an 
orientation matrix giving the orientations of the frontal 
cameras.  
  Matrix SF in Eq. (1) can be decomposed into 

SF={SFR|SF-}                          (2) 

Here SFR is the shape matrix giving the 3-D coordinates 
of the points in the set G(PFR) and SF- is that giving the 
3-D coordinates of the points in the set G(PF-). 
  Employing the matrix SFR, the orientation matrix of 
rear cameras denoted by MR satisfies the following 
relation; 

WFR=MRSFR
                          (3) 

where WFR is the measurement matrix with respect to 
the points in G(PFR). Since WFR is known in an 
experiment and SFR is given by Eq. (2), we have 

MR= WFR[SFR]T(SFR[SFR]T)-1          (4) 

The points in the set G(PF-) are then projected virtually 
onto the image planes of the rear cameras by 

VF-=MRSF-                 (5) 

By this projection, the rear cameras have the measure-
ment matrix WR that contains all the projected points; 

WR={WFR|VF-|W-R}              (6) 

On the other hand, the following holds with the set 
G(P-R); 

W-R=MRS-R
                        (7) 

Since W-R is known and MR is given by Eq. (4), 
we have 

S-R=([MR]TMR)-1 [MR]TW-R          (8) 

The shape matrix S-R gives the 3-D coordinates of the 
points in the set G(P-R). They are projected virtually 
onto the image planes of the frontal cameras by 

V-R=MFS-R                  (9) 

Then we have the measurement matrix of the form 

WF={WFR| WF-|V-R}             (10) 

Finally, from Eqs. (6) and (10), we have an overall 
measurement matrix W of the form (See also Fig. 2.) 

               (11) 

In this way, all the selected points on object O have 
been projected onto the image planes of all the  

G(PF)≡{●,○} G(PR)≡{●, □} 

G(PFR) ≡{●} 

G(PF-)≡{○} G(P-R)≡{□} 

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th ’09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

©ISAROB 2009 578



 
 
 
 

  

 
 
 
 
 
Fig. 2. Matrix W containing all the point information 
with all the surrounding cameras. 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig. 3. Virtual see-through camera. Observable 
points in a scene are projected directly onto the 
image plane of a camera, whereas unobservable 
points are computed their projected locations in the 
image plane and included in it. The points □ cannot 
be seen from frontal cameras and their locations on 
the frontal image planes IF are computed. In the 
same way, the points ○ are not seen from rear 
cameras and their locations on the rear image planes 
IR are computed. 
 
 
 
surrounding cameras. In another expression, all the 
points on object O have been observed by all the virtual 
see-through cameras. See Fig. 3 for the idea. 

The matrix W of Eq. (11) is factorized as 

W=MS                  (12) 

providing the final orientation matrix M of all the 

cameras and the shape matrix S of all the points on the 
object. Matrix S gives the 3-D point model of object O. 

It is noted that Eq. (11) represents the geometrical 
constraints of all the points on object O in the 
orientation of all the cameras. From the factorization 
shown by Eq. (12), a 3-D model that satisfies the 
constraints best in the sense of the LMS errors is 
obtained.  
 

III. EXPERIMENTAL RESULTS 

  An experiment was conducted to examine the 
performance of the proposed technique. Instead of 
employing multiple cameras, as shown in Fig. 4, a 
single digital video camera and a turntable was used for 
taking images of a polyhedron from multiple 
orientations. The turntable was given turns manually. 
The angles of the turns were not very strict as the values 
are not employed in the recovery calculation. The 
employed factorization assumed weak perspective 
projection with the camera imaging. This linear 
projection well approximates the imaging by a lens 
when the thickness of the object concerned is 1/10 or 
less of the distance from the camera to the object [6]. 
  Figure 5 shows the result of the entire 3-D recovery 
of a polyhedron. The polyhedral images were taken 
from 4 to 6 orientations. The recovery errors were 
calculated with respect to the side lengths and the angles 
the adjacent sides make at the vertices. The result is 
shown in Table 1. The average recovery error is 1.66% 
with the side lengths, where it is 2.27% with the angles. 
The recovery errors decrease monotonically according 
to the increase of camera observation orientations. As 
the geometrical constraints increase, more exact 
recovery is realized. 
 
 
 

 
 
Fig. 4. Experimental setup: A digital video camera 
and a turntable on which an object is placed. The 
turntable is given turns manually for multiple views 
by the camera.  
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Table 1. Relative recovery errors of a polyhedron 
with respect to side lengths and angles at vertices. 

No. of camera 
orientations 

Side length Angle 

4 1.85 2.57 
5 1.79 2.42 
6 1.68 2.14 
7 1.54 2.12 
8 1.44 2.09 

 
 
 

   
 
Fig. 5. Recovered polyhedron rendered from its 3-D 
point model: Frontal view (the left) and rear view 
(the right). 
 
 
 

V. CONCLUSIONS 

  A technique was presented for recovering entire 
shape of an object by use of multiple surrounding 
cameras. The idea was to merge the rear shape 
information with the frontal shape information, and vice 
versa. The procedure was described as the information 
acquisition of the opposite side of an object by a virtual 
see-through camera. The shape recovery achieved 
satisfactory performance by taking geometrical 
constraints in multiple orientations into account 
simultaneously. This is the most important issue in the 
technique. The simultaneous consideration of the 
multiple geometrical constraints may result in less 
distortion with the recovered shape. 
  The presented technique can also be applied to non-
rigid object recovery [7,8] by arranging multiple 
cameras around it, instead of a single camera and a 
turntable. The camera arrangement is more flexible in 
the technique compared to [8], and it may even be 
employed outdoors, since camera calibration is done by 
use of acquired images, i.e., image-based camera 
calibration. 
  The presented shape recovery is the recovery of the 
3-D location of a point in a 3-D space and it provides a 
3-D model of an object in the form of a point set. Hence 
graphical operation follows the present technique to 
make a solid model. This is a little disadvantage 

compared to a back projection technique [9], where a 
volumetric 3-D model is directly obtained without 
choosing points on an object, although concave parts 
cannot recover by the technique. 
  Those points specified on an object were categorized 
into three classes, i.e., the class of a point observable 
commonly from frontal as well as rear cameras, the 
class of a point observable only from frontal cameras, 
and the class of a point observable only from rear 
cameras. This categorization was done manually. It isn’t 
necessarily be automated, since the present subject is 3-
D modeling and not automatic recognition. Machine 
categorization and human examination may, however, 
realize a time saving and efficient modeling system. 
  The authors have been developing a man-machine 
interface system employing a camera mounted on the 
display of a computer. The system watches a user in 
front of a computer by the camera and recognizes 
his/her hand gestures by which a 3-D object in the 
display moves and rotates in a 3-D way. The present 
technique is going to be employed for providing the 
system with 3-D models of objects. 
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