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Abstract: In the development of a robot, the validation of a robot with use of real machinery takes much cost and time. 
Especially it is difficult to validate a robot’s behavior at the unsafe place. Then developers have paid attention to virtual 
debugging. Using a program validated in VR space makes verification of a real machine’s behavior more efficient. 

 In this research, we have a virtual robot walk on a road autonomously by using the program that the virtual  
robot tracks a line on virtual environment. 
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1. INTRODUCTION 
In the last few years, many robots are advancing to 

human society with the development of robot industry, 
and a robot is expected to be a member of the general 
public in the near future. However the validation of 
robot motion control with using real machinery takes 
much cost and time to develop a real robot and no one 
deploys any robots in dangerous environment for fear of 
damage owing to violent fall or collision. If robots 
damage in real space, it will compel us to pay much 
time and expense for fixing robots. This will increase in 
necessary expense and length of a period for robot 
development.  

 Then virtual debugging using virtual reality space 
has gotten attention. Virtual debug enables developers to 
validate the robot motion in dangerous environment in 
parallel with development of a real machine after 
deciding the specification and design of a robot. A 
debug of a control program using a real machine debug 
will be shortened using the control program that 
successfully operates in virtual debug.  

In this research, we have a virtual four legged robot
 built in virtual space based on physics move autonomo
usly in a dangerous environment. By analyzing images c
aptured with two cameras installed on the four legged ro
bot, we have it track a line on the environment including
 bridges and up down-hills and walk on a road whose 
edges are white lines. 

2. Construction of Virtual Reality Space 
In the simulation, it is necessary to construct th

e virtual reality space based on a physical rule bec
ause of making virtual environment same as real on
e as far as possible. So we use the rigid physics c
alculation library, Vortex (developed by CMLabs Si
mulations, Inc.) to build the virtual reality space. V
ortex has the function to create a basic object like 
plane, box, corn, sphere, and cylinder. We enable to
 give a constant restraint between objects by using 
joint. We are able to create a composite object wit
h the use of two or more basic objects. Combinatio
n of composite objects and joint enables to express
 a complex object like robot and car. 
 

3. Expression of Virtual Robot 
In this research, servomotors of virtual quadruped 

robot are expressed with a hinge joint between two 
rectangular solids and two boxes as shown in Fig.1. 
 

 
  (a) Hinge joint    (b) Servomotor  

Fig.1. A Virtual Servomotor 
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A virtual quadruped robot is composed by 13 
composite objects and 12 hinges concatenating them. 
Shoulders, upper legs, and lower legs consist of boxes 
and cylinders. These parts are linked with a hinge joint. 
An appearance of robot is shown in Fig.2. 
 

 
Fig.2. The Quadruped Robot 

 

4. Virtual Sensor 
The robot has virtual camera. System gets imag

e buffer from virtual camera to control the robot. 
However images captured with cameras will decline (s
hown as Fig.4), when a robot goes ahead. So i
n addition to cameras, a virtual gradient sensor is inst
alled on the robot to calculate how much cameras 
decline and compensate the image to make an imag
e processing easy. 

 
Fig.4. Images from two virtual cameras 

 
A virtual gradient sensor obtains the gradient an

gle of camera from two coordinates � �11 , yx  and 

� �22 , yx  as shown in Fig.5. 
 

 
Fig.5. The Virtual Gradient Sensor 

 
The gradient T  is calculated with the use of th

e expression (1). 
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5. Image Processing 

5.1. Autonomous walk along the line 

There is the case where a single continuous line
 in the original image is cut into several ones after
 rotation. So System expands the line before rotatio
n. Then the robot tries to find a line to track, but 
several lines are detected in the images. As it seem
s that the line to be tracked exists near the robot, i
nitial points to find the corresponding line from eac
h camera are determined based on the proximity to
 the robot. 
To make a walking command, the left image is used as a 
base image. The first step is to discover a red point from 
the left image. The second step is to find from the right 
image the point corresponding to the red one by 
extending the horizontal line passing through the y 
coordinate value of the red point in the left image as 
shown in Fig.6. This process is run over until a red point 
is found in the both images. The average number of x-
coordinate of the right and the left images decides that 
the robot is on line or deviates from side to side. 
 

 
Fig.6. The Decision of a Walk Order 

 
If the robot is on the line, the average x-coordinate is 

equal to the half size of the image width. If the robot 
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deviates to the right side, the average x-coordinate will 
be less than the half size of the image width. On the 
other hand, in case the robot deviates to the left side, the 
x-coordinate will be more than the half size of the image 
width (Fig.6). Even if a robot is going straight, as it will 
shake from side to side, the x-coordinate dose not 
precisely coincide to the half size of the image width. 
So the decision of whether the robot is on the line or not 
is relaxed. If a robot is judged to be on the left side, it 
will be given a command to move to the right direction, 
and vice versa. 

5.2. Autonomous walk along the road 

We make a robot walk along the center line between 
the left and right white lines.  A center line finder 
looks for cross points where a line parallel to the 
horizontal line intersects with left or right white lines by 
moving the line from the bottom of left and right images. 
If the left and right cross points are found, then the mid 
point is on the centerline. If only one cross point is 
found, the center line is extended parallel to the white 
line found from the end point of the centerline found 
immediately before. If no cross point is found, as it 
means a robot to be in a junction, the robot has only to 
keep going straight until a new white line is found.  

 

 
Fig.7.Plot the Imaginary Center Line 

 

6. Conclusions and Future Work 
This research’s aim is to make a virtual robot a

utonomously walk in the Virtual reality space and 
we successfully implement simulation. Now the rob
ot enables to walk autonomously along the line and
 the road. In the future, we want a robot to walk i
n the environment with diverging roads. Given the 
start point, goal point and a map, we expect a rob
ot to go automatically from the start to the goal. 

Now, except for up hills or down hills, the syst
em successfully simulates the behavior of a robot o
n a flat plane with a constant homogeneous friction
 coefficient. Next we would like to simulate the be
havior on rolled ground with variable friction coeffi

cients. 
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