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Abstract

In this paper, we propose a shift invariant pat-
tern recognition mechanism using feature sharing Hy-
percolumn model (FSHCM). To improve the recog-
nition rate of Hypercolumn model (HCM) a shared
map among a set of locally neighborhood maps is con-
structed in the feature extraction and feature integra-
tion layers. The shared maps help the network to in-
crease its ability to deal with wide translation and
distortion variations. The proposed framework uses
FSHCM neural network to perform feature extraction
step, and linear support vector machine for recogni-
tion task. The effectiveness of proposed approach is
verified by using the misaligned ORL face database.

1 Introduction

Most face recognition algorithms assume aligned
face images by facial features (e.g. by eye centers). In
many applications, automatic alignment by facial fea-
tures is still open problem. As the misalignment prob-
lem remains a bottleneck to the performance of face
recognition, we propose a shift invariant pattern recog-
nition mechanism using Hypercolumn model neural
network.

Understanding how visual cortex recognize objects
is a critical and essential task to design and imple-
ment an invariant pattern recognition system. DBe-
cause humans and primates outperform the best ma-
chine vision systems with respect to almost any mea-
sure. Building a system that emulates object recog-
nition in cortex has always been an attractive area of
research.

Hierarchical models have been shown to outperform
single-template object recognition systems [1]. There
are two well-known models, which are developed to
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emulate the structure and behavior of visual cortex,
neocognitron (NC) [2] and Standard model (SM) [3].
The complex structure of these models is one rea-
son for its unpopularity. The Neocognitron (NC) is
a massively parallel hierarchical neural network, de-
signed primarily for 2-D pattern recognition. It was
inspired by Hubel and Wiesel’s serial model of biolog-
ical vision [4]. Tt has been experimented on character
recognition and show a shift and distortion tolerance.
The standard model (SM) composed of a hierarchy of
feedforward layers of neuron-like units, which perform
either (1) a tuning computation (weighted linear sum
or Gaussian template matching) to increase feature se-
lectivity or (2) a nonlinear pooling operation based on
a maximum operation to increase response invariance
to translation and scaling.

Recently, applications of artificial neural networks
have been expanded into general image recognition
problems such as face recognition and visual surveil-
lance. In these applications, there are three factors
should be taken into consideration in order to achieve
high recognition rate:

1. Dimensionality reduction: the distribution of vi-
sual objects in the original image space almost
lies in a low-dimension subspace, which is always
lower than the dimension of image space. There-
fore, it is necessary to reduce the dimensions in
order to eliminate the redundancy in the data.

2. Invariance: the appearance of the objects almost
affected by many kinds of image variations. These
variations may occur separately or simultaneously
such as scale, shift, rotation, illuminations, pose
variations. Therefore robust object recognition
system should show some invariance against these
factors.

3. Network parameters: there are two different pa-



rameters associated with designing an efficient
neural network for object recognition problem,
which are structure and training parameters. De-
ciding the appropriate parameters is highly de-
pend on the distribution of the training data and
the kind of required invariance.

Solving these problems is the target of Hypercol-
umn model. Hypercolumn model [5] has a similar
architecture with Neocognitron and standard model.
However, the learning strategy of the network is based
on Kohonen learning algorithm. Self-organizing map
(SOM) [6] is the fundamental component in building
the Hypercolumn network.

The main contribution in this paper, is to replace
the small-size neighbor maps in feature extraction and
feature integration layers with one large shared map.
The feature map is trained to share among a set of
neighbor maps. This large feature map can be cre-
ated by two different methods. In the first method,
shared features are learned from the aggregation of all
training examples covered by all shared maps. While
the second method learn the shared map by apply-
ing neighborhood learning technique among neighbor
maps.

The remainder of the paper is organized as follows:
In section 2, the structure and the learning algorithm
of HCM neural network is presented. Section 3 de-
scribes methods of creating shared feature maps. Ex-
perimental results, and conclusions are given in the
following two sections,.

2 Hypercolumn model
2.1 HCM structure

The HCM network shown in Figure (1) is derived
from the NC by replacing each C-cells and the lower
directly connected S-cells with a two-layer hierarchical
self-organizing map HSOM network [7]. The first map
in the HSOM cell stands for feature extraction with
size NFEL | while the second one is used for feature
integration with size NI/Z. The number of HSOM
in X and Y directions are denoted by Nign,, and
N}I/SO u respectively. The input field for each feature
extraction map is slightly shifted and overlapped by a
certain number of neurons. Feature integration layer is
an SOM map, whose input is the index of the winner
in the lower feature extraction map. In the feature
integration map, therefore, all shifted and distorted
patterns are mapped to the same neuron, since the
number of neurons in the feature integration map is
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Figure 1: HCM Network structure

smaller than the number of neurons in the feature ex-
traction map. Consequently, the index of the winners
from lower feature integration maps are presented to
the next higher feature extraction map. These local
features are pilled up hierarchically in the higher layers
to tolerate image scale, shift, rotation, and distortion
variations.

2.2 HCM Training

The HCM uses the unsupervised learning algorithm
of the competitive neural networks to construct its fea-
ture maps. The learning process is applied layer-by-
layer starting from the bottom layer, where the nor-
mal learning algorithm of the HSOM is used to train
each unit in the map. All HSOMs in the same layer
can be trained in parallel. After presenting the input
pattern to the HCM network, the training algorithm
find the best matching winner from the first feature
extraction map. Each feature extraction layer has a
local input field with the size of (Ix x Iy). The com-
petition step in the feature extraction layer is slightly
different than the original competitive step in the Ko-
honen algorithm. In which the competition is per-
formed through all shifted patterns, the shift step size
and the number of shifts in X and Y directions are
denoted as N, gf X Ngf and N g(s x N ?;/S respectively.
The winner pattern used to update the weights of the
winner neuron and its neighbors. The input field for
the next HSOM is overlapped with the input field of
the neighbor HSOMs, and the size of overlapping in
both X and Y directions are decided by the param-
eters N3p x NYp . These parameters are decided
experimentally to tolerate shift, scale and distortion



variations for the HCM network. The feature map for
each HSOM cell is constructed by learning all patterns
from the region covered by the shifted input field, how-
ever, due to expression and rotation variations these
features may be repeated in the nearest feature maps.
To solve this problem, the feature map for all neigh-
bors HSOM should share one large feature map.

3 Feature map sharing implementation

In order to deal with wide shift and distortion varia-
tions in the local features, a shared feature map among
a set of neighbor maps is constructed. There are two
proposed methods for implementation, In the first one,
all training examples presented to the neighbor maps
are used to train one shared map with a sufficiently
large number of neurons. The second method, apply
the idea of neighborhood learning to train neighbor
maps.

3.1 Method 1: Training examples aggre-
gation

A shared map is constructed among set of neigh-
bor maps by learning from all examples presented to
the neighbor maps. Therefore the training algorithm
repeat the original SOM learning algorithm for each
input pattern in the region covered by all shared maps.

1. Find the best matching neuron c using a similar-
ity measure between the input and all the map’s
neurons, where c is the desired winner and should
satisfy:

lzi = well = arg min(lz; — wyl]) (1)
2. Update the weight vector of the winner ¢ and also
all its topological neighborhood in the map to-
wards the prevailing input according to the rule:

wi(t+1) = w;(t) + he; ()2 (t) —w; ()] (2)

Te — T
hi( =a.en -1zt @)
where h;(t) is the neighborhood kernel function
around the winner ¢ at time ¢, «(t) is the learning
rate and is decreased gradually toward zero and
02(t) is a factor used to control the width of the
neighborhood kernel.

As the learning process finished the constructed fea-
ture map is copied to all neighbor maps. We have to
mention that each map has its different input field al-
though they shared the same map.
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3.2 Method 2: Neighborhood map learn-
ing

The main idea for the second method, is to con-
struct the shared feature map by applying the neigh-
borhood learning trick in the feature map level. Which
implies that there are two neighborhood learning, the
original neighborhood learning in the Kohonen algo-
rithm among neurons in the map and the proposed one
between neighbor maps. Therefore the second train-
ing algorithm differ than the first method, and can be
summarized as follows.

e Find the best matching unit as stated in equation
(1). Moreover, the shift mechanism in the HCM
is applied to find the winner pattern and the win-
ner neuron by including all shifted patterns in the
competition step.

e Update the winner neuron using the winner pat-
tern by applying equation (2).

e Update the neuron at the same position in all
neighbor maps by the winner pattern using small
learning rate.

The above steps are repeated for each HSOM cell
in the HCM network and for every map in the HSOM
cells, (i.e. feature extraction map and feature integra-
tion map).

4 EXPERIMENTAL RESULTS
4.1 ORL Face Database

The ORL database was collected between 1992 and
1994 [8]. Tt contains ten different images of each of 40
distinct subjects. For some subjects, the images were
taken at different times, varying the lighting, facial
expressions (open / closed eyes, smiling / not smiling)
and facial details (glasses / no glasses). All the images
were taken against a dark homogeneous background
with the subjects in an upright, frontal position (with
tolerance for some side movement).

4.2 Face recognition using misaligned face
database

The aim of this experiment is to determine the per-
formance of FSHCM algorithm to solve misaligned
face recognition problem. In this experiment, ORL
face database is divided into two halves; one-half used
as a training data and the other part for blind test.



The training data for HCM consists of 200 images,
the first five images for each person. All images in the
database are scaled to the size 48 x 48 pixels and pho-
tometrically normalized with histogram equalization
method without any geometric normalization.

The proposed face recognition system consists of
2—layers HCM neural network for feature extraction
stage and linear SVM classifier at the top of the net-
work for recognition stage. Table (1) summarizes the
parameters used in the training of HCM. In our ex-
periment, the first method is used to construct all
shared maps in the first layer of HCM neural network.
This system give 89% recognition accuracy using fea-
tures extracted from the first layer of HCM network.
However, the second layer features give slightly lower
accuracy rate (88.5%) than the first layer features.
The decrease in the accuracy due to the utilization
of cropped input image in the test phase, however, for
coarse cropped faces the features from second layer ex-
pected to give better performance than features from
first layer.

4.3 Shift invariant feature extraction

In this experiment, the capability of FSHCM neural
network to deal with affine transformed input images
is examined. A set of artificial face images is generated
using affine transformed training data. The scaling pa-
rameter for the transformed test data has the following
values {0.95,0.97,1.05,1.07}, rotation parameter has
values of {2°,4° —2° —4°}, and the translation pa-
rameter take the values {1,2,—1,—2} pixels in both
X and Y directions. The recognition accuracy for all
affine transformed face images using the same network
structure in the previous experiment is 98%. This
higher rate of accuracy indicate that FSHCM features
exhibit large tolerance to affine transformed input im-
ages. As the number of shifted pixels due to scale, ro-
tation, and translation variations are more than 10%
of the image size.

5 CONCLUSION

A modified version of Hypercolumn model has been
proposed. Shared feature maps are proposed to re-
cover wide variation in shift and distortion. In order
to perform the classification step in the final stage of
our pattern recognition system, a simple linear classi-
fier such as linear SVM algorithm is used to classify
the extracted features. The performance of the mod-
ified network shows a reasonable results to deal with
affine transformed images from ORL face database.
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Table 1: HCM Training Parameters

Parameter Layer 1 Layer 2
Ix x Iy 3x3 2x 2
N¥oom X Nson 23x23 11x11
NE x NY 2 %2 0x0
N x N¥g 1x1 0x0
N3p x NSp 2 %2 2 %2
NFEL 30 x 16 40 x 28
NFIL 8x6 12x10
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