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Abstract: In the design of fuzzy rule-based systems, we have two conflicting objectives: accuracy maximization and 
interpretability maximization. As a measure of interpretability, a number of criteria have been proposed in the literature. 
Most of those criteria have been incorporated into fitness functions in order to automatically find accurate and inter-
pretable fuzzy systems by genetic algorithms. Interpretability is, however, very subjective and is hardly defined for any 
users beforehand. In this paper, we propose the incorporation of user preference into multiobjective genetic fuzzy rule 
selection for pattern classification problems. User preference is represented by a preference function which is change-
able according to user’s direct manipulation during evolution. The preference function is used as one of objective func-
tions in multiobjective genetic fuzzy rule selection. The effectiveness of the proposed method is examined through 
some case studies for the design of fuzzy rule-based classifiers. 
 
Keywords: Multiobjective genetic fuzzy systems, fuzzy rule-based systems, user preference, interactive genetic algo-
rithms, pattern classification problems.  

 
 

I. INTRODUCTION 

Fuzzy rule-based systems have been widely used for 
pattern classification, function approximation, modeling, 
forecasting, and control. One advantage of fuzzy rule-
based systems over other nonlinear systems such as neu-
ral networks is their linguistic interpretability. That is, 
each fuzzy rule is linguistically interpretable when fuzzy 
rule-based systems are designed by using linguistic 
knowledge of human experts. Linguistic knowledge, 
however, is not always available, especially for high di-
mensional data. Thus various approaches have been pro-
posed for extracting fuzzy rules from numerical data in 
the literature since the early 1990s. Evolutionary algo-
rithms can be used not only for parameter tuning but also 
for discrete optimization such as input selection, rule 
generation and rule selection [1]. Most of fitness func-
tions were based on only the maximization of the accu-
racy of fuzzy rule-based systems. Since the late 1990s, 
the importance of interpretability maintenance in the 
design of fuzzy rule-based systems has been pointed out 
by many studies. Interpretability maximization as well as 
accuracy maximization was taken into account in order 
to design accurate and interpretable fuzzy rule-based 
systems [2]. The number of fuzzy rules in a system has 
been mostly used as one of the complexity measures. In 
the literature, other measures are the total number of 

condition parts, transparency, compactness, and so on. 
Interpretability is, however, very subjective and hardly 
specified beforehand without actual users. 

For the design of simple and accurate fuzzy rule-
based classifiers, we have already proposed multiobjec-
tive genetic fuzzy rule selection [3]. We have used two 
objective functions: to maximize the number of correctly 
classified training patterns and to minimize the number 
of fuzzy rules in a fuzzy rule-based classifier. In this pa-
per, considering user preference on the interpretability of 
fuzzy rule-based classifiers, we propose the incorpora-
tion of user preference represented by a preference func-
tion into multiobjective genetic fuzzy rule selection for 
pattern classification problems. During evolution, the 
preference function can be interactively changed and is 
used as one of the objective function. That is, our method 
can find non-dominated solutions (fuzzy rule-based clas-
sifiers) in terms of three objectives: accuracy maximiza-
tion, complexity minimization, and preference maximi-
zation. Through some case studies, we examine the ef-
fectiveness of the proposed idea. 

 

II. GENETIC FUZZY RULE SELECTION 
WITH USER PERFERENCE 

In this section, we explain fuzzy rule-based classifi-
ers and multiobjective genetic fuzzy rule selection. We 
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also explain user preference and a preference function 
proposed in this paper. 

1. Fuzzy rule-based classifiers 
Let us assume that we have m training (i.e., labeled) 

patterns xp = (xp1, ..., xpn), p = 1, 2, ..., m from M classes 
in an n-dimensional pattern space where xpi is the attrib-
ute value of the pth pattern for the ith attribute (i = 1, 2, 
..., n). For the simplicity of explanation, we assume that 
all the attribute values have already been normalized into 
real numbers in the unit interval [0, 1]. Thus the pattern 
space of our classification problem is an n-dimensional 
unit-hypercube [0, 1]n. 

For our n-dimensional pattern classification problem, 
we use fuzzy rules of the following type: 
Rule qR : If 1x  is 1qA  and ... and nx  is qnA     

   then  Class qC  with qCF ,       (1) 

where Rq is the label of the qth fuzzy rule, x = (x1, ..., xn) 
is an n-dimensional pattern vector, Aqi is an antecedent 
fuzzy set (i = 1, 2, ..., n), Cq is a class label, and CFq is a 
rule weight. We denote the antecedent fuzzy sets of Rq as 
a fuzzy vector Aq = (Aq1, Aq2, ..., Aqn).  

We use 14 fuzzy sets in four fuzzy partitions with dif-
ferent granularities in Fig. 1. In addition to those 14 
fuzzy sets, we also use the domain interval [0, 1] itself as 
an antecedent fuzzy set in order to represent a don’t care 
condition.  
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Fig. 1. Membership functions used in this paper. 

 
The consequent class Cq and the rule weight CFq of 

each fuzzy rule Rq are specified from training patterns 
compatible with its antecedent part Aq = (Aq1, Aq2, ..., 
Aqn) in the following heuristic manner. First we calculate 
the confidence of each class for the antecedent part Aq as  
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Then the consequent class Cq is specified by identify-
ing the class with the maximum confidence: 
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In this manner, we generate the fuzzy rule Rq with the 
antecedent part Aq and the consequent class Cq.  

The rule weight CFq of each fuzzy rule Rq is speci-
fied by the confidence values: 
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We do not use the fuzzy rule Rq as a candidate rule if 
the rule weight CFq is not positive (i.e., if its confidence 
is not larger than 0.5).  

As confidence, support is also often used for evaluat-
ing the interestingness of individual rules. Support can 
be calculated as follows: 
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Let S be a set of fuzzy rules of the form in (1). When 
an input pattern xp is to be classified by S, first we calcu-
late the compatibility grade of xp with the antecedent part 
Aq of each fuzzy rule Rq in S using the product operation. 
Then a single winner rule is identified using the com-
patibility grade and the rule weight of each fuzzy rule. 
The input pattern xp is classified as the consequent class 
of the winner rule.  

2. Multiobjective genetic fuzzy rule selection 
Multiobjective genetic fuzzy rule selection is a two-

step method. In the first step, a prespecified number of 
promising fuzzy rules are generated from training pat-
terns as candidate rules. In the second step, an EMO al-
gorithm is used to search for non-dominated fuzzy rule-
based classifiers (i.e., non-dominated subsets of the gen-
erated candidate rules in the first step). 

Since we use the 14 antecedent fuzzy sets in Fig. 1 
and a don’t care for each attribute of our n-dimensional 
classification problem, the total number of possible fuzzy 
rules is 15n. Among these possible rules, we examine 
only short fuzzy rules with a small number of antecedent 
conditions (i.e., short fuzzy rules with many don’t care 
conditions) to generate candidate rules. In this paper, we 
examine fuzzy rules with three or less antecedent condi-
tions. For prescreening candidate rules, we use the prod-
uct of the support s(Rq) and the confidence c(Rq). That is, 
we choose a prespecified number of the best candidate 
rules for each class with respect to s(Rq) ⋅ c(Rq). 
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Let us assume that we have N candidate rules (i.e., 
N/M candidate rules for each of M classes). Any subset S 
of the N candidate rules can be represented by a binary 
string of length N: S = s1s2 ... sN where sj = 1 and sj = 0 
mean the inclusion and the exclusion of the jth candidate 
rule Rj in the subset S, respectively (j = 1, 2, ..., N). Such 
a binary string S is used as an individual (i.e., a fuzzy 
classifier) in an EMO algorithm for multiobjective ge-
netic fuzzy rule selection.  

Each fuzzy rule-based classifier S is evaluated by the 
following three objectives:  
f1(S): the number of correctly classified training patterns,  
f2(S): the number of selected fuzzy rules,  
f3(S): user preference.  

That is, our multiobjective genetic fuzzy rule selec-
tion is written as  

Maximize f1(S) and f3(S), and minimize f2(S). (6) 

We use NSGA-II of Deb et al. [4] to search for non-
dominated fuzzy rule-based classifiers with respect to 
these three objectives. In this paper, uniform crossover 
and bit-flip mutation were used in NSGA-II. In order to 
efficiently decrease the number of fuzzy rules in S, a 
larger mutation probability is assigned to the mutation 
from 1 to 0 than that from 0 to 1. Besides, the unneces-
sary fuzzy rules which were not selected as a winner rule 
were removed from S after calculating the first objective. 

3. User preference on interpretability  
Interpretability is very subjective and hardly speci-

fied without actual users. One approach may be to use 
various interpretability measures as objective functions. 
But current evolutionary multiobjective optimization 
algorithms are not appropriate for the problems with 
more than four objectives [5]. For these reasons, we 
combine multiple interpretability criteria into a single 
preference function. Then users change the priority of 
criteria in the preference function during evolution of 
multiobjective genetic fuzzy rule selection.  

We specify an interval for internal evaluations. Dur-
ing this interval, the preference function is not changed. 
After the interval, the user checks some of non-
dominated classifiers and changes the priority of criteria 
in the preference function. Then another internal evalua-
tion process starts. By repeating this interactive process, 
the user can modify the preference function and find the 
classifier with the high user preference value.  

In this paper, we use three criteria for representing 
user preference: average confidence, average support, 
and the number of used attributes. Confidence and sup-

port have been often used to examine the interestingness 
of individual rules [6]. Of course, we can use other crite-
ria in the preference function. 

 

III. USER INTERFACE 

We developed a user interface for presenting a fuzzy 
rule-based classifier to the user and incorporating his/her 
preference (Fig. 2). The antecedent part of each fuzzy 
rule is shown together with its consequent class, confi-
dence, and support. Closed triangles and open rectangles 
mean membership functions and don’t care conditions, 
respectively. The accuracy of the classifier is shown at 
the right-bottom of the classifier. The bottom gray zone 
of the interface is a user manipulation area.  

Individual preference and its priority on each crite-
rion are represented by a fitness function with two seg-
ments: A-B and B-C in Fig. 3. Three points A, B, and C 
are (-0.05, 0.0), (Vx, Vy), and (1.05, 0.0), respectively. 
Users can change the preference and the priority of each 
criterion by moving the point B (Vx, Vy) in 10 ≤≤ xV  
and 10 ≤≤ yV . If the value of some criterion is 0.8 in 
Fig. 3, the fitness value on the criterion is 0.5. 

A preference function is composed of the three fit-
ness functions as in Fig. 3. In this paper, the simple sum 
of the fitness values is used as the satisfaction degree of 
user preference on the interpretability of fuzzy classifiers.  

 

 
Fig. 2. A user interface for the proposed method. 
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Fig. 3. Fitness functions for interpretability criteria. 
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Each vertical dashed line of fitness functions repre-
sents the actual values of three criteria for the displayed 
classifier. Thus, users can refer this information and 
change the position of the vertices of the triangles. That 
is, users can modify the preference function (i.e., fitness 
functions) according to their impression from some dis-
played classifiers.  

There are three buttons at the right-bottom corner. 
The button “Best” is to show the best classifier in terms 
of user preference. The button “Rand” is to show three 
classifiers randomly selected among non-dominated ones. 
The button “Evolve” is to start another internal evalua-
tion process with a prespecified number of generations.  

 

IV. CASE STUDIES 

In this section, we show two case studies s in which 
two users have different preference on interpretability. 
We used Wisconsin breast cancer data (683 patterns, 9 
attributes, 2 classes) which is available from UCI ma-
chine learning repository. Parameter setting is as follows: 

Number of extracted rules per class: 300, 
Population size: 200, 
Number of generations: 500, 
Interval for internal evaluations: 50 generations. 
 

Case 1: We assumed that a user prefers a very simple 
rule set. At the 250th generation, the user specified the 
fitness functions in Fig. 4. The obtained classifier with 
the highest user preference value is shown in Fig. 5. 
Each rule has somewhat high confidence and support. 
The total number of used attributes is only one. This is a 
very simple rule set which means “if the value of Bare 
Nuclei is high, the sample is malignant” and “if the value 
of Bare Nuclei is small, the sample is benign”. 

 

 
Fig. 4. Fitness functions in Case 1. 

 

 
Fig. 5. Non-dominated classifier with the highest user 

preference value in Case 1. 
 
Case 2: We assumed that a user prefers very accurate 
rules. As in Case 1, at the 250th generation, the user 
specified the fitness functions in Fig. 6. The obtained 
classifier with the highest user preference value is shown 

in Fig. 7. We can see that each rule has a very high con-
fidence value comparing with the rules in Case 1. 

 

 
Fig. 6. Fitness functions in Case 2. 

 

 
Fig. 7. Non-dominated classifier with the highest user

 preference value in Case 2. 
 

V. CONCLUSION 

In this paper, we proposed the incorporation of user 
preference into multiobjective genetic fuzzy rule selec-
tion. We used a preference function for representing user 
preference as an additional objective in the multiobjec-
tive problem. Through some case studies, we demon-
strated that our method can obtain non-dominated fuzzy 
rule-based classifiers in terms of accuracy and interpret-
ability considering user preference. As a future work, we 
have to further examine the effect of changing the pref-
erence function on the search performance of our method. 

This work was partially supported by Grand-in-Aid 
for Young Scientists (B): KAKENHI (18700228). 
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