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Abstract

Recently, a new Rival Penalized Expectation Maxi-
mization (RPEM) algorithm has been proposed for es-
timating the parameters of the normal mixture model,
meanwhile determining the number of classes auto-
matically. The RPEM is an adaptive algorithm uti-
lizing a small constant learning rate. To speed up its
convergence speed, this paper proposes a new method
to dynamically adjust the learning rate of the RPEM
algorithm on line. The numerical results have shown
the promising results of the proposed algorithm.

1 Introduction

Mixture models have been widely used in data min-
ing [1], image processing [2], gene expression analysis
[3], and so forth. In the literature, the Expectation-
Maximization (EM) algorithm [4] has been widely
used to estimate the parameters of the normal mix-
ture model, which, however, needs to pre-assign class
number. Generally, the EM algorithm almost always
leads to a poor result if the class number is not ap-
propriately pre-assigned. Recently, a new Rival Pe-
nalized Expectation-Maximization (RPEM) algorithm
was proposed by Cheung [2] [5]. The RPEM algo-
rithm can determine the number of classes automat-
ically by gradually fading out the redundant compo-
nents from the mixture during the parameter learning
process. In [2] [5], the RPEM utilizes a small constant
learning rate to ensure the algorithm’s convergence,
which, however, needs more iteration steps. Indeed,
we can dynamically adjust the learning rates to speed
up the performance convergence of the RPEM. In this
paper, we present a new method accordingly for such
a task. Hereinafter, we denote the RPEM algorithm
with dynamic adjustment of learning rate as RPEM-
DLR algorithm.

2 The RPEM-DLR Algorithm

The mixture model assumes that each group of data
is generated by an underlying probability distribution.
Suppose the number of classes is k, and the number
of samples is N. In the RPEM algorithm, the likeli-
hood function for a mixture model can be defined in
a weighted form, i.e.,
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where ©® = {aj,ej}é?:l is the set of model parame-
ters, F'(x) is the cumulative probability function of x,
p(x]6;) is a multivariate probability density function
(pdf) of x, a; is the proportion that x comes from
Class 7, and gs are designable weights. The details
can be found in [5].

The RPEM algorithm in normal mixture models
can be summarized as follows:

e Initialization: Given a specific k (k > k*, k* is
the true class number), we initialize ©. Then, at
each time step ¢, we implement the following two
steps:
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learning rates with 173 <« 72 < 1. The procedure
repeat until ® converges.

In RPEM algorithm, it can be seen that the learning
rate is generally a fixed small positive constant. Actu-
ally, the choice of the learning rate can affect the con-
vergence performance of the RPEM. In general, there
is a tradeoff between the residue deviation and rate of
convergence [6]. When using a fixed learning rate, it
should be small enough for the algorithm to converge.
The smaller the learning rate, the smaller the residue
deviation, but the slower the convergence speed. It is
usually difficult to determine an optimal learning rate
in advance because it is problem dependent.

According to the condition for the asymptotic con-
vergence provided by a standard theorem [7] from
stochastic approximation theory, the learning rate
should satisfies:

o0
Jim n(it) =0, and tzl n(it) = oo, (8)
it—
where it is the it-th epoch. Under the circumstances,
we propose a new method here for adjusting the learn-
ing rate dynamically. The learning rate is defined as:
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n(j,it) = n(j,it — 1) *

where 7(j,4t) is the learning rate for the j-th compo-
nent in the 7¢-th epoch, and «; is the proportion that
x comes from Class j. The initial learning rate 7g is
set at a fixed small positive constant. Therefore, the
learning rate will be adjusted dynamically according
to a; in each epoch.

3 Experimental Results and Discus-
sions

In this section, two sets of data were used to inves-
tigate the performance of the RPEM-DLR algorithm.
First, we generated 1,000 synthetic data points from
a mixture of three bivariate Gaussian densities:

1 0.10 0.05
Plx|®) = O'3G[X< 1 >( 0.05 0.20 >}
1.0 0.10 0.0
+0'4G[X|< 5.0 )( 0.0 0.10 )]
5.0 0.10 —0.05
+0'3G[X|( 5.0 )( ~0.05  0.10 )1'
Suppose the number of seed points was set k = 10
and k = 20, respectively. We initialized each of X;s
to be an identity matrix, and all 3;s to be zero. The
initial learning rate 1y was set at 0.01. With the same
initial parameters, the performance of the RPEM-
DLR algorithm was compared to that of the RPEM
algorithm. The results obtained by RPEM-DLR and
RPEM are shown in Figure 1, where the points marked
by ‘4’ are the learned cluster centers via RPEM-DLR
and EM, respectively. As shown in Figure 1, both
the RPEM algorithm and RPEM-DLR can locate the
cluster centers correctly by pushing away the redun-

dant seed points when the pre-assigned class number
is larger than the true mixture number, i.e., kK = 3.
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Figure 1: Convergent positions of the seed points
learned via RPEM and RPEM-DLR for the data gen-
erated by pl.

Furthermore, we investigated the computation time
taken by RPEM and RPEM-DLR algorithm during
the learning procedure. The number of the seed points
was set at 5, 10, 20 and 30, respectively. Table 1



Table 1: The comparison of computation time of
RPEM and RPEM-DLR (seconds)

number of methods
seed points RPEM RPEM-DLR
5 101.5961 11.1861
10 239.0037 33.9889
20 402.2885 112.7221
30 1.0397e+-003 225.6845
0.01 0.01
0.005 0.005
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Figure 2: Learning curves of 7;s via RPEM-DLR for
the data generated by pl

shows the comparison of the computation time by
RPEM and RPEM-DLR under the same conditions.
As shown in Table 1, the computation time taken
by RPEM-DLR is much less than that of the RPEM
algorithm, i.e. our proposed RPEM-DLR algorithm
largely reduces the calculation time. In a word, our
proposed RPEM-DLR algorithm is really efficient, and
speeds up the learning of the RPEM technique.

We further investigated the corresponding values of
7;5 learned via RPEM-DLR when the number of seed
points was set at 5, 10, 20 and 30, respectively. As
shown in Figure 2, the values of 7;s corresponding to
the extra seed points approached to zero slower than
those of the true ones, which was reasonable because
the learning rate was a monotonously dropping func-
tion of ajs. It can seen from Figure 2 that the learn-
ing rate was adjusted dynamically during the learning
procedure, which speed up the learning of the RPEM.

Upon the data clusters well-separated above, we
further investigated the performance of the RPEM-
DLR algorithm on the data clusters that were consid-
erably overlapped. We generated 1,000 synthetic data
points from a mixture of three bivariate Gaussian den-
sities:
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The number of seed points was set at 10 and 20,
respectively. We initialized each of 3;s to be an iden-
tity matrix, and all 8;s to be zero. The initial learn-
ing rate ng was set at 0.01. Again, The performance
of the RPEM-DLR algorithm was compared to that of
the RPEM algorithm. The results obtained by RPEM-
DLR and RPEM are shown in Figure 3. It can be seen
from Figure 3 that both the RPEM and RPEM-DLR
algorithm can stabilize at the corresponding cluster
centers when the number of seed points is larger than
the true mixture number.
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Figure 3: Convergent positions of the seed points
learned via RPEM and RPEM-DLR for the data gen-
erated by p2.

The computation time taken by RPEM was com-
pared to that of the RPEM-DLR algorithm during the
learning procedure. The number of the seed points was
set at 5, 10, 20 and 30, respectively. Table 2 shows the
comparison of the computation time by RPEM and
RPEM-DLR under the same conditions. As shown in
Table 2, the computation time taken by RPEM-DLR
is much less than that of the RPEM algorithm, which
shows again that our proposed RPEM-DLR algorithm
can adjust the learning rate dynamically and speed up
the learning of RPEM.

Furthermore, Figure 4 shows the learning curves of
7,5 when the number of seed points was set at 5, 10, 20



Table 2: The comparison of computation time of
RPEM and RPEM-DLR (seconds)
number of methods
seed points RPEM RPEM-DLR
5 124.5791 9.3735
10 152.4893 25.9974
20 486.4795 111.0196
30 1.0870e+4-003 266.6434
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Figure 4: Learning curves of 7;s via RPEM-DLR for
the data generated by p2

and 30, respectively. As shown in Figure 4, the learn-
ing rates changed as we expected, and the RPEM-
DLR technique can adjust the learning rate dynami-
cally in the learning procedure. It can be concluded
from the above experiments that the RPEM-DLR al-
gorithm outperforms RPEM in terms of computation
time, and adjusts its learning rate dynamically in the
learning procedure.

4 Conclusions

This paper proposed a new method to dynamically
adjust the learning rate of RPEM algorithm. Com-
pared to the constant learning rate as used in the
RPEM algorithm, our proposed method can efficiently
speed up the performance convergence of RPEM algo-
rithm. The numerical results have demonstrated its
efficacy.
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