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Abstract
In this paper, we propose a new diagnosis method

of pulmonary nodules in CT images to reduce false
positive rate (FP) for a high true positive rate (TP)
conditions. An essential core of the method is in its
hierarchical feature extraction. In the 1st stage, novel
orientation features of nodules in a small region of in-
terest (ROI) are extracted in addition to several con-
ventional features, while a more structural feature of
a surrounding area of the ROI is extracted in the 2nd
stage. Without the orientation features, when TP was
90%, FP was about 65% and 55% in the 1st and 2nd
stage, respectively. On the other hand, using the ori-
entation features, FP was about 15% and only 5% in
the 1st and 2nd stages, respectively. These improve-
ment of the discrimination rate clearly demonstrates
the effectiveness of the proposed hierarchical method
on the nodules diagnosis.

1 Introduction

With the increasing of the mortality rate for lung
cancer, computed tomography (CT) has been used for
detection of lung cancer at early stages [1]. How-
ever, using CT may exhaust for radiologists because
CT generates a large number of images (over 30 per
patient) and they must read all of them. There-
fore, some computer-aided diagnosis (CAD) systems
have been developed. Okumura et al. proposed a N-
Quoit filter [2]. Lee et al. proposed a nodule detec-
tion system using a genetic algorithm [3]. However,
although these CAD systems can automatically de-
tect pulmonary nodules with a high true positive rate
(TP), the false positive rate (FP) is also high. This
is not appropriate for clinical use since such high FP
may disturb radiologist’s diagnosis process. To reduce
FP, several methods have been proposed. Suzuki et al.
proposed a massive training artificial neural network
(MTANN) for reduction of FP [4]. Nakamura et al.

proposed a nodule recognition system using subspace
method [5].

In this paper, we propose a new method to diag-
nose pulmonary nodules in CT images. Especially,
compared to the methods mentioned above, we aim
to further reduce FP for a high TP conditions by ex-
tracting novel orientation and structural features of
the nodules in a hierarchical manner.

2 Discrimination algorithm

The proposed method for discrimination between
shadows of nodules and non-nodules mainly consists
of 2 stages. In the first stage, nodule candidates are
differentiated from the non-nodule ones using novel
orientation features of a small size image of region of
interest (ROI). On the other hand, in the second stage,
a structural feature of surrounding area of the ROI is
used for further discriminating the final nodule candi-
dates from the nodule ones in the first stage.

2.1 Discrimination using orientation fea-
tures of shadows

Orientation information can be very important to
recognize shapes of subjects, but as we know, there
is no CAD system using effective orientation features
of nodules. To extracted the orientation features, we
may use a gabor filter whose impulse response is de-
fined by a harmonic function multiplied by a Gaus-
sian function. Indeed, due to its orientation selectivity,
the gabor filter has been applied to feature extraction
problems for various image recognition systems, such
as face recognition, fingerprint recognition and so on
[6] [7].

2.1.1 Feature extraction

In the first stage, to extract features for nodules
and non-nodules recognition, we firstly binarized the
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Figure 1: Examples of 4 orientaion features.

images in ROI. Then, we extracted M1 orientation fea-
tures from the binarized image by using the gabor filter
given as

g(x, y, σ, λ, γ, θ) = exp
(
−x′2 + γ2y′2

2σ2

)
cos

(
2πx′

λ

)
(1)

where θ is the angle of orientation, σ is the bandwidth,
γ is the aspect ratio, and λ is the wave length. x′ and
y′ are, respectively, given by

x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ (2)

The orientation features are obtained from the convo-
lution of the binarized image Iβ(x, y) of the original
image I(x, y) and g(x, y, σ, λ, γ, θ) given as

O(x, y) = Iβ(x, y) ∗ g(x, y, σ, λ, γ, θ) (3)

Figure 1 shows examples of filtered image of 4 orien-
taions. For the original binarized and each orientation
images, we calculated three features (mean, variance,
and entropy of intensity). Consequently, by adding
3×M1 features to the 3 original features, we got total
3× (1+M1) features of the binarized image. Then we
defined a feature vector X of 3 × (1 + M1) features,
X = [x1, x2, · · · , x3(1+M1)]

T , of nodule or non-nodule
image.

2.1.2 Clustering

Using C1 dominant principal components of the
feature vectors X of training data, we made nodule
and non-nodule clusters of the binarized images by K-
means method [8]. The K-means method algorithm is
implemented as

1. Initialize vectors of cluster centroids µ1, · · · , µk.

2. Classify each feature vector X to the cluster p̂
with the smallest distance

p̂ = arg min
1≤j≤k

D(X,µj) (4)

where D(X,µj) denotes the Euclidean distance of
X and µj .

3. Based on the classification, update the cluster
centroids as

µj =
1
nj

nj∑
i=1

X
(j)
i (5)

where nj , j = 1, 2, · · · , k, are the numbers of nod-
ules or non-nodules in clusters j, and X

(j)
i are the

ith feature vectors in cluster j.

4. If any clusters centroid is changed, go to step 2.,
otherwise stop the algorithm.

In determination of the number of clusters k, we em-
ployed the cluster validity analysis [8]. The cluster
separation measure ρ(k) is defined as

ρ(k) =
1

k − 1

k−1∑
i=1

max
i<j≤k

(
ηi + ηj

ξij

)
(6)

where

ηj =
1
nj

nj∑
i=1

D(X(j)
i , µj) (7)

and

ξij = D(µi, µj) (8)

ηj is the intra-cluster distance of cluster j, while ξij

is the inter-cluster distance of clusters i and j. The
optimal number of clusters k̂ is selected as

k̂ = min
1≤k≤L

ρ(k) (9)

In other words, the K-means algorithm is firstly tested
for all candidates k = 1, 2, · · · , L, and after that k
which gives the lowest value of ρ(k) is chosen.

However, since ρ(k) decreases as L increases, it is
not appropriate to determine the number of clusters
by the minimum value of ρ(k) simply. Therefore, in
this paper, we employed the local minimum [9]. In
other words, we determined L when ρ(L + 1) − ρ(L)
is maximum, and chose k̂ which gives minimum value
of ρ(k), k = 1, 2, · · · , L.

2.1.3 Determination of candidate clusters

Using the dominant C1 principal components, we
made, respectively, P1 and Q1 clusters of nodule and
non-nodule images by the method in Section 2.1.2.



Then, we calculated Euclidean distances between test
image and all the clusters. Let us consider (P1 + Q1)
distances dA1

p1
, p1 = 1, 2, · · · , P1, from P1 nodule

clusters and dN1
q1

, q1 = 1, 2, · · · , Q1, from Q1 non-
nodule ones. The discrimination in this first stage
was conducted by comparing the minimum distances
dA1

p∗
1
, p∗1 ∈ p1, from the nearest nodule cluster to the

distances dN1
q∗
1

, q∗1 ∈ q1, from the non-nodule one. That
is, if the ratio d1 = dA1

p∗
1
/dN1

q∗
1

is less than a threshold
α1, then the test image can be a nodule candidate,
otherwise a non-nodule one.

2.2 Discrimination using structural fea-
ture of shadows

In the second stage, we further discriminated the
final nodule candidates from the nodule candidates in
the first stage by using a structural feature of sur-
rounding area of the ROI which includes nodule or
non-nodule shadows. The reason why we pay atten-
tion to the surrounding feature is that there are dif-
ferences between surrounding images of nodules and
non-nodules as shown in Fig. 2. That is, even there is
no big difference between nodule and non-nodule im-
ages in the small ROI, significant structural differences
between surrounding areas of them can be found: The
nodule tends to exist in isolation comparatively, while
the non-nodule tends to exist with other shadows (ves-
sel etc.).

To extract such structural feature, we used the frac-
tal dimension of the surrounding area. The fractal
dimension is a statistical quantity that gives an indi-
cation how completely a fractal appears to fill space.
In fact, usefulness of the fractal dimension to quantify
image structures has widely been reported in CAD sys-
tems [10][11]. The brief explanation of the algorithm
in this second stage is as follow.

We binarized the surrounding images of shadows
and calculated the three features of mean, variance
and entropy by the same method as in the first stage.
We also calculated the new feature of the fractal di-
mension using box counting algorithm [10][11]. For
the original and M2 orientation, i.e, (1 + M2) images,
three and one new (3 + 1 = 4) features are calcu-
lated. Consequently, we got total 4 × (1 + M2) fea-
tures of the surrounding binarized image. Using dom-
inant C2 principal components of the 4 × (1 + M2)
features of nodule and non-nodule training images, we
made, respectively, P2 nodule and Q2 non-nodule clus-
ters. Let us denote the minimum distance dA2

p∗
2
, p∗2 ∈

p2 = 1, 2, · · · , P2, from the nearest nodule cluster and
dN2

q∗
2

, q∗2 ∈ q2 = 1, 2, · · · , Q2, from the nearest non-
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Figure 2: Examples of the surrounding images.

nodule cluster. If the ratio d2 = dA2
p∗
2
/dN2

q∗
2

is less than
a threshold α2, then the test image can be a nodule,
otherwise a non-nodule.

3 Experimental results

We used 97 nodule data (59 training image and 38
test image) and 174 non-nodule data (104 training im-
age and 70 test image) from the database [12]. Image’s
size was 33 × 33 and 99 × 99 pixels in the first and
second stages, respectively. Gabor filter’s parameters
σ, λ, and γ were 1.5, 2.6 and 1, respectively. The num-
bers of clusters Pi and Qi, i ∈ {1, 2}, orientations Mi,
principal components Ci are shown in Table 1. The
Mi was determined empirically, and the Ci was de-
termined as the minimum value that satisfies the con-
dition

∑Ci

j=1 uj > 0.95 , where uj is the contribution
ratio of principal component j.

Figure 3 shows the 4 receiver operating characteris-
tic (ROC) curves by 4 different methods. Without 12

Table 1: Experimental conditions.

C2=4C1=5Principal componets

M2=4M1=4Orientations

Q2=3Q1=15Non-nodule clusters

P2=2P1=3Nodule clusters

2nd stage1st stage

C2=4C1=5Principal componets

M2=4M1=4Orientations

Q2=3Q1=15Non-nodule clusters

P2=2P1=3Nodule clusters

2nd stage1st stage



Figure 3: Comparison of ROC curves by using (a)
conventional, (b) fractal, (c) orientation, and (d) ori-
entation and fractal features.

features of 4 orientation outputs extracted by the ga-
bor filter, FP was, respectively, about 65% and 55% in
the first and second stages when TP was 90%. On the
other hand, by using gabor filter, FP was about 15%
(first stage) and 5% (second stage). The improvement
of the discrimination rate, i.e, from 65% to 15% and
from 55% to 5% in the first and second stages, respec-
tively, clearly demonstrates effectiveness of the ori-
entation and surrounding features on the pulmonary
nodules diagnosis. In addition to this, FP was about
35% under the same condition by using a MTANN [4].
Although this rate can be improved if we could choose
more suitable settings for the MTANN, we may claim
that the discrimination rate of the proposed method
is the same level or more than that of the MTANN.

4 Conclusion

We have proposed a new diagnosis method of pul-
monary nodules in CT images. The results demon-
strated that the proposed method can further reduce
FP under a high TP condition compared to the con-
ventional ones. This improvement has been achieved
by extracting new orientation features of nodules in
the small ROI using the gabor filter and by the hier-
archical combination with the structural feature quan-
tified by the fractal dimension of the larger area sur-
rounding the ROI.
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