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Abstract
We propose a new framework to deal with

multi-labeled classification problems based on error-
correcting output coding (ECOC). In multi-labeled
classification problems, it is required to assign mul-
tiple classes to a single input. In this study, we show
naive multi-label approach can be improved based on
probabilistic modeling of misclassification process in
the ECOC method. We examine performance of the
proposed method with synthetic datasets and show
that the proposed method accurately predicts multi-
ple labels of a new input, relatively to the existing
method.

1 Introduction

In a multi-labeled classification problem, a single
input is assigned to multiple classes or categories.
A typical example of multi-labeled problems is the
text categorization problem on the World Wide Web,
where each text may belong to some of multiple cat-
egories. For such a problem, there are two conven-
tional approaches. One is the binary classification ap-
proach in which each text is classified into multiple
classes by integrating individual results from binary
classifiers. The other approach simultaneously deals
with multiple classes by considering multinomial mod-
els; Ueda and Saito [5] proposed Parametric Mixture
Model (PMM) in which the multinomial distribution
is extended to represent the dependence of multiple
classes. In this study, we take the former approach.

In the context of multiclass classification problems,
the error-correcting output coding (ECOC) method
was formerly proposed by Dietterich and Bakiri [2].
This method decomposes the original multi-class clas-
sification problem into multiple binary classification
problems whose each output is {+1, -1}. In the frame-
work of ECOC, a k class problem is decomposed into
l binary classification problems and each class label is
represented by a code word which is a row vector of

a code matrix W ∈ {+1,−1}k×l. An example code
matrix in a four-class problem would be

W =



1 −1 −1 −1
−1 1 −1 −1
−1 −1 1 −1
−1 −1 −1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


.

Then, each binary classifier is trained using binary la-
bels associated with the corresponding column vector
of W . We can predict the class label of a new in-
put using the outputs of binary classifiers, where the
simplest method is the Hamming decoding. For out-
puts of binary classifiers, the closest code word in W
with respect to the Hamming distance is used as the
predicted class label of the input. Allwein et al. [1]
proposed a more flexible framework that allows W to
include 0 which signifies “do not care” classes in the
corresponding binary classifier. Moreover, the Ham-
ming distance was extended to general loss functions.

In this study, we apply the framework of ECOC to
multi-labeled problems by formulating a probabilistic
model that represents the relationship between a code
word and a set of outputs from classifiers. We in par-
ticular develop the method based on the information
transmission theory. The model regards a misclassi-
fication of each binary classifier as a bit inversion in
the code word due to a noisy channel. An addition of
parity bits which leads to redundant representation of
multiple labels and adaptive identification of the noisy
channel based on the probabilistic model enables an
accurate prediction of multiple labels.

In section 2, basic setting and a probabilistic model
of the noisy channel are formulated. In section 3, we
examine the performance of the proposed method, in
comparison to the simple multi-labeled classification
method, using synthetic datasets.



2 Method

In this section, we describe the probabilistic model
of the bit inversion, which represents the misclassifi-
cation error, in the multi-label classification, and its
decoding method.

2.1 Notation

Let x be an input vector and y ∈ {1,−1}b be a
vector of labels associated with b categories. Typically,
x is an element of the Bag-of -Words [3]. We assume
that a dataset {xi, yi}N

i=1 is given. Let yj(1 ≤ j ≤ b)
be a component of y, defined by

yj =
{

1 x belongs to class j
−1 otherwise. (1)

We consider parity bits z ∈ {1,−1}c associated with
y, whose j-th component is denoted as zj . Note that
the parity z = z(y) : {1,−1}b → {1,−1}c is designed
in a priori manner.

Using the dataset and the corresponding set of par-
ity bits, {z1, ...,zN}, we can train (b + c) binary clas-
sifiers. We denote outputs of binary classifiers associ-
ated with the code word y as ỹ, and those augmented
by the parity bits z as z̃, both of which are assumed
to be disturbed by a noisy transmission channel.

2.2 Probabilistic model and decoding
method

The probabilistic model of (ỹ, z̃) given y is defined
as

p(ỹ, z̃|y) = p(ỹ|y)p(z̃|y)

= exp(βỹty − bϕ(β))exp(βz̃tz − cϕ(β))

= exp(β(ỹty + z̃tz) − (b + c)ϕ(β))), (2)

where t denotes a transpose, ϕ(β) = ln(eβ + e−β) is
a normailzation constant, and β is a positive constant
that represents the noise level of the noisy channel.
We assume that the label prior p(y) is the uniform
distribution, then p(y|ỹ, z̃) is calculated as follows.

p(y|ỹ, z̃) =
p(ỹ, z̃|y)P (y)∑
y p(ỹ, z̃|y)P (y)

∝ (ỹty + z̃tz). (3)

This is equivalent to the Hamming distance between
(ỹt, z̃t) and (y, z), then an estimate ŷ of the original
label y can be decoded as

ŷ = argmaxyp(y|ỹ, z̃). (4)

This decoding method is equivalent to the Hamming
decoding with parity bits and reduces to the naive
multi-labeled decoding method when the parity bits z
are omitted.

2.3 Estimation of confidence

In model (2), β was set at a positive constant, im-
plying all classifiers are assumed to have the same re-
liability (confidence). This assumption is not natural,
however, because performances of classifiers are differ-
ent from each other according to the difficulty in cor-
responding classification problems or the underlying
geometrical structure of dataset. Takenouchi and Ishii
[4] introduced the confidence of classifiers into multi-
class classification problems. Following this existing
study, we introduce the confidence for each classifier,
and then the probabilistic model is extended as

p(ỹ, z̃|y; β, γ) = p(ỹ|y; β)p(z̃|y; γ)

= exp
( b∑

j=1

(βj ỹjyj − ϕ(βj))
)

×exp
( c∑

k=1

(γkz̃kzk − ϕ(γk))
)
,(5)

where β = (β1, ..., βb) and γ = (γ1, ..., γc) are parame-
ter vectors representing the confidence of each dimen-
sion of the noisy channel. Parameters β, γ can be
estimated as to maximize the log-likelihood:

L(β, γ) =
N∑

i=1

log p(ỹi, z̃i|yi; β, γ). (6)

Stationary conditions of equation (6) become

∂L

∂βj
=

N∑
i=1

(ỹi
jy

i
j −

exp(βj) − exp(−βj)
exp(βj) + exp(−βj)

)

= 0, (7)

∂L

∂γk
=

N∑
i=1

(z̃i
kzi

k − exp(γk) − exp(−γk)
exp(γk) + exp(−γk)

)

= 0. (8)

Those equations can be analytically solved as

β̂j =
1
2
ln

1 − Cyj

Cyj

, γ̂k =
1
2
ln

1 − Czk

Czk

, (9)

where Cyj =
1
N

N∑
i=1

1 − (ỹj
iyi

j)
2

is the error rate of

the classifier associated with the code yj and Cz =



1
N

N∑
i=1

1 − (z̃k
izi

k)
2

is that with the parity bits zk. Af-

ter identifying the characteristics of the noisy channel,
the label ŷ can be decoded as a maximum a posteriori
(MAP) estimate:

ŷ = argmaxyp(y|ỹ, z̃; β̂, γ̂). (10)

Note that the posterior probability in equation (10) is
rewritten as

p(y|ỹ, z̃; β̂, γ̂) =
p(ỹ, z̃|y; β̂, γ̂)p(y)∑
y p(ỹ, z̃|y; β̂, γ̂)p(y)

∝
( b∑

j=1

βj ỹjyj +
c∑

k=1

γkz̃kzk

)
.(11)

Namely, this decoding is a weighted version of the
Hamming decoding, but the weight is estimated by
the maximum likelihood estimation from multi-labeled
classification results of the training data. This ap-
proach is natural, because our decoding is based on
the weighted Hamming distance and its weight is de-
termined based on the classification performance of
each binary classifier for the training dataset.

2.4 Difficulty of decoding process

In the previous subsection, we applied the MAP
decoding (10) in which the number of candidates to
be searched becomes exponential, 2b. If the number
b of categories is large, this decoding process becomes
hard. To avoid this problem, one practically good way
is to restrict the multiplicity being small such as

{y|
∑b

i=1
yi+1

2 5 3}.
This restriction seems plausible, in practical for ex-

ample, in the text categorization problem, because
major part of texts are likely assigned each to a few
classes. Using this assumption, the number of code
candidates to be searched is reduced to aC3, which
makes the MAP decoding feasible.

3 Experiment result

In this section, we examine the performance of the
proposed method by comparing with the naive classi-
fication based method, using synthetic datasets. The
parity bits were randomly generated and the MAP de-
coding was employed in the proposed method. For
binary classifiers, we employed the simplest linear dis-
criminant analysis. A typical example of dataset con-
sisting of 90 input data with 3 categories, is shown in
Figure 1.
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Figure 1: An example dataset. Each numerical char-
acter indicates the class to which an input vector is
assigned. A symbol 5 indicates an input assigned to
two categories and + means that the corresponding
input does not belong to any category.
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Figure 2: PA and CA of the two decoding methods,
the Hamming decoding with parity bits(equation(4))
and the weighted Hamming decoding with parity
bits(equation(11)), against the length of parity bits.



For performance evaluation, we used two kinds of
quantities: complete accuracy rate (CA) and partial
accuracy rate (PA). CA is the rate of events in which
the vector (three-dimensional, in this case) of decoded
label completely coincides with that of the original la-
bel, and PA is the rate with which the element of the
decoded label is consistent with that of the original
label.

Figure 2 shows averaged CA and PA of the pro-
posed method for 10 trials. The error bar is the stan-
dard deviation in the 10 trials. In this figure, we com-
pared the Hamming decoding with parity bits (equa-
tion(4)) and the weighted Hamming decoding with
parity bits(equation(11)). For comparison, we also ap-
plied a naive multi-labeled classification method, that
is, a set of individual binary classifiers assign the label
for the corresponding category. CA and PA of the
naive method were 0.1111 and 0.5056, respectively.
From the comparison, we can see (1) the proposed
methods outperformed the naive method; and, (2)
when the parity length was c ≥ 6, the performance
by our methods was consistently good.

4 Conclusion

We proposed a novel method for multi-labeled clas-
sification problems based on the framework of ECOC.
This regard the classification errors of classifies as
the noise of the channel. Using the parity associated
with the label, we can improve the classification ac-
curacy in comparison to the naive classification based
method. As a future work, we plan to apply the pro-
posed method for real datasets. For this application,
the decoding method discussed in subsection 2.4 will
be improved. However, the design of parity bits on in
our future work.
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