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Abstract 

 
    In this study, a feedback Group Method of Data Handling 
(GMDH)-type neural network algorithm self-selecting the 
optimum neural network architecture is proposed. In this 
algorithm, the optimum neural network architecture is 
automatically selected from three types of neural network 
architectures such as the sigmoid function type neural 
network, the radial basis function (RBF) type neural 
network and the polynomial type neural network. 
Furthermore, the structural parameters such as the number 
of layers, the number of neurons in the hidden layers and the 
useful input variables are automatically selected so as to 
minimize the prediction error criterion defined as Akaike’s 
Information Criterion (AIC). The feedback GMDH-type 
neural network has a feedback loop and the complexity of 
the neural network increases gradually using feedback loop 
calculations so as to fit the complexity of the nonlinear 
system. This algorithm is applied to the identification 
problem of the complex nonlinear system. 
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1  Introduction 
 

The Group Method of Data Handling (GMDH)-type 
neural networks and their applications have been proposed 
in our early works [1],[2]. The GMDH-type neural networks 
can automatically organize the neural network architecture 
by using the heuristic self-organization method [3],[4]. The 
GMDH-type neural networks can also determine such 
structural parameters as the number of layers, the number of 
neurons in the hidden layers and the useful input variables. 
In the GMDH-type neural networks, the neural network 
architecture is organized so as to minimize the prediction 
error criterion defined as Akaike’s Information Criterion 
(AIC) [5] or Prediction Sum of Squares (PSS) [6].  
    In this study, the feedback GMDH-type neural network 
algorithm self-selecting the optimum neural network 
architecture is proposed. In this algorithm, the optimum 
neural network architecture is automatically selected from 
three types of neural network architectures such as the 
sigmoid function type neural network, the radial basis 
function (RBF) type neural network and the polynomial 
type neural network. The feedback GMDH-type neural 
network has a feedback loop and the complexity of the 
neural network increases gradually using feedback loop 

calculations so as to fit the complexity of the nonlinear 
system. 
   The feedback GMDH-type neural network algorithm 
proposed in this paper is applied to the identification 
problem of the complex nonlinear system. The optimum 
neural network architecture fitting the complexity of the 
nonlinear system is selected from three types of the neural 
network architectures. The identification results of the 
feedback GMDH-type neural network are compared with 
those of the GMDH algorithm and the conventional 
multi-layered neural network trained using the back 
propagation algorithm. It is shown that the feedback 
GMDH-type neural network is a very useful identification 
method of the complex nonlinear system because the 
optimum neural network architecture is automatically 
organized so as to minimize AIC. 
 
2  Feedback GMDH-type neural network 
 
   The architecture of the feedback GMDH-type neural 
network proposed in this paper has a feedback loop as 
shown in Fig.1. The feedback GMDH-type neural network 
algorithm can select the optimum neural network 
architecture from three types of  neural network 
architectures  such as the sigmoid function type neural 
network, the RBF type neural network and the polynomial 
type neural network. The feedback GMDH-type neural 
network algorithm uses three  types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron.  
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Fig.1 Architecture of the feedback GMDH-type neural 
network 
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3 – w0θ                                                                                     (10) 2.1 First loop calculation 

f : (Linear function)  
yk=  zk                                                                            (11)    First, all data are set to the training data. In this algorithm, 

it is not necessary to separate the original data into the 
training and test data because AIC can be used for 
organizing the network architectures. Then the architecture 
of the input layer is organized. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )             (12) 
f : (Linear function) 

1) Input layer yk=  zk                                                                            (13) 
  uj=xj   (j=1,2,…,p)                                                        (1)        Here, θ1 =1 and wi (i=0,1,2,…) are the weights between 

the first and second layer and estimated by applying the 
stepwise regression analysis [7] to the training data. Only 
useful input variables ui (i=1,2, …) are selected by using 
AIC. In the first type neuron, the value of r, which is the 
number of input variables u in each neuron, is set to two. In 
the second type neuron, the value of r, which is the number 
of input variables u in each neuron, is set to be greater than 
two and smaller than p. p is the number of input variables xi  
(i=1,2,…,p). The output variables yk of the neurons are 
called as the intermediate variables.  

where xj (j=1,2,…,p) are the input variables of the system, 
and p is the number of input variables. In the first layer, 
input variables are set to the output variables. 
2) Hidden layer 
       All combinations of the r input variables are generated. 
For each combination, three types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron, are generated and L 
neurons which minimize AIC value are selected for each 
type of neuron architectures.   
      Furthermore, for each combination, optimum neuron 
architectures fitting the characteristics of the nonlinear 
system are automatically selected by using AIC. 

       L neurons having the smallest AIC values are selected 
for three types of neuron architectures which are the 
sigmoid function type neuron, the RBF type neuron and the 
polynomial type neuron. The output variables yk of L 
selected neurons for three types of neuron architectures are 
set to the input variables of the neurons in the output layer. 

a) Sigmoid function type neuron: 
i) The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj +w8uiuj

2 3) Output layer  
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3 – w0θ                                                                                           (2)      For three types of neural network, the outputs yk of the 
neurons in the hidden layer are combined by the following 
linear function. 

f : (Nonlinear function) 
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ii) The second type neuron 
Σ: (Linear function) Here, L is the number of combinations of the input variables 

and yk is the intermediate variables. The useful intermediate 
variables yk are selected by using the stepwise regression 
analysis in which AIC is used as the variable selection 
criterion.  

zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )                (4) 
f : (Nonlinear function) 

)(1
1

kzk e
y −+

=                                                                (5) 
     Equation (14) is calculated for three types of neural 
network architectures which are the sigmoid function type 
neural network, the RBF type neural network and the 
polynomial type neural network. Then, the neural network 
architecture which has smallest AIC value is selected as the 
GMDH-type neural network architecture from three types 
of neural network architectures  

b) RBF type neuron: 
i) The first type neuron  
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  
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3 – w0θ                                                                                               (6) 

f : (Nonlinear function) 
)( 2

kz
k ey −=                                                                     (7)      Then, the estimated output values φ* which is selected in 

the output layer is used as the feedback value and it is 
combined with the input variables in the next loop 
calculation. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )               (8)  f : (Nonlinear function) 2.2  Second and successive loop calculations 

)( 2
kz

k ey −=                                                                                    (9)  
      The optimum neural network architecture is selected 
from three types of neural network architectures in the 
output layer. Therefore, in the second and successive loop 
calculations, only one type of neuron architecture, which is 
the sigmoid function type neuron or the RBF type neuron or 

c) Polynomial type neuron: 
i)  The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  

   



 
 

the polynomial type neuron, is used for the calculation. 
   First, the estimated output value φ* is combined with the 
input variables and all combinations between the estimated 
output value φ* and the input variables are generated. The 
same calculation as the first feedback loop is carried out for 
each combination. Here, only one type of neuron 
architecture, which is selected in the first loop calculation, is 
used in the calculation. When AIC value of the linear 
function in (14) is increased, the loop calculation is 
terminated and the complete neural network architecture is 
organized by the L selected neurons in each feedback loop.  
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where  φi  (i =1,2,⋅⋅⋅,20) were the actual values and  φi

*
  (i 

=1,2,⋅⋅⋅,20) were the estimated values by the feedback 
GMDH-type neural network. The values of J 1 for four 
output variables are shown in Table1.   

3 An application to nonlinear system 
identification  

(6)  The prediction accuracy 
The prediction accuracy was evaluated by using the 
following equation:  

    To verify the performance of the feedback GMDH-type 
neural network, it is applied to the nonlinear system 
identification problem. 
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3.1 Nonlinear system identification problem 
 (20) 

    The nonlinear system is assumed to be described by the 
following equations: 

where φi  (i =21,22,⋅⋅⋅,40) were the actual values and φi
*

  (i 
=21,22,⋅⋅⋅,40) were the predicted values by the feedback 
GMDH-type neural network. The values of J2 for four 
output variables are shown in Table1.  

φ1 =(1.0+1.1x1+1.2x2+1.3x3)4 + ε1                                                             (15) 
φ2 =(1.0+1.4x1+1.5x2+1.6x3)4 + ε2                                                             (16) 
φ3 =(1.0+1.7x1+1.8x2+1.9x3)4 + ε3                                                             (17)  
φ4 =(1.0+2.0x1+2.1x2+2.2x3)4 + ε4                                                             (18) 

Table 1  Prediction and estimation accuracy 
Here, φ1 ∼ φ4 show output variables and x1 ∼ x3 show input 
variables. ε1∼ ε4 show noises. Furthermore, x4 is added as the 
input variable of the neural network in order to check that 
the feedback GMDH-type neural network can eliminate the 
useless input variables. The neural network is organized by 
using twenty training data. The prediction is carried out by 
using twenty testing data so as to check the generalization 
ability.  

 Mo
 GMDH

 
 GMDH

 N
 

dels        J     Φ1      Φ2     Φ3     Φ4
-NN       J1 0.013 0.022 0.023 0.024

      J2 0.025 0.028 0.029 0.029
      J1 0.056 0.058 0.038 0.039
      J2 0.055 0.058 0.044 0.044

N       J1 0.119 0.133 0.108 0.11
      J2 0.114 0.133 0.102 0.109

 
(7)  Variation of AIC and estimated values 

 The variation of AIC in Eq.(14) of the output variables φ1 is 
shown in Fig.2. It decreased gradually by the feedback loop 
calculations and converged at the seventh feedback loop 
calculation. The estimated values of φ1 by the feedback 
GMDH-type neural network is shown in Fig.3. We can see 
that the estimated values are very accurate. 

3.2 Identification results obtained by using the 
GMDH-type neural network 
 
(1)  Input variables 
Four input variables were used but the useless input 
variables x4 was automatically eliminated.  
(2)  Number of selected neurons 3.3 Comparison of the feedback GMDH-type neural 

network and other models Four neurons were selected in the hidden layer. 
(3) Selection of the neural network architecture  
Polynomial type neural network architecture was selected as 
the GMDH-type neural network architecture in the first 
feedback loop calculation. 

    The identification results were compared with those of 
the GMDH algorithm and the conventional multilayered 
neural network trained using the back propagation 
algorithm.  (4)  Structure of the neural network 

The calculation of the GMDH-type neural network was 
terminated at the seventh feedback loop calculation. 

(1)  The GMDH algorithm 
The identification results were referred from [8]. Four input 
variables were used but the useless input variable x4 was 
automatically eliminated. Four intermediate variables were 
selected. The calculation was terminated at the fourth layer. 

(5)  Estimation accuracy 
The estimation accuracy was evaluated by using the 
following equation: 

   



 
 

   

The values of J1and J2 are shown in Table1. 
(2)  The conventional multilayered neural network 
The neural network had three layered structures. Four input 
variables were used in the input layer and eight neurons 
were used in the hidden layer. The neurons in the output 
layer were described by the linear function. The values of J1 
and J2 are shown in Table1. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2  AIC variation 
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Fig.3 Estimated values of φ1 by feedback GMDH-type 
neural network 
 
4  Discussion  
 
    From the identification results, we can say the following: 
(1) Both estimation and prediction errors of the feedback 
GMDH-type neural network were smallest in the three 
identified models. We can see that the feedback 
GMDH-type neural network was a very accurate 
identification method for the nonlinear system.  
(2)  In the feedback GMDH-type neural network, AIC value 
at the first loop calculation was not small but it was 
gradually decreased by the feedback loop calculations. So 
we can see that the feedback loop calculation plays a very 
important role in the feedback GMDH-type neural network. 
(3)  In the conventional neural network, the effects of high 
order terms of the input variables are not considered. 
Furthermore, it does not have the ability of self-selecting 
useful input variables and the optimum neural network 

architecture. So the accuracy of the neural network was not 
good.  
    The feedback GMDH-type neural network can organize 
the conventional neural network architecture (sigmoid 
function type architecture) and the GMDH architecture 
(polynomial type architecture). This algorithm contains the 
characteristics of the conventional neural network and the 
GMDH algorithm and it is a very flexible method for the 
identification problem of the complex nonlinear system. 
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5 Conclusion  
 
   In this study, the feedback GMDH-type neural network 
self-selecting optimum neural network architecture was 
proposed. This algorithm can automatically organize a 
multilayered neural network architecture fitting the 
complexity of the nonlinear system by using the heuristic 
self-organization method. It is very easy to apply this 
algorithm to the identification problem of the practical 
complex system because the optimum neural network 
architecture fitting the complexity of the nonlinear system is 
automatically organized. This algorithm was applied to the 
nonlinear system identification problem and it was shown 
that this algorithm was a very useful method. 
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