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Abstract
This paper examines whether and how a primi-

tive form of communication emerges between adap-
tive agents by using their excess degrees of freedom in
action and perception. As a case study, we consider
a game in which two reinforcement learning agents
learn to earn rewards by intruding into the other’s
territory. Our simulation showed that the agents with
lights and light sensors could learn turn-taking behav-
iors by avoiding collisions using visual communication.
Further analysis revealed that there was a variety in
what message is mapped to what signal, and in some
cases there was role differentiation into a sender and
a receiver.
Keywords: Reinforcement Learning, Intrusion Game,

Emergence of Protocommunication, Role Differentiation

1 Introduction

The prototype of communication, or protocommu-
nication, would have emerged to help individuals to
earn rewards and to improve fitness. Then how did
protocommunication emerge based on what capacity
of individuals? These questions have been discussed
in various fields for a long time, but unlike other ques-
tions in archeology, these questions are hard to answer
as there is no fossil of communication until written lan-
guages emerged recently. Thus, we address this ques-
tion by ”understanding by construction” using math-
ematical modeling and computer simulations [1].

The studies on emergence of communication can be
classified into two broad categories: one adopting evo-
lutionary optimization [2, 3] and the other employing
learning agents [4, 5]. However, a major limitation in
most previous studies is that they assumed the pre-
existence of the basic frameworks for communication,
such as signals and meanings or a speaker and a hearer,
and just verified the evolution or learning of mappings
between signals and meanings by taking the success of

communication itself as the objective function. There-
fore, it is difficult for those studies to answer how com-
munication emerged from a world where concepts like
signals, words, and speaking did not exist.

The purpose of this study is to test if communi-
cation can emerge between individuals who have ba-
sic behavior learning functions but do not have ded-
icated mechanisms or absolute needs for communica-
tion. Specifically, we run a case study of an ”intru-
sion game” in which two agents move on a linear track
and earn rewards by intruding into the other’s terri-
tory while avoiding collisions. We consider what ac-
tion, sensation and memory capacities are necessary
for learning of cooperative behaviors, and when it is
learned, what meanings agents assign to their excess
degrees of action and sensation. Further, we investi-
gate the developmental process of cooperative behav-
iors by communication and the cases of role differen-
tiation into a speaker and a hearer.

2 Intrusion Game

We consider an “intrusion game (IG),” which sim-
plifies situations like a turf war between foraging ani-
mals. Two players can move back and forth on a one
dimensional space with four slots. Players are bounded
by walls on the “west” and “east” ends of the track
and cannot jump over or stay together in the same slot
with another agent. Figure 1 depicts six possible sets
of positions that the players can takes. We denote the
six position patterns by 0 to 5. The “west” player can
get a reward by entering the east half of the track (i.e.,
position pattern 5) and the “east” player by entering
in the west half (i.e., position patter 2) without a col-
lision. A punishment (negative reward) is given when
a player collides with a wall or another player.

A crucial problem in this game is how the players
resolve the conflict at the position pattern 4. If the
players act selfishly, i.e., to maximize its own reward,



Figure 1: Six possible position patterns of the players,
denoted by 0 to 5.

both would take an action to move forward, but it will
cause a collision with negative rewards to both players.

3 Reinforcement Learning Agents

In order to test whether agents with general ac-
tion learning capability can also learn to communicate,
we adopt reinforcement learning agents [6] which can
learn various behaviors based on rewards and punish-
ment. We use the Q-learning method [6] which is stan-
dard for discrete tasks like IG. Q-values are updated
by the following equation.

Q(st, at) := Q(st, at) +

α
[
rt+1 + γ max

a
Q(st+1, a) − Q(st, at)

]
,

where α is a learning rate (0 < α < 1), γ is a discount
rate (0 < γ < 1), and r(t) is the reward given after ac-
tion a(t) was taken at state s(t). We used the ε-greedy
policy in which an actions is randomly selected with
probability ε and otherwise an action that maximize
Q-value for a given state is selected.

In order to investigate how the agents’ sensory, ac-
tion, and memory capabilities affect the learned be-
haviors, we tested four types of agents. A null or N-
type agent simply has two moving actions (backward
or forward) and can sense the position pattern (0 to 5)
of the two agents. In addition, a light-capable, or L-
type agent has actions of turning on or off its headlight
and also a light sensor to see if the other agent’s light is
on or off. A memory-based, or M-type agent keeps the
memory of its previous action (backward or forward)
to augment its state space. A light-and-memory, or
LM-type agent has both light signaling and memory
capabilities.

4 Simulation Results

We performed 10 simulation runs each for the four
types of agents with the following setups: positive re-
ward +1 for successful intrusion, negative rewards -1
each for collision with the wall and the other agent,
ε = 0.01, α = 0.01, and γ = 0.9.

4.1 Agents’ Behaviors

First, we present examples of typical behavioral
patterns obtained from the analysis of the change of
each agent’s position pattern (Fig. 2).( a ) N o n � c o o p e r a t i v e d o m i n a n c e b y o n e a g n e t2 :4 : 5 :4 :( b ) A s y m m e t r i c c o o p e r a t i o n2 :4 :2 :4 :5 :
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Figure 2: Four examples of typical behavioral pat-
terns. (a) Non-cooperative dominance by one agent.
(b) Asymmetric cooperation. (c) Suboptimal cooper-
ation. (d) Optimal cooperation.

Figure 2(a) shows a non-cooperative dominance by
one agent. In this pattern, only one agent can earn a
positive reward every two steps. The other can get no
reward, but can receive negative reward if it changes
its behavior. Figure 2(b) presents an asymmetric co-
operation which can be seen only in LM-type agents.
In this case, one agent can get two positive rewards
during a six step cycle, the other can obtain while
only once. Figure 2(c) depicts a suboptimal coopera-
tion leading to one reward every six steps. Figure 2(d)
shows an optimal cooperation in which both agents
earn a reward every four steps.

We analyze the occurrence frequency of four typi-
cal behavioral patterns for the four types of agents.
As can be seen in Fig. 4, the agents without light
(N- and M-type) can learn only the non-cooperative
dominance. In contrast, the agents with light (L- and
LM-type) can show various cooperation. Further, LM-
type agents can achieve the optimal cooperation more
frequently than L-type agents without action history.
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Figure 3: Occurrence frequency of four typical behav-
ioral patterns for four types of agents.

4.2 Developmental Process

Next we examined how the behaviors changed by
learning before converging to one of four typical pat-
terns. Figure 4 shows the developmental history of
four LM-type agents who acquired one of four typical
behavioral patterns at final episode. We recorded the
Q-values of the agents every 1,000 steps and let the
agents play the IG (with ε = α = 0) from all possible
initial states1.
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Figure 4: History of occurrence frequency of behav-
ioral patterns. The x-axis and the y-axis of each fig-
ure are the steps and the occurrence frequency of con-
verged behavioral patterns, respectively. Each numer-
ical string represents a sequence of position patterns
in a cyclic behavior.

Figure 4(a) shows an example of the history of a
pair that converged to non-cooperative dominance by

1For example, the number of states of the L-type agents is 24,
where initial positions and light states are 6 and 4, respectively.

the east agent. The other diagrams in Fig. 4 indicate
(b) asymmetric, (c) suboptimal and (d) optimal coop-
eration. A common feature in these cooperative cases
that the agents experienced took both position pattern
sequences 4 to 2 and 4 to 5 in the early stage before
becoming able to switch between the two.

4.3 Variety of Signaling

We observed emergence of various types of commu-
nication emergence. Figure 5 exemplifies four typical
types of communication that realizes the optimal co-
operation.

Figure 5: Typical examples of emerged communica-
tion. (a) Symmetric signaling. (b) Asymmetric sig-
naling. (c) One-way communication between a sender
and a receiver after a role differentiation. (d) Cooper-
ation without communication.

Figure 5(a) shows an example of symmetric signal-
ing in which agents can resolve the conflict at the po-
sition pattern 4 by alternately turning on the light
while stepping forward. This means that the agents
can convey their next actions as messages by their
lights. An asymmetric signaling can also be observed,
in Fig. 5(b), in which one agent turns the light on to
step forward, while another agent turns the light on
to step back.



Unlike the symmetric and asymmetric signaling,
communication examples shown in Fig. 5(c) and (d)
can be seen only in LM-type agents. Figure 5(c) de-
picts a one-way communication between a sender (the
east agent) and a receiver (the west agent) after a role
differentiation. In this case, only the east agent uses
its light source, and the west agent behaves according
to the east agent’s light signal. The east agent, who
cannot rely on the light signal of the west agent, de-
termines its actions based on memory of its own past
action in order to solve the conflict on the position
pattern 4. Figure 5(d) is a case of optimal coopera-
tion without communication. As can be seen, the east
agent always turns on its light when entering the posi-
tion pattern 4 from 2 or 5. Therefore, the west agent
cannot solve the conflict on the position pattern 4 by
using the east agent’s light signal. Both agents behave
based only on the memory of their past actions.

5 Discussion

Our simulation study showed that simple communi-
cation can emerge from iteration of searching for roles
of redundant actions through a generic reinforcement
learning process and interaction with the others.

Animal communication is defined as a transmission
of signals that senders can profit by reactions of re-
ceivers [7]. Our simulation confirms that this type
of communication can be emerged from repeated in-
teractions between reinforcement learning agents with
enough physical capacity. Tomasello claims that com-
municative signals can be created by forming each
other’s behaviors between two individuals through it-
eration of social interaction [8]. Our simulation results
also support his claim.

Tomasello furthermore advocates that the following
is important for acquisition of habitual use of linguistic
symbol [8]. An individual 1) understands that the oth-
ers are individuals with some intents, 2) participates in
a joint attention situation, 3) comprehends the other’s
intent in such situation, and 4) can use a symbol that
others used toward the individual. Although our rein-
forcement learning agents did not explicitly have such
functions, the simple two-person setup of the game
probably made it unnecessary to use attentive mecha-
nisms.

6 Conclusion

We have proposed an intrusion game (IG) for inves-
tigating the emergence of protocommunication from a

world where a teacher of communication or even any
dedicated mechanisms for communication do not exist.

Using computer simulations of IG, we have shown
that agents who can turn on/off their lights as re-
dundant actions became able to spontaneously acquire
meanings of light signals and cooperate with the other
agent. We have also found that agents with working
memories can differentiate their roles as a sender and a
receiver. Further, our simulation demonstrated that a
cooperation without communication can emerge from
interaction between the agents having both signaling
and memory capabilities.

Our simulation results suggest that repeated inter-
action between individuals with a reinforcement learn-
ing function can play an important role in establishing
protocommunication, even if individuals do not have
dedicated mechanism for communication.
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