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Abstract
To improve the design-quality of robotics, more and

more artificial intelligence and evolutionary algorithm
were introduced into the design procedure, such as
routing-programming, data-fusion, vision-processing,
and so on. These new methods prompt the development
of robotics greatly. An improved Particle Swarm Opti-
mization (PSO) method, Dual-hierarchy Particle Swarm
Optimization algorithm (DHPSO) was proposed in this
paper. Compared with the regular particle swarm optimizer
(RPSO), DHPSO adopts dual hierarchy structure. In the
bottom layer, several particle groups try to find out current
optimal solutions in the multi dimension searching space
respectively. In the top layer, one group particles chase
the global optima. The proposed method is tested on three
benchmark functions. All simulation results show the
proposed method is better than the regular PSO in speed
and precision performance.
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1 introduction

Nowadays swarm algorithms and other intelligent algo-
rithms are used widely in many fields. We have used Par-
ticle Swarm Optimization (PSO) algorithm in route pro-
gramming of robot design successfully and made some im-
provement of this algorithm on its structure. More will
be discussed about Particle Swarm Optimization algorithm
below. Just like a wealth of heuristic algorithms such as ge-
netic, evolution, and simulated annealing. Particle Swarm
Optimization algorithm is a new entrant to the family of
evolutionary algorithms originally introduced by Kennedy
and Eberhart in 1995[1][2]. As parameters in PSO algo-
rithm is fewer contrast to other evolution algorithm, more-
over PSO algorithm is easy to realize and has a good perfor-
mance in searching for the optima in real value searching
space. Researchers and experts pay a great deal of attention
to it in the last decades. Though PSO has so many merits,

it’s easy to be trapped in local optima, and other drawbacks
such as premature, low precision, and non-convergence.
In order to overcome these demerits of PSO algorithm,
many researchers make lots of contributions, and give out
many modified algorithms based on the regular PSO. Jun-
jun Li and Xinhua Wang propose a refined PSO algorithm
based on simulated annealing[6]; Qianli Zhang, Xing Li
and Quang-AHN TRAN introduce mutation operator to
the regular PSO algorithm[7]; Chnming Yang and Dan Si-
mon made Each particle learn from its previous worst posi-
tion and its group’s previous worst position, and give out a
novel method to program PSO algorithm[8]; Jang-Ho Seo,
Chang-Hwan Im, Chang-Geum Heo and Jae-Kwang use N
groups of particle swarm to do the optimization, and get
a new algorithm MGPSO[9]. Most of these algorithms put
emphasis on parameter selection or combination with other
evolution algorithms to get new derivations. This is diffi-
cult to solve the innate flaw of PSO algorithm-Local min-
ima trapping, furthermore, enhance the complexity. Un-
der these premises, we proposed dual hierarchy PSO algo-
rithm, it holds the concepts of the regular PSO and tries
to keep balance between ”exploration” and ”exploitation”
between different hierarchies. Compared with the regular
PSO algorithm, DHPSO improved searching speed and en-
hanced the global optima searching ability. The paper is
organized as follows. In Section II, we introduce the con-
cept of regular PSO and the method used in the study DH-
PSO, Section III outlines the experimental setup, parameter
settings, and benchmark functions used. The experimental
results are presented in Section IV. Finally, Section V con-
tains a discussion of the experimental results.

2 The regular PSO and Proposed algorithm

2.1 The regular PSO

PSO algorithm was developed by Kenney and Eberhart
to model birds flocking and fish schooling for food, in
which particles representing the candidate solutions to



the problem in a multidimentiona1 search space. Every
particle has a position vector ~x encoding a candidate
solution to the problem and a velocity vector ~v. Moreover,
each particle contains a small memory that stores its own
best position seen so far pid and a global best position
pgd obtained through communication with its neighbor
particles. The position and velocity vector of each particle
are updated every iteration, and this is done respectively
according to equation 1 and 2 as below, where ω is known
as the inertia weight as described in[3][4]. The parameters
c1 and c2 are set to constant values, which are normally
given as 2 , and rand is randomly generated value between
0 and 1. i ∈ (1, 2 · · ·N) and N ∈ (1, 2 · · ·D). N and
D denote particle number and searching space dimension
respectively. Inertia weight ω is adjusted with interaction
according to equation 3.

vi+1,d = ω · vid + c1 · rand (pid − xid) +
+ c2 · rand (pgd − xid) (1)

xi+1,d = xid + vi+1,d (2)

ω = ωmax − ωmax − ωmin

Genmax
· i (3)

2.2 Proposed algorithm

Some researchers give out the concepts of ”swarm fit-
ness covariance” and ”degree of convergence” and try to
make criteria on which to investigate the convergence of
algorithm. All these make contribution to meliorate regu-
lar PSO in a way, However, these methods can’t improve
PSO algorithm in essence, because they just try to enhance
the global optimization searching rate by repeat of program
running in a sense. Some existing methods adopt oper-
ators of genetic algorithm or evolutionary strategy, such
as crossover, mutation, and sharing. These methods can
modify regular PSO algorithm in some ways, but improve
complexity considerably at the same time. All these make
modified PSO algorithm not easy to realize. If groups are
used for DHPSO, the computational cost increases only in
the order of O (N) compared with one-group PSO because
each group follows the basic concepts of conventional PSO
algorithm, whereas roughly O

(
N2

)
increments is required

for GA crossover computations if an larger number of pop-
ulations is used in GA. In DHPSO algorithm, The velocity
of the bottom layer updating adopts equation 1 to guaran-
tee a good local ”exploration” performance, and in the top
one, velocity updates according to equation 4–the local up-
dating formula, to gain a better convergence speed.

vi+1 = ω · vi + c2 · rand (pgd − xid) (4)

3 Preparation of experiment and bench-
mark function

c1 and c2 are set to 2, the total population N of each al-
gorithm will be set to equal, in experiment it is 1000. More
seeds will be required when problem is complex. and ωmax

and ωmin are set to 0.9 and 0.4, vector ~x belongs to a scope
of[-50 50] so that the search process will not last too long,
vector ~v is set to be [-20 20]. For DHPSO, At different hi-
erarchy the particle number in each group can be different,
but the total number N–sum of particle number of different
hierarchy should be the same with that of regular PSO al-
gorithm, just to keep same complexity. In experiment, we
set two groups in the bottom layer of DHPSO, and each
group has 150 particles, so the top layer number is 700
obviously. The dimension number D is set to 2 and 10 re-
spectively. Comparison functions adopted here are three
benchmark functions used by many researchers. They are
the Griewank, Rastrigrin and Rosebrock functions. The
definitions of these functions are presented below:

f1 (x) =
1

4000
·

n∑

i=1

x2
i −

n∏

i=1

cos
(

xi√
i

)
+ 1 (5)

f2 (x) =
n∑

i=1

(
x2

i − 10 cos 2πxi + 10
)

(6)

f3 (x) =
n∑

i=1

(
100

(
xi+1 − x2

i

)2
+ (xi − 1)2

)
(7)

4 Simulation result comparison

Each test repeats 10 times and each iteration runs 100
generations. We list out the different minima of the bench-
mark functions that we got using RPSO and DHPSO
method. The preliminary conditions are specified in the
table list.

Fig.1 to Fig.6 show the convergence result of DHPSO
and RPSO. The benchmark function used and the particu-
lar conditions of each figure are specified in the figure cap-
tion.

Table 1: the mean optimization result of RPSO and DH-
PSO with D =2 and N=1000

funcion RPSO DHPSO
f1 0.0000 0
f2 0.0000 0
f3 0.0000 0



Table 2: The mean optimization result of RPSO and DH-
PSO with D =10 and N=1000

funcion RPSO DHPSO
f1 0.1076 0.1038
f2 22.2080 18.6500
f3 0.0000 0.0000
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Fig. 1: Griewank, N=1000, D=2
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Fig. 2: Griewank, N=1000, D=10
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Fig. 3: Rastrigrin, N=1000, D=2
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Fig. 4: Rastrigrin, N=1000, D=10

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

i

fit
ne

ss

DHPSO
RPSO

Fig. 5: Rosebrock, N=1000, D=2
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Fig. 6: Rosebrock, N=1000, D=10

Because vector ~x and vector ~v are generated randomly,
the initial value may be different for the two algorithms
in the beginning. However, the two algorithms still can
be compared, for they have the same variation iteration
and same complexity degree. From Fig.1 to Fig.6 above,
we can get that DHPSO method has a good precision than
RPSO method, and as well as the convergence speed.

5 Conclusion

From the simulation results, we can see DHPSO has a
better performance than the RPSO algorithm, but these ex-
periments are executed under a particular cases and narrow
settings, so the conclusion is not comprehensive and defi-
nite. For further research, more work can be put into the
following aspects:

1. The relation ship between inertia weight and conver-
gence of algorithm.

2. How to improve global searching ability of algorithm.

3. Seeking the theory support of PSO algorithm.

4. Combining other heuristic algorithm and applying
PSO to more engineer use.
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