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Abstract

This paper proposes a cost-based fuzzy classifica-
tion system for pattern classification problems with
an order class importance. The task here is to mini-
mize the misclassification of patterns from an impor-
tant class. It is assumed in this paper that the classifi-
cation importance is given for each class, not for each
pattern. Another assumtion in this paper is that only
the order of importance is given for given classes with-
out any numerical measures of importance. We show
the performance of the proposed cost-based fuzzy clas-
sification system for a real-world pattern classification
problem.

1 Introduction

Fuzzy rule-based systems have been mainly applied
to control problems [1]-[3] while more recently they
have also been applied to pattern classification prob-
lems. One advantage of fuzzy rule-based systems is its
interpretability. There are many approaches to the au-
tomatic generation of fuzzy if-then rules from numer-
ical data for pattern classification problems [4]-[11].

There are several cases where misclassification of a
particular input pattern causes extra costs. For exam-
ple, in the medical diagnosis of cancer diagnosing ma-
lignant tumors as benign and hence mistaking a cancer
patient as healthy could be penalized more than inter-
preting benign tumors as malignant. In [12] a pat-
tern classification problem is re-formulated as a cost
minimization problem. The concept of a weight is in-
troduced for each training pattern in order to handle
this situation. The weight of an input pattern can be
viewed as the cost of misclassification of the pattern.
Fuzzy if-then rules were generated by considering the

weights as well as the compatibility of training pat-
terns.

In many cases it is difficult to specify an exact value
of the cost for misclassification. Contrary to this, the
order of importance is easily available for a problem
domain. For example, in the medical diagnosis of can-
cer it is reasonable to consider that the misclassfication
of malignant tumors as benign incurs higher cost than
the other misclassification even if we do not know how
high the cost is for both types of misclassification (i.e.,
misclassifying malignant tumors as benign and benign
ones as malignant).

In this paper we propose a method for constructing
a fuzzy classification system that considers the order
of class importance. The assumption here is that a
set of training patterns and the order of class impor-
tance is given a priori. We compare the performance of
the proposed fuzzy classification systems and the con-
ventional ones for a real-world pattern classification
problem.

2 Classification Problem

Without loss of generality, we assume that
given training patterns are distributed over an n-
dimensional pattern space [0, 1]n. We also assume
that m training patterns xp = (xp1, xp2, . . . , xpn),
p = 1, 2, . . . ,m, from C classes are given a priori.

In many real-world problems, the misclassification
cost is different for different patterns. It is often the
case that misclassification cost is different class by
class. As an example let us consider the medical diag-
nosis of cancer where the task is to diagnose a tumor as
benign (not cancerous) or malignant (cancerous). Al-
though any misclassification should be avoided, more



attention should be put into the correct diagnosis of
malignant than that of benign tumors because the mis-
diagnosis of the cancer patient as not having the dis-
ease leads to much higher costs than the other mis-
classification. In this paper, we handle this situation
by specifying different misclassification costs for dif-
ferent classes and put more emphasis on minimizing
the misclassification costs rather than minimizing the
number of misclassified input patterns.

3 Fuzzy Rule-Based Classification

The proposed method is based on a fuzzy rule-based
classification system that was proposed by Ishibuchi et
al.[6]. A fuzzy rule-based classification system is com-
posed of a set of fuzzy if-then rules. The antecedent
part of a fuzzy if-then rule specifies a fuzzy subarea in
the pattern space while the consequent part describes
the class and the degree of certainty for the specified
fuzzy subarea. A fuzzy if-then rule is automatically
generated from numerical data that are given as a set
of training patterns. This section explains the genera-
tion of fuzzy if-then rules from given training patterns.

The following type of fuzzy if-then rules is used
in the fuzzy rule-based classification system for an n-
dimensional C-class pattern classification problem:

Rule Rj : If x1 is Aj1 and . . . and xn is Ajn

then Class Cj with CFj , j = 1, 2, . . . , N,
(1)

where Rj is the label of the j-th fuzzy if-then rule,
Aj1, . . . , Ajn are antecedent fuzzy sets on the unit in-
terval [0, 1], Cj is a consequent class (i.e. one of the
C given classes), CFj is the grade of certainty of rule
Rj , and N is the total number of fuzzy rules. We use
triangular-type membership functions in Fig. 1 for an-
tecedent fuzzy sets Aj1, . . . , Ajn. Figure 1 shows four
fuzzy partitions. We denote the number of fuzzy sets
in the unit interval as L. The total number of gener-
ated fuzzy if-then rules N depends on the dimensional-
ity of a pattern classification problem n and the num-
ber of fuzzy partitions L. For a ten-dimensional pat-
tern classification problem for instance, the total num-
ber of generated fuzzy if-then rules is N = 210 = 1024
when the number of fuzzy sets for each attribute is
specified as L = 2. While we use a homogeneous fuzzy
partition as in Fig. 1, it is also possible to use a hetero-
geneous fuzzy partition that reflects the distribution
of training patterns. In this paper only homogeneous
fuzzy partition is used because of the interpretability
of the fuzzy rule-based classification systems.
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Figure 1: Triangular-type membership function used
for antecedent fuzzy sets.

The generation procedure of fuzzy if-then rules con-
sists of three steps: specification of the antecedent
part, determination of the consequent class, and the
calculation of the grade of certainty. Once the number
of fuzzy sets L for each attribute is specified by an ex-
pert with the domain knowledge, the pattern space is
divided into Ln fuzzy subareas where n is the dimen-
sionality of a pattern classification problem at hand.
Thus the specification of the antecedent part of a fuzzy
if-then rule is already performed once a fuzzy subarea
to generate a fuzzy if-then rule is fixed. The conse-
quent part (i.e., the consequent class and the grade of
certainty) is determined from the given training pat-
terns [6]. In [15] it is shown that the use of the grade
of certainty in fuzzy if-then rules allows us to generate
comprehensible fuzzy rule-based classification systems
with high classification performance. In the following
we describe the remaining two steps in detail.

3.1 Determination of Consequent Class

The consequent class Cj for the fuzzy if-then rule
Rj is determined from a set of the given training pat-
terns xp, p = 1, 2, . . . , m. In [13] first the sum of the
compatibility is calculated for each class. Then the
class with the largest value is taken as the consequent
class of the fuzzy if-then rule. The procedure of deter-
mining the consequent class in the conventional fuzzy
rule-based classification systems is summarized as fol-
lows:

[Conventional determination of Cj]

Step 1: Calculate βClass h(j) for Class h as

βClass h(j) =
∑

xp∈Class h

µj(xp), (2)



where

µj(xp) = µj1(xp1) · . . . · µjn(xpn), (3)

µj1(·), µj2(·), . . . , µj(·) are the membership
function of the fuzzy sets Aj1, Aj2, . . . , Ajn,
respectively.

Step 2: Find Class ĥ that has the maximum value of
βClass h(j):

βClass ĥ(j) = max
1≤k≤C

{βClass k(j)}. (4)

Since the above procedure does not consider mis-
classification costs nor class importance, we propose
a cost-based determination method. In this approach
the consequent class of a fuzzy if-then rule is deter-
mined from its compatible training patterns. Let us
define the number of compatible training patterns for
Class k with the fuzzy if-then rule Rj as nk

j . A pat-
tern x = (x1, x2, . . . , xn) is compatible with the fuzzy
if-then rule Rj if the following condition holds:

µj1(x1) · µj2(x2) · . . . · µjn(xn) > 0, (5)

where µj1(·), µj2(·), . . . , µjn(·) are the membership
functions of antecedent fuzzy sets Aj1, Aj2, . . . , Ajn of
Rj . The consequent class of Rj is determined as the
class with the maximum misclassification cost among
the nk

j training patterns. We use a multiplication oper-
ator to calculate the compatibility of an n-dimensional
pattern with a fuzzy if-then rule in this paper.

The cost-based class determination procedure is
performed as follows:

[Proposed determination of Cj]

Step 1: Calculate nk
j for Class k, k = 1, 2, . . . , C.

Step 2: Find Class ĥ that is the most important (i.e.,
has the highest misclassification cost) among
those classes with nk

j as follows:

Costĥj = max
1≤k≤C

nk
j

>0

Costkj . (6)

3.2 Calculation of the Grade of Certainty

The procedure of calculating the grade of certainty
in this paper is different from that in [13]. In [13]
the grade of certainty CFj of rule Rj is determined as
follows:

CFj =
βClass ĥ(j)− β̄∑

h

βClass h(j)
, (7)

where

β̄ =

∑

h6=ĥ

βClass h(j)

C − 1
. (8)

On the other hand, the proportion of βClass ĥ(j)
over the sum of βClass ĥ(j), 1 ≤ h ≤ C, is used in this
paper. This is because the grade of certainty some-
times becomes an invalid value (e.g., negative) with
the conventional determination.

3.3 Fuzzy Inference for Classification

Using the rule generation procedure outlined above
we can generate N fuzzy if-then rules as in Equa-
tion (1). After both the consequent class Cj and the
grade of certainty CFj are determined for all N rules,
a new pattern x = (x1, . . . , xn) is classified by the fol-
lowing procedure:

Step 1: Calculate αClass h(x) for Class h, j =
1, . . . , C, as

αClass h(x) = max{µj(x) · CFj |Cj = h}. (9)

Step 2: Find Class h′ that has the maximum value of
αClass h(x):

αClass h′(x) = max
1≤k≤C

{αClass k(x)}. (10)

If two or more classes take the maximal value, then
the classification of x is rejected (i.e. x is left as an
unclassifiable pattern), otherwise x is assigned to Class
h′.

4 Computational Experiments

In the computational experiments performed to
evaluate our proposed classifier we use Appendix data
set. The appendix represents a seven-dimensional two-
class pattern classification problem. There are 106
patterns in the data set, 21 patterns from Class 1 and
85 from Class 2. We assume in the computational ex-
periments in this paper that Class 1 is more important
than Class 2.

We apply both the cost-based fuzzy classification
system and the conventional to the three data sets.
First we examine the performance of both fuzzy clas-
sification systems on the training data. That is, the
performance is measured on the whole data set that
is used to generate fuzzy classification systems. We
specified the number of fuzzy partitions L = 3 for
each axis. We show the experimental results in Fig. 2.



Figure 2: Results for training data.

Figure 3: Results for test data.

5 Conclusions

In this paper we have proposed a cost-based fuzzy
classification systems for pattern classification prob-
lems with an order of class importance. The task is
to minimize the total misclassification cost. Experi-
mental results demonstrated the effectiveness of the
proposed method compared to a conventional fuzzy-
rule classification system.
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