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Abstract 
In this paper, lip features are applied to classify the human 
emotion using a set of irregular ellipse fitting equations 
using Genetic algorithm. As South East Asian (SEA), is 
considered in this study. All six universally accepted 
emotions are considered for classifications. Lip is usually 
considered as one of the features for recognizing the 
emotion. In this work, three feature extraction methods are 
proposed and their respective performances are compared 
for determining the feature of the lips. The method which is 
fastest in extracting lip features is adopted in this study. 
Observation of various emotions of the subject lead to unique 
characteristic of lips. GA is adopted to optimize such 
irregular ellipse characteristics of the lip features in each 
emotion. That is, the top portion of lip configuration is a part 
of one ellipse and the bottom of different ellipse.  Two ellipse 
based fitness equations are proposed for the lip 
configuration and relevant parameters that define the 
emotion.  This has given reasonably successful emotion 
classifications. 
  
Keywords: Feature extraction, Irregular ellipse fitness 
function, Genetic algorithm, Face emotion recognition. 
 
1. Introduction 
In recent years, there has been a growing interest in 
improving all aspects of interaction between humans and 
computers especially in the area of human emotion 
recognition by observing facial expression. Ekman and 
Friesen developed the most comprehensive system for 
synthesizing facial expression based on what they call as 
action units [1]. In the early 1990’s the engineering 
community started to use these results to construct automatic 
methods of recognizing emotion from facial expression in 
still or video images [2]. Human being possesses an ability of 
communication through facial emotions in day to day 
interactions with others. Some emotions attracted most of the 
interest in human computer interaction environments. Double 
structured neural network has been applied in the methods of 
face detection and emotional extraction. In this, two methods 
are proposed and carried out; they are lip detection neural 
network and skin distinction neural network [3]. Facial 
action coding is given to every facial points. For example, 
code 23 is given for lip funnel, code 4 for eye brow lower, 
code 10 for chin raise etc. The cods are grouped for a 
specific facial emotion.  In order to determine the category of 
emotion, 15 facial points in a face-profile sequence has been 
recommended. The algorithm performs both automatic 

segmentation of an input video images of facial expressions 
and recognition of 27 AUs occurring alone or in combina-
tions in the input face-profile video. A recognition rate of 
87% is reported [4]. The motion signatures produced are then 
classified using Support Vector Machines as either non-
expressive or as one of the six basic emotions. The 
completed system is demonstrated in two simple but effect-
tive computing applications that respond in real-time to the 
facial expressions of the user, thereby providing the potential 
for improvements in the interaction between a computer user 
and technology [5]. The method uses edge counting and 
image correlation optical flow techniques to calculate the 
local motion vectors of facial feature [6]. Cauchy Naïve 
Bayes classifier is introduced in classifying the face emotion. 
The person dependent and Person-independent experiments 
shows that the Cauchy distribution assumption typically 
provides better results that the Gaussian distribution 
assumption [7]. The universally accepted categories of 
emotion, as applied in human computer interaction are: Sad, 
Anger, Joy, Fear, Disgust (or Dislike) and Surprise. In this 
paper, image preprocessing, filtering, edge detection methods 
that are suitable for feature extraction are presented and 
compared towards applying it to get lip features. A set of 
fitness function for the GA methods are also proposed as 
suitable for face emotion recognition. Such an approach of 
determining the emotions are highly suited for a personified 
face and cannot be common to all faces of all human being.   
A subject (South East Asian) as shown in Figure 1 has been 
used for emotion classification. The generalized process flow 
for the image processing, feature extraction and classifying 
the emotions is shown in Figure 2.   
 
2. Face Image Processing 
As the first step in image processing, the region of intesrest 
(ROI) has been selected in the acquired image. The ROI 
image is converted into grayscale image (0-256). 
 
 
 
 
 
 
 
 
 
  
 
 

Figure 1. The Angry Emotion SEA 



Before obtaining the filtered grayscale image, a histogram 
equalization method has been applied.Histogram equalization 
[8] improves contrast in the grayscale and the goal of 
histogram equalization is to obtain an uniform histogram.  
The histogram equalization method also helps the image to 
redistribute the intensity distributions as shown in Figure 3. 
New intensities will not be introduced into the image. 
Existing intensities values will be mapped to new values but 
the actual number of intensities in the resulting image will be 
equal or less than the original number of intensities. In the 
image sequence, the histogram equalized image is filtered 
using average and median filters in order to make the image 
smoother. Finally, Sobel edge detection method is applied to 
the filtered image. The cropped ROI lip region is shown in 
Figure 4. 
 
Noises are added to the cropped ROI lip region. The salt and 
pepper noise are added to the image. This type of noise 
consists of random pixels being set to black or white. The 
application of the filter such as average filter and median 
filter to the noise added image is to remove the unwanted 
noise. This method creates a two-dimensional filter and 
returns with a correlation kernel. Median filtering [9] is that 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

each output pixel is set to an average of the pixel values in 
the neighborhood of the corresponding input pixel. However, 
with median filtering, the value of an output pixel is 
determined by the median of the neighborhood pixels, rather 
than the mean. The median is much less sensitive than the 
mean to extreme values (called outliers). Median filtering is 
therefore better in the ability to remove these outliers without 
reducing the sharpness of the image. The median filter with 
various matrix sizes such as 3*3, 4*4, 5*5, 6*6, 7*7 and 8*8 
are applied. The 5*5 size matrix has been found to be 
suitable in removing unwanted noise in the image.  
 
Threshold has been performed to the filtered image by 
selecting a suitable threshold value. Various edge detection 
methods such as Sobel, Prewitt, Canny, Roberts and Log 
have been applied to the image. A comparison has been 
made among the edge detection methods and it is found that 
the Sobel edge detection method [9] performed well 
compared to other four methods. The sobel edge detection 
region of lip region is shown in Figure 5  
 
 
 
 
 
 
 
 
 
 
 
 
3. Feature Extraction    
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Figure 2. Process Flow of Image Processing 

Figure 5. Sobel Edge Detected Lip Region 

A feature extraction method is now to be applied to the edge 
detected image to extract features. Three feature extraction 
methods are considered and their capabilities are compared 
in order for adopting the one that is suitable for the proposed 
face emotion recognition problem. They are projection 
profile, contour profile and moments.  
 
The performance of each of the above described feature 
extracting methods can be compared with respect to 
processing time using the edge detected image of the lips. 
The processing time includes the image reading, 
preprocessing, filtering, edge detection and feature extraction 
processes. Table 1 shows the processing time for obtaining 
the lip features of all three feature extraction methods. The 
projection profile is found to perform well in feature 
extraction with regards to the processing time and is adopted 
here. The projection profile has been also found to have 
performed well in earlier works [10,11]. 

Figure 3. Histogram Equalization of Face ROI 
 
 
 
 
 
 
 
 

Feature Extraction 
Method 

Processing Time
(Seconds) 

Projection Profile 0.691 – 0.862 

Moments 0.865 – 0.892 

Contour Profile 23.07 – 33.31 

Table 1. Processing Time for Lip Feature Extraction

Figure 4. Cropped ROI Lip 



b1 4. Face Emotion Recognition using Genetic  
    Algorithm 
In the early 1970s, John Holland, one of the founders 
evolutionary computations, introduced the concept of genetic 
algorithm [12]. Genetic algorithm (GA), or GA is a heuristic 
method used to find approximate solutions to solve problems 
through application of the principles of evolutionary biology. 
GA adopts biologically-derived techniques such as 
inheritance, mutation, natural selection, and recombination 
(or crossover). GA is a particular class of evolutionary 
algorithms. A population containing a number of trial 
solutions each of which is evaluated (to yield fitness) and a 
new generation is created from the better of them. The 
process is continued through a number of generations with 
the aim that the population should evolve to contain an 
acceptable solution. GA is well known for optimization of 
nonlinear functions. It offers the best optimized value for any 
fitness or objective functions suitably selected for particular 
problems. 
 
GA has been applied in various applications which include  
in image processing, control, design of aircraft, robot 
trajectory generation, air-injected hydro cyclone 
optimization, multiple fault diagnosis, a hybrid technique for 
engineering design optimization the traveling salesman, 
sequence scheduling and quality solutions where nonlinear 
optimization are required [13] Some aspects of vision system 
and image processing methodologies have been discussed 
towards approximating the face as a best ellipse using GA. In 
the feature extraction stage, the GA is applied to extract the 
facial features such as the eyes, nose and mouth, in a set of 
predefined sub regions. Some simulation has been carried out 
[9]. A method that extracts region of eyes out of facial image 
by genetic algorithm has been suggested recently [14].    
 
The human lip shape is more of towards combination of two 
ellipse and we call this is as irregular ellipse. The word 
‘irregular’ means that the ellipse has two different minor 
axes wherein a major axes remains the same.  The 
preprocessed lip image is considered as a irregular ellipse. 
Lengths of minor axes of the lip feature for each emotion are 
computed.  In Figure 6, the whitened area of edge detected 
lip image for a particular emotion of SEA is shown. The 
major axis “2a” (considered to be fixed) and two minor axes 
are “2b1” and “2b2” (to be computed). This is shown in 
Figure7. A general form of the regular ellipse is defined by 
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A fitness equation is suggested in this work in order to find 
the two minor axes so that the emotion changes can be 
recognized. A fitness function, to be discussed latter, for 
applying GA, is derived to optimally compute semi-minor 
axes, b1 and b2, for the top lip area and bottom lip area 
respectively; emotions can thus be related to the values of   
b1 and b2.  
 
4.2 Fitness Function 
A fitness function is a particular type of objective function 
that quantifies the optimality of a solution (that is, a 
chromosome) in a GA problem so that that particular 
chromosome may be ranked against all the other 
chromosomes. A fitness value reflecting the amount of 
overlapping between the regions covered by the overlaid 
boundaries is computed for each chromosome. A pair of 
individuals are selected with a probability proportional to 
their fitness and mated to reproduce their next generation. 
The process is repeatedly performed with the same number 
of individuals of the previous epoch. The fitness function 
equation, Equation (2) and Equation (3) with b1 and b2 are 
derived based on the general ellipse equation, Equation (1).  
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In Equation (2) and Equation (3), X1 and X2 are variables 
which finally converged to optimized values as b1 and b2 
respectively.  White pixels of the preprocessed lip feature for 
each column are calculated. In Equation (2) and Equation 
(3), col(j) is sum of white  pixels occupied by jth column and 
row(i) is number of rows of white pixels in ith row. Equation 
(2) and Equation (3) are fitness equations of top and bottom 
lip respectively. 
  
4.3 Results and Discussion 
In this study on a SEA subject, six emotions and one neutral 
have been considered. The lip features have been given as 
input to the genetic algorithm to find the optimized values. 
The selected values of GA parameters are indicated in the 
Table 2. The process of optimization has been carried out for 
5 times for each emotion. This process of optimization is 
found to be giving favorable two minor axis value b1 and b2 
for top and bottom areas of the lips. Table 3 indicates the 
manually measured values of b1 and b2 and the 

Figure 6  Image Processed Lip for SEA 
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corresponding optimized values of X1 and X2. The emotion 
based on minor axes of the lip feature can now be estimated 
for the subject. The experiment result shows that the two 
minor axis (b1 and b2) of the lip feature are different for each 
emotion there by distinctions are possible.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
5. Conclusion 
In this paper, a set of suitable sequences in image processing 
and new fitness function for the GA application have been 
proposed for determining the top-lip and bottom-lip features. 
The face and lip are obtained under uneven lighting. In 
image processing task, the average and median filters are 
applied to smoothen the image. The Sobel edge detection is 
found to perform well for edge detection. The suggested 
sequence of image processing offers acceptable lip images 
compared to other methods suggested in this work. The lips 
are considered as an irregular ellipse. The GA is then applied 
to get the optimized values of the minor axes, b1 and b2, of 
the irregular ellipse by using a set of proposed fitness 
functions. These optimized values of minor axes indicate that 
the values b1 and b2 can be regarded as identifying the 
emotion. The new method has shown successful 
classifications emotion. The proposed method of emotion 
classification is a general approach to lips of any face. The 
parameters listed in Table 3 are for a personified face. Such a 
table look-up can be applied to a particular bed-ridden 
disabled dumb patient for identifying the patient’s reaction.  
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Generation 250 
Population size 20 
Fitness scaling Rank 
Selection Function Roulette 
Mutation  Gaussian  
Crossover Scattered 
Stall generation 50 
Stall time 20 

Manually 
Computed 

Value 

Optimized 
Mean Value by GA 

Emotions 

b1 b2 X1 X2 
Neutral 44 56 49.9294 47.7074 

Fear 38 57 40.8410 54.9664 
Happy 31 178 22.5574 74.1890 

Sad 44 16 45.5745 17.9480 
Angry 19 61 12.6218 64.5633 
Dislike 76 47 37.9206 41.9958 
Surprise 60 75 52.1640 77.4762 

Table 2 Parameter Settings 

Table 3 Classification of Emotion (SEA) 


