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Abstract 

 
This paper presents how it is effective to use many 

features for improving the speed and the accuracy of the 
visual servo systems. Some rank conditions which relate 
the image Jacobian and the control performance are 
derived. It is also proven that the accuracy is improved 
by increasing the number of features. Effectiveness of 
the redundant features is evaluated by the smallest 
singular value of the image Jacobian which is closely 
related to the accuracy with respect to the world 
coordinate system. Usefulness of the redundant features 
is verified by the real time experiments on a Dual-Arm 
Robot manipulator made in Samsung Electronic Co. Ltd.. 
 
1  Introduction 
 

Recently, robots can perform assembly and material 
handling jobs with speed and precision yet, compared to 
human workers robots, are hampered by their lack of 
sensory perception. To address this deficiency 
considerable research into force, tactile and visual 
perception has been conducted over the past two decades. 

Visual servoing is the fusion of result from many 
elemental areas including high-speed image processing, 
kinematics, dynamics, control theory, and real-time 
computing. It has much in common with research into 
active vision and structure from motion, but is quite 
different from the often described use of vision in 
hierarchical task-level robot control systems. Many of 
the control and vision problems are similar to those 
encountered by active vision researchers who are 
building robotic heads. However the task in visual 
servoing is to control a robot to cope with its 
environment using vision as opposed to just observing 
the environment. 

Most visual servoing problems can be considered as 
nonlinear control problems with the gray level of each 
two dimensional pixel array being an observation. The 
difficulty of the problem is the size and the nonlinearity. 
The size of the observation is larger than ten thousand 
and they have nonlinear interaction with each other. A 
few researches based on the stochastic models of the 
two-dimension observation are found, but most visual 
servoing schemes uses the features of the image as the 
observation. To manipulate objects with complex shapes, 
it is important to deal with complex features such as 

spheres and cylinders. However, the time extracting 
complex features will become too long based on limited 
hardware. Accordingly, visual servoing scheme which 
utilizes many features effectively is required. 
Furthermore exploiting the information carefully from 
the features will give robust and accurate control 
performance [4], [5], [6]. 

Sanderson et al. proposed a feature-based approach 
and defined the Jacobian of ideal inverse interpretation 
which was considered as the infinitesimal change of the 
relative position and orientation between the camera and 
the object in the environment. 

Newman et al. proposed an adaptive control law based 
on a single input single output model and a feature 
selection criterion were proposed [10], [11], [12].  The 
criterion addressed the choice of which feature should be 
used to control each actuator, where the number of 
selected features is equal to the number of the actuator. 
Feddema et al. [3], [4], [5], [6] also studied the selection 
method of the features to make the Jacobian good 
condition. Real time experiment of gasket tracking 
showed that the proper selection of features is necessary 
to minimize the effect of image noise. 

Papanikolopoulos et al. [5], [6], [7] experimentally 
examined many control algorithms including 
Proportional-Plus- Integral, pole assignment and linear 
quadratic gaussian. Some adaptive control schemes were 
also examined in [8]. These approaches do not consider 
to use the redundant features which are defined as the 
features whose number is more than the degrees of 
freedom of the robot manipulator. 

Chaumette el al. [8] and Espiau el al. [9] derived the 
interaction matrix, and introduced the concept of task 
function. Chaumette [2] extended the task function 
approach to the complex features. Jang and Bien [10] 
mathematically defined the  “feature”, and derived the 
feature Jacobian matrix. The authors [12] derived the 
image Jacobian, and used its generalized inverse and PD 
control to generate the hand trajectory. These schemes 
are based on the generalized inverse of the Jacobian. 
Redundant features can be used. However, the 
parameters to improve the control performance are very 
limited and the controllability of the redundant features 
are not discussed. 

The authors proposed a linearized dynamic model of 
the visual servo system and linear quadratic control 
scheme for redundant features [11], [13]. 



The controllability problem was discussed but the 
performance improvement by utilizing the redundant 
features was not presented. 

This paper presents how the control performance of 
the feature-based visual servoing system is improved by 
utilizing redundant features. Effectiveness of the 
redundant features is evaluated by the smallest singular 
value of the image Jacobian which is closely related to 
the accuracy in the world coordinate system. Usefulness 
of the redundant features is verified by the real time 
control experiments. To illustrate the accuracy of the 
redundant visual servo system, real time experiments on 
the Dual-Arm robot with eight joints are carried out. 
Translation and rotation step response with three, four 
and five features are examined in this experiment. 
 
 
2  System Modeling and Formullation 
 

The object image moves with the joint angle to the 
object image, which is composed of the kinematic model 
and the camera model as shown in Fig.1. Suppose that a 
camera is mounted on the robot hand and the object does 
not move. The kinematic model is a map from the joint 
angle to a position of the camera. Since the camera is on 
the robot hand, the camera position is uniquely defined 
by the joint angle θ  based on the kinematic structure of 
the robot. The camera model is a map from the position 
of the camera to the camera to the image of the object. 

 The object image is generated by the perspective of 
the relative position between the camera and the object. 
The perspective projection is a map between two 
different representations of the position of the object, i.e., 
the representations in the camera coordinate system 

and in the image plane [ ]TXYZ [ ]Txy . 
The perspective projection with  being the focal 

length of the lens is given by 
f
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Suppose that there are n feature points, namely 

, on an object and the 
corresponding positions in the image plane are 

. Assume that the shape and the 
size of the object are known and constant (i.e., the object 
is a rigid body). Then  for  become 
functions of the joint angle 

[ ]Tiiii ZYXp = ),....,1( ni =

[ ]Tiii yx=ξ ),....,1( ni =
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θ . Let us define a  

dimensional feature vector by . Then the 
system model for  feature points is defined by the map 

 from the joint angle 
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[ TT
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n
nm 2: RR →ψ θ  to the feature 

vector ξ as follows: 
( ) ξθψ ≅              (2) 

 
where  is the number of the joints of the robot. m

Since the task must be carried out in the nonsingular 
region of the robot, the nonsingular region is called the 

operation region . We restrict the robot motion 
in the operation region. Thus the robot Jacobian  robot 
is invertible in the working area. It is useful to introduce 
the feature manifold 

mR⊂Μθ

J

Μ , which is defined by 
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The features on the feature manifold is called the 

admissible features. If the features are admissible, then 
the robot Jacobian is invertible by definition. In equation 
(3), θ  represents joint angle. 

Differentiation of the system model yields 
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Fig. 1 System Modeling 
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where the mn×2  matrix is defined by J
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im
)(

 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−
+

−

+
−−

≅

i
iii

i

i

i

i
iii

i

i

ii
im

x
f
yx

f
fy

Z
y

z
f

y
f

fx
f
yx

Z
x

z
f

J 22

22

)(

0

0
     (6) 

 
and called the image Jacobian [12].  is the robot 
Jacobian expressed in the camera coordinate system. 
Since the vector  is the linear and angular 
velocities of the camera expressed in the camera 
coordinate system, J  becomes the infinitesimal 
change of the position of the camera. Moreover, 

 becomes the infinitesimal change of the 
features according to the infinitesimal change of the joint 
angles. 
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The degenerated features are the features for which 
the extended image Jacobian is not full rank. The 
degenerate features should be avoided because the 



inverse map (the map from ξ  to θ ) becomes singular. 
Thus, when the number of joints is , m
 

mJrank =)(θ                         (7) θθ Μ∈∀
 
is required for all admissible features. To satisfy this 
condition  is an obvious necessary condition, 
but it is not sufficient for some cases. 

2/mn ≥

For example, consider a general six degree of freedom 
. In this case,  is necessary. If )6( =m 3≥n 3=n , 
 the camera lies on the cylinder(Fig. 2) which 

includes the three points and the axis of which is 
perpendicular to the plane containing these points. For 
any attitude of the camera, J is singular. Thus 

6〈Jrank

3=n  is 
not sufficient and  is desirable. For the case of 

, we have the following theorem. 
4≥n

4=n
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Fig. 2 Singular Cylinder 

 
Theorem 1: Suppose that there are four points on a 

plane and the corresponding feature vector is admissible. 
Then the extended image Jacobian is full rank if any 
three feature points out of them are not collinear in the 
image plane. 

Proof : Let the plane on which the four points exist be 
.  Then  satisfies  

for . Substituting (1) into this yields 
rqYpXZ ++= iZ rqYpXZ iii ++=

4,,1L=i
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And substituting this into (6) yields 
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where  and  are defined by iM N
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Then we obtain , where ARM
c JMNJ = =M  

[ ]TTTTT MMMM 4321 . It is straightforward to see that 
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Thus M  is invertible because any three feature points 

are not collinear. On the other hand, if , the 
first six rows of  is linearly independent. If 

022 ≠+ qp
N 0== qp , 

the first four and the last two rows are linearly 
independent. Thus rank 6=N . finally, since all features 
are admissible,  is invertible. Therefore, the 
extended image Jacobian  is full rank. 
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3   Analysis of Visual Servoing 
 

For evaluating the performance of the feature-based 
visual servo system, it is useful to discuss the ratio of the 
joint angle error to the feature vector. The following 
theorem shows that increasing the number of the feature 
point is an effective way to improve the performance. 

Let the joint error be 
dθθθ −=∆  and the feature error 

be . Define the worst joint/feature error ratio 
, called sensitivity, as follows: 

dξξξ −=∆
ER

 

)(
1sup

min0|| J
ER

βξ
θ

ξ
=

∆

∆
=

≠∆
                   (12) 

 
where  is the minimum singular value of J . 

Then the sensitivity ER  decreases strictly by increasing 
the number of non-degenerated features on the object. 

)(min Jβ

Let  be the image Jacobian for n feature points and 
 be the image Jacobian obtained by adding an extra 

feature point to the already existing feature points. 
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where  is the  image Jacobian 
corresponding to the newly added feature point. It is 
straightforward to see that 
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The equal sign holds only if each row of  is 

linearly dependent to , i.e., only if  is not full 
rank. Since we assumed that the features are not 
degenerated, the equal sing should be dropped. Thus 

)1( +nJ
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adding extra feature points strictly increases the 
minimum singular value. 

This theorem says that we can reduce the joint angle 
error by increasing the number of feature points. 

Linearizing the model (2) with the feature vector 
being the state vector yields an uncontrollable model 
because ξ  can not move arbitrarily in [13]. A 
simple way to avoid this problem is to map 

n2
.R
Μ∈ξ   onto 

the tangent space of Μ by using the following 
transformation. 
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where  is the image Jacobian at the 

desired point[16]. Note that 
)( dd JJ θ=

z  and θ  are one-to-one in 
the neighborhood of . The dynamics of the feature 
error on the tangent space of the manifold  is given by 

dθ
Μ
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Thus, for a simple continuous time control law 

 with a positive definite constant matrix Kz−=θ& K  
yields an asymptotic stability if  is positive 
definite. It is shown that this condition is satisfied fairly 
large region about  [13]. 
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4   Experiments and Discussion 
 

As shown in Fig.3, the objects are white boards with 
three, four and five black marks. Three points are 
arranged to make a regular triangle with edge length 
120mm. Four points are on corners of a square with edge 
length 120mm. All marks are on a plane except the one 
of five points at the center of the square, which has 
height 60mm. Dual-Arm robot holds the objects and a 
camera(Fig.4). The world coordinate system 

 is at the base of the Dual-Arm robot. A 
nominal camera position is almost in front of the plane 
on which the marks exist. To avoid the singular 
cylinder(Fig.2) the optical axis and the normal axis of 
the object plane are not aligned. The distance is about 
1000mm. The features are the 

ZYX ωωω −−

x  and  coordinates of 
the center of the image of each mark. Computing their 
minimum singular values at the reference position gives 

y

 
35.0)( 3min == Jβ ,  

  65.0)( 4min == Jβ ,                       (17) 
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Thus accuracy of the position control of the camera in 

the 3D work space will be improved by using 5 features. 
We carried out many step tests to this observation. 

The first experiment is a step motion in vertical axis. 
The object is moved upward for 120mm (i.e., in  

direction). The camera is controlled to keep the features 
at the initial positions. Thus the initial values and the 
reference values are the same. The object motion is 
considered as a disturbance for the plots of the features 
in the image plane. On the other hand, the object motion 
becomes the step change of the reference position for the 
plots of the camera motion in the world coordinate 
system. Since Dual-Arm robot has only 6 degrees of 
freedom, the orientation of the object changed slightly. 
Thus, the reference orientation is [2.8, 0, -1.8] degrees 
expressed in the Euler angles, say 

Zω

φη,,p . 
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Fig. 3 Configuration of Feature Points 

 

 
Fig. 4 Experimental Setup 

 
Table 1. Specification of Dual Arm Robot 

Content Unit Spec. Remark 

1st Arm deg 180  
2nd Arm deg 450  
Z Axis mm 150  

Workspac
e 

R Axis deg ±180  
Maximum Reach mm (350+260)  

Payload Kg 2.5 High-speed
Max. Resultant Vel. m/sec 5.4 1,2 Axis 

Plane mm 0.05 1,2 Axis 
Z Axis mm 0.02  

Position 
Repeatabil

ity M Axis deg 0.05  
Weight Kg 200  

Coincident Control 
Axis No. EA 8Axis 

(4+4)  

 



 
 

 
Fig. 5 Response in Image Plane for 3 Points 

(Vertical Step) 
 
 
 

 
Fig. 6 Response in Image Plane for 4 Points 

(Vertical Step) 
 
 
 

 
Fig. 7 Response in Image Plane for 5 Points 

(Vertical Step) 
 

 
 

 
 

 
Fig. 8 Error in 3D for 3 Points (Vertical Stop) 

 
 
 
 

 
Fig. 9 Error in 3D for 4 Points (Vertical Step) 

 
 
 
 

 
Fig. 10 Error in 3D for 5 Points (Vertical Stop) 



Fig. 5 has six curves which show the x  and  
coordinates of the three feature points in the image plane. 
The horizontal axis is the time. The curves disturbed 
largely are the y  coordinates and the others are the 

y

x  
coordinates.  They are almost stabilized in two seconds. 
Fig.7 depicts the image coordinates of five points. All 
responses in the image plane are similar to each other. 

The plots in Fig.8 depicts the position errors of the 
camera for three feature points (measured in the world 
coordinate system). The error in  direction is 
diverging. However, as shown in Fig.9, the response of 
the camera position with four feature points is stabilized. 
It is sluggish, and it takes more than 20 seconds to 
stabilize the disturbance. Fig.10 is the response with five 
feature points. It is improved very much for both speed 
and accuracy. The steady state errors are smaller than 
5mm for all directions 

Yω

 
 
5   Conclusion 
 

In this paper, it has been presented how the control 
performance of the feature-based visual servo system is 
improved by utilizing redundant features. Effectiveness 
of the redundant features is evaluated by the smallest 
singular value of the image Jacobian which is closely 
related to the accuracy in the world coordinate system. It 
shows that the accuracy of the camera position control in 
the world coordinate system was increased by utilizing 
redundant features. Real time experiments on dual-arm-
robot were carried out to evaluate the improvement of 
the accuracy and speed by utilizing the redundant 
features. The results verifies that the minimum singular 
value of the extended image Jacobian plays an important 
role for performance improvement of the feature-based 
visual servoing. 
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