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Abstract
We propose an information filtering system us-

ing Independent Component Analysis (ICA). A
document-word matrix is generally sparse and has am-
biguity of synonyms. To solve this problem, we pro-
pose a method to use document vectors represented
by independent components generated by ICA. The
independent component is considered as a topic. Con-
cretely speaking, we map the document vectors into
topic space. Since some independent components are
useless for recommendation, we select necessary com-
ponents from all independent components by Maxi-
mum Distance Algorithm. We create a user profile
from transformed documents with Relevance Feed-
back. Finally, we recommend documents by the user
profile and evaluate accuracy of the user profile by 11-
point average precision. We carry out an experiment
to confirm the advantage of the poposed method.
Keywords: Independent Component Analy-
sis, Information Filtering System, User Profile,
Maximum Distance Algorithm

1 Introduction

As information technologies have been advanced, a
plenty of information are served in the Internet. It
has been difficult to find what we demand from large
amount of information by existing retrieval systems
since we cannot express our guery correctly. A lot
of researchers pay attention to developing information
retrieval systems which automatically select the infor-
mation depending on our interests.

The information retrieval systems with user’s inter-
ests have been studied. For example, there are rank-
ing methods that sort information depending on the
user’s interests and filtering systems which select the
information depending on the user’s interests. Since
documents usually have noise which worsens accuracy

of information filtering, it is a promising method to
cut off the noise from documents. It is reported that
the method such as LSA[1], which transforms docu-
ment space, is effective in denoising. The LSA focuses
on variance of documents and cuts off the components
of low variance for denoising.

We take account of independence of topics included
in documents and introduce Independent Component
Analysis (ICA) to obtain the topics. ICA is recently
used for signal processing, image processing and so
on. It has been already reported that the independent
components mean topics included in the documents in
applying ICA to documents[2][3]. We use the inde-
pendent components for transformation of document
vectors and improve recommendation accuracy of doc-
uments.

However, some components obtained by ICA are
unnecessary components(noise) for the object of in-
formation filtering. Though it is important to remove
the noise, there is no criterion to select the indepen-
dent components. Hence, to focus on the similar-
ity of topics, we use Maximum Distance Algorithm
(MDA)[4] which is often used in the field of pattern
recognition. This algorithm is applied to classifying
the independent components and extracting the useful
components for document recommendation. Then we
map the document vectors into the space which con-
sists of the selected topics and construct a user profile
with the transformed document vectors by relevance
feedback(RFB)[5]. Finally, to confirm the proposed
method, we carry out an experiment on test collection
(NTCIR2[6]).

2 Our proposed method

In this chapter, we explain a user profile, ICA and
MDA.



2.1 User Profile

A document vector is a row vector whose elements
are weights of words in a document. When the number
of words is n and the weight for the ith word is wi,
the document vector d is denoted as

d = [w1 w2 · · · wn]T (1)

where [·]T means transportation.
A user profile is also denoted by a row vector whose

elements are weights of words like a document vector.
Interesting words have large weights and uninteresting
ones have small weights. We construct the user profile
using RFB. The update fomula of RFB is denoted as

U = a
∑

i

Di − b
∑

j

Dj (2)

where U means a user profile, Di means an interest-
ing document, Dj means an uninteresting document.
Both a and b are arbitary positive numbers. When we
construct the user profile with documents, the weight
of the word included in the interesting document in-
creases.

2.2 Abstract of ICA and Space Transfor-
mation

In signal processing, ICA extracts independent sig-
nals from some mixed signals. When ICA is applied
to speech processing, observed variables are time series
data recorded by microphones and independent vari-
ables are source signals. On the other hand, when ICA
is applied to documents, the inputs of microphones
correspond to document vectors and the independent
components are equivalent to independent topics in-
cluded in the documents.

Now, we assume that m document vectors denoted
as x1, x2, · · · , xm are described with the combination
of n unknown topics denoted as s1, s2, · · · , sn. Each
topic vector is statistically independent and its mean
is 0.

A document vector matrix X and a topic vector
matrix S are denoted by equation(3).

X = [x1 x2 · · · xm]T

S = [s1 s2 · · · sn]T (3)

At that time, we assume X is linear combination of
topic vectors.

X = AS (4)

Here, A is an m n full rank mixing matrix. In addi-
tion, if the number of document is larger than that of

topic, the solutions are unspecified. Thus, we assume
m ≥ n. If A is known, we can obtain the generalized
inverse matrix A† of A easily. However, A† cannot be
generally found because the mixing matrix A is un-
known.

The purpose of ICA is to estimate a topic matrix
S with only observed variables X under the condition
where each topic is independent. In other words, ICA
finds a restored signal matrix Y which is statistically
independent using the restored matrix W in the fol-
lowing equation.

Y = WX (5)

In addition, by the property of evaluation criteria, a
magnitude and an order of the restored signals have
not been determined uniquely.

Fast ICA[7] is one of ICA solution algorithms. This
paper uses Fast ICA to find the independent compo-
nents. The update criteria by hyperbolic tangent to
find the independent components is equation(6).

w+ = E[Y g(wT Y )]− E[g′(wT Y )]w
g(u) = tanh(u) (6)

The independent components Y obtained by ICA
mean topics included in the documents. In this pa-
per, document vectors xi is mapped to the space con-
structed by the topics and represented with the topics.
Here, we construct a user profile with X̂ represented
by topics in equation(7).

X̂ = Y XT (7)

2.3 Abstract of MDA

Some topics obtained by ICA are unnecessary top-
ics for information filtering which worsen accuracy of
information filtering. For instance, a document about
GIS system includes topics such as city plan and in-
formation retrieval. Considering with land-use plan,
the topic of information retrieval is regarded as noise.
In this paper, to remove those topics, we apply MDA,
which does not have to decide the number of classes,
to categorize similar topics and select topics.

MDA is stated in the follow steps.

Step1 Set the threshold ratio r which denotes the dis-
tance between the farthest clusters.

Step2 Set topic y1 as cluster center Z1.

Step3 Calculate Di = min
j

(yi, Zj) for y2, y3, · · · , yn.

D(yi, Zj) is defined as equation(8).

D(yi, Zj) =
√

(yi − Z̄j)T (yi − Z̄j) (8)



Step4 Calculate l = max
i

Di and set the element of l

with yk.

Step5 If l/MAX > r, where MAX = max(Zi, Zj)
means the distance between the farthest classes,
make new class whose center Zj+1 is yk and
return Step3. Otherwise, go to Step6.

Step6 Output all classes.

After classification, we extract all components of a
class which has the most components. The compo-
nents in the class are considered as specific topics on
a theme. In other words, this selection method means
to extract the detail components for a main topic.

3 Experiment and result

3.1 Experiment environment and proce-
dure

The data for an experiment are the 625 documents
concerning with information retrieval from test collec-
tion NTCIR2. These documents have already been
evaluated whether each document is relevant or not.
In the documents, there are 34 relevant documents.

Each document is represented as a vector with vec-
tor space model[8]. As a methodology to represent a
document with a vector, at first, we apply morpholog-
ical analysis tool ChaSen[9] to documents and extract
nouns. After that, we remove stop words and high
frequency words thorough all documents. We set the
threshold of frequency with 20 documents. With the
above process, we get 5,948 words and the dimension
of document vector is 5,948. Using tf-idf, these words
are weighted.

We apply ICA to 625 document vectors and obtain
623 independent components. The number of topics is
less than the numbers of documents since some doc-
uments are dependent. Next we normalize the 623
independent components and remove the unnecessary
components with MDA. It has been already mentioned
in Section2.3 how to select the useful components. In
consequence, we select 324 topics. After that, we con-
verted input documents with the components selected
by MDA.

We use RFB for construction of a user profile in
cross validation. We provide 625 documents into 5
subsets which include 125 documents. The number of
relevant documents and non-relevant ones included in
each subset is showed in Table 1. We put 3 subsets to-
gether as training data for the construction of the user

profile and set the others with evaluate data. Hence,
we carry out experiments on 10 patterns of training
data.

In RFB, to make the ratio of relevant documents
and non-relevant ones set to 1:1, the coefficients, a
and b, in the equation(2) are defined as

a = +1
b = −Ni/Nj

(9)

where Ni means the number of relevant documents
and Nj means the number of non-relevant documents.

Finally, we recommend documents depending on
the user profile and evaluate accuracy of recommen-
dation with 11-point average precision ratio. The rec-
ommended documents are determined depending on
the similarity Si between the user profile and the ith
document vector Di. Similarity Si is defined as

Si = UT Di. (10)

We summarize the experiment in the following
steps.

Step1 Make document vectors with vector space
model.

Step2 Apply ICA to document vectors

Step3 Classify the independent components with
MDA and remove unnecessary components.

Step4 Transform the input documents.

Step5 Construct the user profile with RFB.

Step6 Recommend documents and evaluate the user
profile with 11-point average precision ratio.

Moreover, we construct the user profile with other
two methods to confirm the advantage of the proposed
method, which are construction of the user profile us-
ing only RFB with original documents and ICA and
RFB without topic selection.

3.2 Results

In this section, we show the result of the experi-
ment. Figure 1 shows recall precision curves and Table
2 shows 11-point average precision ratios.

Table 1: The Input Data.
@@@@ all set1 set2 set3 set4 set5
relevant 34 7 13 5 3 6

non-relevant 591 118 112 120 122 119



Figure 1: Imputation Precision with RFB.

Table 2: 11-points Average Precision Ratio.
Original ICA Euclid

0 0.458 0.463 0.638
0.1 0.420 0.432 0.535
0.2 0.325 0.368 0.525
0.3 0.301 0.346 0.459
0.4 0.270 0.320 0.381
0.5 0.257 0.288 0.325
0.6 0.238 0.237 0.250
0.7 0.152 0.198 0.165
0.8 0.095 0.160 0.122
0.9 0.080 0.103 0.106
1 0.248 0.085 0.092

Average 0.248 0.273 0.327

4 Discussion

From the Figure 1, the precision ratio of ICA ver-
sion becomes better than one of original version. This
is the reason why the concretization of topics con-
tributes the improvement of precision ratio. The pro-
posed method which selects topics with MDA also left
much better result than only ICA. Especially, the im-
provement is clear at low recall ratio points. We can-
not clearly recognize some precision ratios at high re-
call ratio points to become better in Figure 1. There-
fore, comparing the result from the viewpoints of 11-
points average ratio in Table 2, it is clearly found that
the proposed method can improve the precision ra-
tio. This is because the unnecessary components for
information filtering are removed with selecting com-
ponents.

5 Conclusion

In this paper, we proposed a new method to se-
lect necessary topics for information filtering using the
MDA and confirmed the advantage of the proposed
method. This gives that the accuracy of information
filtering can be improved with removing unncecessary
topics.

Since we deal with the one topic data in this ex-
periment, we will have to extend the data including
multiple topic in future.
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