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Abstract 
   In this paper, the effect of action selection in the 
learning of one-way communication between two 
agents using Q-learning is examined. The ratio of 
successful learning becomes larger when the receiver 
agent’s action selection is greedy and the transmitter 
agent’s action selection is not completely greedy but 
with a small random factor. From the analysis of the 
learning process, it is known that inappropriate map-
ping from states to signals in the transmitter agent 
sometimes breaks the mapping from signals to action 
severely in the receiver agents. Accordingly, the 
transmitter agent needs to find an appropriate map-
ping through exploration, while the receiver agent 
decides its action after the mappings is fixed in the 
transmitter. Accordingly, no exploration is necessary 
in the receiver agent.    
 
 
1. Introduction 

Communication plays a very important role in the 
supplement of insufficient observation, collision avoid-
ance and cooperative action in multi-robot and 
multi-agent systems. In order to learn a purposive com-
munication autonomously, evolutionary method[1] or 
reinforcement learning[2][3] has been used. Autonomous 
acquisition of one-way communication to supply the 
receiver’s insufficient observation has been exam-
ined[1][2]. However, it was not examined what kind of 
information should be transmitted, and whether the op-
timal communication can be acquired in any cases. Then, 
we also focused on the learning of one-way communica-
tion that supplies the receiver’s insufficient observation. 
For simple analysis, the number of agents is limited to 
two, those are a transmitter agent and a receiver agent. 
We have examined the reason why state confusion oc-
curred in some simulations[4]. In this paper, the effect of 
action selection in the learning of one way communica-
tion between two agents using Q-learning that the au-
thors discovered through the simulations is examined.  
 
2. Learning of one-way communication 
2-1 Task description 

In this paper, the learning of one-way communication 
that supplies the receiver’s insufficient observation is 
focused on. The simulation environment was decided 
referring to [1][2]. Fig.1 shows the image of one-way 
communication learning. Two agents called “male” and  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

“female” are assumed in a discrete environment. The 
male can move, but does not have sight. On the other 
hand, the female can’t move, but can transmit some sig-
nals to the male. The female’s input is the relative posi-
tion of the male, and its output is a communication signal. 
The male’s input is the communication signal and its 
output is a physical action. If the male touches the female, 
a reward is given to the both agents. The meaning of the 
communication signal is not given to either agent at all 
beforehand. Therefore, a transmitter agent has to learn 
what communication signal should be transmitted and a 
receiver agent have to learn to generate appropriate ac-
tions from the signal. If some common language can be 
built up between the male and the female, the contact can 
be repeated efficiently. 
 
 
2-2 Learning method for the both agents 

For the learning of the both agents, Q-learning is 
used. In Q-learning, state-action pairs are evaluated, and 
the action value is called Q-value. An agent chooses an 
action with the probability calculated from the Q-values. 
It is usually applied on a discrete action space. 
 
The algorithm of Q learning is as follows. 

(1) The agent observes a state. 
(2) The agent selects and executes an action. 
(3) The agent observes the state after the transition. 
(4) A reward  is received from the environment.  1+t
(5) Q-value is modified as 
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Fig.1 Learning of one-way communication  
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where α is a learning rate ( )10 ≤< α  
γ  is a discount factor ( )10 <≤ γ  

(6)  -> , and the flow returns to the step(2). t 1+t
For the female, the state  is the male’s relative posi-
tion, and the action  is the communication signal. For 
the male, the state  is the communication signal, and 
the action  results in a state transition. 
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a α  is 0.1, and 
γ  is 0.9 here.  
 
 
2-3 Action selection 
2-3-1 Boltzman selection 

When the state is x , the probability of the action 
 is calculated as, a
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where A  is a set of actions, and T  is a temperature 
coefficient. An action is selected almost randomly when 
T  is large. As opposite to it, when T  is close to 0, a 
little difference of Q-value has a great influence on the 
action selection, in other words, the action selection is 
almost greedy. In the following simulations, the initial 
value of T is 1.0, and it is gradually decreased exponen-
tially to 0.005. In the rest of trials, it was fixed at 0.005. 
The reason is that when it becomes smaller than 0.005, 
the computation on our computer becomes impossible. 
 
2-3-2 Greedy selection 
In greedy selection, there is no probabilistic factor and 
the action with the maximum Q-value is always selected. 
 
 
2-4 Flow of the learning 

The agents act in accordance with the following cycle. 
(1) The female detects the male’s state. 
(2) The female’s Q-value at -1 is modified. t
(3) The female transmits a signal to the male. 
(4) The male receives the female’s signal. 
(5) The male’s Q-value at -1 is modified. t
(6) The male makes an action. 
(7) If the both agents touch each other, the trial finishes, 

and they get a reward. In that case, they learn their 
Q-values at  according to Eq.(1) with  

 and the flow returns to (1). If 
the trial finished, =0, otherwise -> t +1. 

t
0),(max 1 =+ asQ t

t t
When =0, the step(2)or(5) is not executed. t
 
 
3. Simulation 

A simulation environment is shown in Fig.1. In this 
environment, the number of states, signals and actions 
are decided to be the same to match the condition of the 
both agents. All the initial Q-values are 1.0 here. When 
all the initial Q-values are set to be high, which is called 
Optimistic initial value, the effect of exploration can be 

realized even in greedy selection[5]. 
In this simulation, the number of the trials until the 

temperature coefficient reaches the minimum is varied 
for each agent in the case of Boltzmann selection, and 
successful learning ratio was observed. 
When the temperature coefficient T  reaches the mini-
mum value at the -th trial, the temperature at the 

-th trial is calculated as   
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N  is varied from 200 to 1000 with the interval of 200 
in each agent. The total number of trials is 1000. Fur-
thermore, the greedy selection is also employed. The 
average successful ratio over 1000 simulation runs for 
each combination of exploration ways of two agents is 
shown in Table 1. 

From this figure, it is known that the successful ratio 
is high when the male’s action selection is greedy, and 
the female’s one is Boltzmann selection with the tem-
perature decreased fast. On the other hands, the success-
ful ratio is low when the female’s action selection is 
greedy. 

Next, in order to examine the effect of the small ex-
ploration factor remaining due to the lower bound of the 
temperature, greedy selection was employed when the 
temperature reaches the minimum value 0.005. In the 
previous simulation, the action which does not have the 
maximum Q-value sometimes selected because of the 
probabilistic selection after the temperature coefficient 
reaches the minimum. On the other hand, in this simula-
tion, the action that has the maximum Q-value is always 
selected after the temperature coefficient reaches the 
minimum. 

The results are shown in Table 2. The successful ratio 
is higher than in Table 1 when the male’s action selection 
is greedy, and the female’s selection is Boltzmann selec-
tion. However, when the female’s action selection is 
greedy, and the male’s action selection is Boltzmann se-
lection, the successful ratio is lower than in Table 1. The 
reason why the successful ratio is high when the male 
temperature coefficient is decreased faster than the fe-
male can be thought that the male’s action selection be-
comes greedy in the early stage of the total trials.   
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Then, in order to investigate the reason of the difference 
of successful ratio depends on the action selection of the 
both agents, the change of Q-values in the learning proc-
ess is observed. The change of Q-values when the fe-
male’s action selection is greedy from the beginning is 
shown in Fig.3. The change when Boltzmann selection 
was employed and the temperature coefficient was fixed 
at 0.005 from the beginning is shown in Fig.4. Fig.(a) 
shows the change of female’s Q-values when the male is 
in the state 8 that is located 1 step before the goal, and 
Fig.(b) shows the change of male’s Q-values for the ac-
tion 8 that takes the agent from the state 8 to the goal, but 
is not rational for the other states. 
   From Fig.3,4, it is known that only one Q-value is 
higher after learning progressed in some degree, and the 
signal with the highest Q-value in the female corre-
sponds to the signals with the highest Q-value in the 
male. It is also known that the signal with the maximum 
Q-value was switched several times. Finally the female 
decides to select a signal in the state 8, and the male de-
cides to select the proper action from the signal. The both 

corresponding Q-values converged to 1.0. In Fig.3, the 
male’s maximum Q-value became large in the early stage 
of learning, but it decreased drastically. On the other 
hand, in Fig.4, the male’s Q-learning is slightly oscillat-
ing around a comparatively small value. It can be said 
that, in greedy selection, reconstruction of the sig-
nal-action pair occurs often and drastically, but in the 
Boltzmann selection, the learning is more stable.  

Table 1: Success ratio according to the number of 
trials when the temperature reached 0.005  

  The male’s number of trials until T=0.005
  greedy 200 400 600 800 1000

Greedy 87.1 44.7 38.7 30.2 19.8 9.8

200 100.0 82.0 77.0 61.1 32.2 7.6

400 99.9 80.1 78.8 61.0 36.0 9.9

600 99.1 64.8 62.4 57.4 34.9 9.0

800 81.9 41.0 36.4 32.1 21.8 7.6

Th
e 

fe
m

al
e’

s n
um

be
r o

f 
tri

al
s u

nt
il 

T=
10

00
 

1000 62.8 6.1 6.9 5.6 2.7 0.4

Then, the reason why the difference of successful ra-
tio and the change of Q-value due to the female’s explo-
ration factor in action selection is examined. An example 
to show the influence of one agent’s learning to the other 
agent’s learning is shown in Fig.5. The failure of the fe-
male’s learning means that the female selects the same 
signal in two or more states. For example, when the fe-
male transmitted the signal 1 in the both state 1 and 8, 
the male continues to select the action 8 as long as the 
signal 1 is received and the action for the signal 1 is not 
switched by the greedy selection of the both agents. Ac-
cordingly, signal-action mapping is broken not only in 
the state 1 but in the state 8, and learning has to be done 
again from scratch.  

Table 2: Success ratio according to the number of 
trials when the action was changed to greedy se-
lection after the temperature reached 0.005. 

On the other hand, in the case of the failure of the 
male’s learning, the male selects the same action for the 
different signals even though the female assigned signals 
appropriately. For example, although the female trans-
mits the signal 1 at the state 1 and transmits the signal 2 
at the state 8, the male selects the action 8 in either case 
of the signal 1 or the signal 2. Then, for the male, 
Q-value of the action 8 on the signal 1 decreases, and for 
the female, Q-value of the signal 1 on the state 1 also 
decreases. However, in this case, it gives no influence on 
the Q-values at the state 8. So, insufficient learning of 
the female breaks the generation of the right action also 
in other states in the male, while insufficient learning of 
the male breaks the signal only at the state in the female. 
That is supposed to be the reason why the successful 
ratio becomes larger when the male’s action selection is 
greedy, and the female’s action selection is not com-
pletely greedy, but with a small random factor.  

  The male’s number of trials until T=0.005
  greedy 200 400 600 800 1000 

greedy 87.1  84.0 67.2  40.5  20.3 9.8 

200 90.5  86.9 75.9  47.9  22.4 10.4 

400 90.5  90.9 83.4  65.2  28.7 11.9 

600 90.4  87.9 85.9  77.8  53.0 14.4 

800 83.8  84.4 85.8  79.3  54.5 18.6 
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  Finally, in order to investigate how the learning pro-
gressed in the both agents, the number of steps since 
which the action with the maximum Q-value was not 
switched was observed. The result shows that the action 
with the maximum Q-value began to be fixed from the 
state that is close to the goal, and then, the range where 
the action was fixed spreads to the far states from the 
goal gradually. Furthermore, the time when the female 
fixed its signal is slightly earlier than the number of steps 
when the male fixed its action. That must be also because 
the female’s insufficient learning sometimes breaks the 
male’s proper mapping from the signal space to the ac-
tion space. 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Conclusion 
   In this paper, the effect of action selection in the 
learning of one-way communication between two agents 
using Q-learning was examined. The successful ratio 
became higher when the receiver agent’s action selection 
is greedy, and the transmitter agent’s is not completely 
greedy but has a small random factor. 
   By observing the change of Q-values and the number 
of the steps when the both agents determine their actions, 
it is found that insufficient learning in the female may 
break learning fatally.  
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Fig.6 Change in the Q-value when the female’s 
action selection is Greedy-selection 

Fig.7 Change in the Q-v lue when the female’s 
action selection is oltzmann-selecti
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Fig.3 Change of the Q-values when the female’s 
action selection in greedy selection   

Fig.4 Change of the Q-values when the female’s 
action selection is Boltzmann selection  

(b) When the mapping in the male is not appropriate 
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Fig.5 The influence of one agent’s learning to 
the other’s learning 


