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Abstract

The statistics of the neighborhood gradients in an
image can yield useful descriptions of target fea-
tures. This paper presents a new approach, which
is iterative and begins with the detection of all po-
tential correspondence pairs, on auto-correlation re-
laxation algorithm by using those features to match
image clips. Each pair of matching points is as-
signed a number representing the probability of its
correspondence. The probabilities are iteratively re-
computed to get global optimum sets of pairwise re-
lations. This algorithm could be found wide applica-
tions of matching video frames, industrial detection
recognition and so on.

1. Introduction

Image matching is the problem of ånding correspon-
dence points in two or more images of the same
scene, traditionally. Recently, many researches also
show their interest in image stream, which is large
amount of information for 3-D image reconstruction
from 2-D images.
Two image points p and p0 match if they result

from the projection of the same physical point P in
the scene, a property that is often approximated by
a similarity constraint requiring, for example, p and
p0 to have similar intensity or color. The desired out-
put of an image correspondence algorithm is a dis-
parity map, specifying the relative displacement of
matching points between images. The image corre-
spondence problem is inherently under constrained
and further complicated in image stream and also by
the fact that the images typically contain noise. Tra-
ditional approaches thus either try to only recover a
subset of matches, or make additional assumptions.

The feature based matching problem can gener-
ally be fall into three categories: matching points,
curves, and areas. Point based matching is, for
a location in one image, to ånd the displacement
that aligns this location with a matching location in
the other image [5][7][12]; curve-based matching is
by analysis of the similarity and compatibility be-
tween curves in diãerent images [2][3][4]; area based
method yield a dense disparity map by matching
small image patches as whole with respect to ge-
ometry, textures [6][8][10][11]. Theoretically, point
correspondences, which matches points with a cer-
tain amount of local information, are the robust
way. Traditional point based approaches, however,
have two foundational diéculties when applied to
more general scenes. First, they usually assumed
known camera geometries for stereo matching, so
less point's relation in one image considered. Sec-
ond, the similarity constrains are seriously required.
We depict the attributes of a target by its signiå-

cant energy points. Our idea to understand a target
is from its points of this target to its lines, from
its points to its lines and areas. This is related to
manipulate our knowledge database in our further
works. If the proposed auto-correlation approach is
used alone, it also gives very satisåed results [14].

2. Auto-correlation model

Let I(X)(also denoted as I),X=fxijxi2X ;X ö Rng,
be the image function in an image frame. Given the
shift of X as ÅX, the auto-correlation function is
deåned as:
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Å2
(1)



where X presents the global position in the working
window w . According to the Taylor expansion, in
the case of Xö R2, we rewrite the elements in X as
x, y, the item I(X +ÅX) has:

I(X +ÅX)

= I(X) + Ix(X)Åx+ Iy(X)Åy+;ÅÅÅ
ô I(X) +rI(X)(ÅX)t (2)

where Ix=@I(X)=@x, Iy=@I(X)=@y. Substituting
the above approximation (2) into Eq.(1), then
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I(X) is smoothed as I(X) by a Gaussian G. Then
we write Q(X) as rI(rI)t, build up a transform
relation H(X) in a local window about X.
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Xà

rI(rI)t
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whereG is with standard deviation one, Gx=@G/@x,
Gy=@G/@y. T (X) is a weight mask to weight the
derivatives over the window. In (5), I=I(X), there
are relations @I/@x=@/@xÉI, @/@xÉ(GÉI)=(@/@xÉ
G)*I=@G/@xÉI. H(X) captures the local struc-
ture. The eigenvectors of this matrix are the princi-
pal curvatures of the auto-correlation function. We
consider a cost functionM(X) :

M(X) / H1 +H2 (6)

where H1, H2 are the determinant and trace of
H(X) respectively. We can get some image energy
points, called interest points, by (5) and (6). An
example ofM(X) is illustrated in Fig.1 and Fig.2.

3. Probabilistic relaxation algorithm

Assume that there be two local windowsA0m ö I(X)
and A0n ö I(X +ÅX). Let Am=fxmg be the set of
all interest points in the årst starting image that is
input state space, and An = fyng the interest points
in the second image that is output state space. Let
cmn be a vector connecting points xm and yn (thus
yn=xm+cmn). Let the probability of correspon-
dences of two points xm and yn be Pmn. Two

Fig.1: An original image.

Fig.2: Distribution of the global correla-
tion about Fig.1.

points xm and yn can be considered potentially cor-
responding if their distance satisåes the assumption
of maximum velocity,

jxm Ä ynj î Dmax (7)

where Dmax is the maximum distance a point may
move in the time interval between two consecutive
images. Two correspondences of points xmyn and
xkyl are termed consistent of

jcmn Ä cklj îDdif (8)

where Ddif is a pixel distance deviation. Consis-
tency of corresponding point pairs will increases the
probability that a correspondence pair is correct.
We Determine the sets of interest pointsAm ö A0m ö
Ii(x), An ö A0n ö Ij(x), and construct a data struc-
ture as follows:

[xm; (cm1 ; Pm1); (cm2 ; Pm2); . . . ; (NoV
É; NoPÉ)]

where Pmn is the probability of correspondence of
points xm and yn , NoV É, and NoPÉ are special
symbols indicating that no potential correspondence
was found.
We initialize the probabilities P (0)mn of correspon-

dence based on local similarity {if two points cor-
respond, their neighborhood should correspond as
well:

P (0)mn =
1

1 + kp!mn

í
1ÄP (0)(NoV É;NoPÉ)

ì
(9)



where P (0)(NoV É;NoPÉ) is the initialized probability of

no correspondence, kp is a constant and

!mn =
X
Åx

[Im(xm ÜÅx)Ä In(yn ÜÅx)]2

(10)

Åx deånes a neighborhood for image match testing

{ a neighborhood consists of all points (x + Åx),
where Åx is deåned as a symmetric neighborhood
around x.
We iteratively determine the probability of corre-

spondence of a point xm with all potential points yn
as a weighted sum of probabilities of correspondence
of all consistent pairs xkyl, xk are neighbors of xm
and the consistency of xkyl is evaluated according
to xm, yn. A quality qmn of the correspondence pair
is deåned as

q(sÄ1)mn =
X
k

X
l

P (sÄ1)kl (11)

where s denotes an iteration step, k refers to all

points xk that are neighbors of xm, and l refers to
all points yl ö An that form pairs xkyl consistent
with the pair xmyn.
The probabilities of correspondence are updated

for each point pair xm, yn.

P̂ (s)mn = P
(sÄ1)
mn (ka + kbq

(sÄ1)
mn ) (12)

where ka and kb are preset constants. They deal

with the convergent speed of Pmn. Normalize

P (s)mn =
P̂ (s)mnP
j P̂

(s)
mj

(13)

Those interest points that hold high probabilities
that obviously diãer from those interest points with-
out correspondences. Repeat (11) (12) and (13) un-

til the P (s)mn>Pthr (threshold) is found for all points
xm, yn.

4. Experiments and discussions

To show availability of the presented approach, ex-
periments are executed by matching image stream.
A starting image is given in Fig.3. To illustrate
the method easily, we have made an 11-points-based
contour model as shown in Fig.3. Details how to
make this contour can be found in [7][15][16], but
beyond scope of this paper. As shown in Fig.4, one
small window is selected in our experiment. Be-
cause the experiment is to match image stream, the
second frame for matching should take into account
this displacement with the respect to time t, and

Fig.3: Stating clip from image stream.

Fig.4: Local window selected.

this is the reason why Fig.6 gives the larger win-
dow in it. The frames should be referred to the
same center. Comparing Fig.5 and Fig.6, we can
ånd 8 pairwise relations are detected from A0m and
A0n. Fig.7 and Fig.8, the images zoomed in, show us
surprising good results.
From Fig.3 to Fig.8, the entire experimental im-

ages are in the form of gray. In the case of color
image, color images can bring us more detail im-
age energy distribution and less similarity than gray
ones. So this method is also recommended to the
color case.

5. Conclusions

This paper presents a new matching approach with-
out camera calibrations. The matching principle
is based on the probabilistic relaxation under local
image energy constraints. This algorithm can ånd
contributions to image classiåcation [14] and object
tracking [7][15][16]. We also recommend this tech-
nique to visual based intelligent navigation.
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Fig.5: Matching results of Fig.4.

Fig.6: Matching results of the clip following Fig.4.
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