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Abstract
We propose a way to study cognitive robotics

whereby one completely departs from a task-centered
methodology. The new approach, ”radical epigenetic
robotics”, tries to chart new territory, likely not ex-
plored by task-centered approaches because there one
starts with a certain cognitive task for a robot and
then tries to come up with suitable ”control” mecha-
nisms in order to achieve this specific task. Arguably,
this approach has a high risk of making many task-
specific assumptions and of leaving unexplored possi-
ble mechanisms. To avoid these problems, radical epi-
genetic robotics starts not with an outside cognitive
task, but from the inside, with the ”control” mecha-
nism, which we call ”cognitive substrate”; the design
of this ”cognitive network” is the focus of research, re-
sultant cognitive competencies of a robot are tested,
ex post facto.

Keywords Epigenetic robotics, cognitive sub-
strate, designer’s dilemma

1 Introduction

The aim of this paper is to propose and justify a
way of studying the fabrication of cognizers (in the
form of robots) that jettisons one of the central as-
sumptions in the field of cognitive robotics, viz., that
one has to start from the cognitive competency that
one wants to model. Only then, the assumptions goes,
can one try to understand what mechanism to use to
make progress. We turn things around: we start with
the mechanism and then study what cognitive compe-
tencies result. We argue here, that this approach—if
properly construed—is not at all foolish or blind (that
is lacking a tangible goal).

Our approach, tentatively called ”radical epigenetic
robotics” (to be explained below), completely departs

from standard task-centered methodologies. In a task-
centered approach one starts with a certain cognitive
task for a robot—say, wall-following, map-learning,
gesture recognition, playing soccer, six-legged walking,
learning of movement by imitation, object perception
and learning, etcetera—and then tries to write devel-
opmental programs [1], evolve controllers [2], design
behaviors [3], formulate knowledge to reason about[4]
or somehow come up with suitable sensor-effector-
mappings in order to achieve this specific task. While
there is nothing wrong with this approach, one could
argue that it (a) has a high risk of making many task-
specific assumptions and (b) leaves unexplored possi-
ble ”control” mechanisms.

Radical epigenetic robotics does not try to replace
or compete with such task-centered approaches. It is
complementary by trying to chart new territory; ter-
ritory likely not explored by common approaches for
reasons (a) and (b). In the next section we elaborate
on why (a) and (b) are so common and why they can
be problematic. In section 3 we take a quick look at
the different flavors of robotics out there to position
our approach and loosely define some important terms
(such as ”radical” and ”epigenetic”). In section 4 we
outline our proposal and in section 5 we elaborate on
cognitive substrates. We conclude the paper with a
discussion of some difficulties of our approach.

2 Problems with Task-Centered Ap-
proaches

[W]e must admit the likelihood that top-down reverse
engineering will simply fail to encounter the right

designs in its search of design space [5, p. 258]

Task-centered approaches—i.e. approaches that
start with a certain cognitive task to be modelled—to
repeat, can be said to (a) have a high risk of making



many task-specific assumptions and (b) leave unex-
plored possible ”control” mechanisms. Why is this so
and what are the problems?

Regarding (a), there are of course good reason for
simplifying assumptions. As Dennett [6, p. 308] puts
it, ”AI research, like all other varieties of research on
this huge topic [understanding how the brain works -
AIK], must make drastic oversimplifications in order
to make even apparent progress.”

However, such assumptions are often implicit and
since they are made on a case-by-case basis this leads
to many possibly incompatible models. An often
voiced critique of artificial intelligence is that it works
under the unjustified assumption that all the models
in its different subfields will eventually be put together
to result in truly intelligent systems that can, say, pass
Harnad’s Total Turing Test [7]. The critique is based
on precisely the fact that many researchers work un-
der different simplifying and implicit assumptions that
can lead to utterly incompatible models.

As far as (b) is concerned, one could argue that by
having a certain task in mind, one is likely to choose
ways of achieving this task by utilizing techniques that
will obviously or most likely work. In such a methodol-
ogy, there are good reasons not to try out many (pos-
sibly much simpler) mechanisms for, at first sight, they
may just not look appropriate for the task at hand; and
so, as the epigraph states, one may ”simply fail to en-
counter the right designs.”

3 Oh No, Not Yet Another Robotics!

There are now a large number of different ap-
proaches to cognitive robotics. One finds (the orig-
inal) cognitive [4], behavior-based [3], developmental
[1], cognitive developmental [8], epigenetic [9], evolu-
tionary [2], and adaptive neuro-robotics [10]. As it
stands, the boundaries between them are not clear-cut,
but what all these approaches, in one way or another,
are addressing is how to get more out of the robots
than was (and could have been) designed for; that is
to have ”control” mechanisms that do more than just
control (whence the quotes).

The original cognitive robotics [4] was concerned
with sense-plan-act style cognition where the planning
component was based on logical programming lan-
guages, such as Golog. Cognition here was construed
as reasoning about X, where X could be anything from
goals, to perceptions, to actions, and so forth. Logi-
cist cognitive robotics ignores learning and develop-
ment setting it apart from the other approaches men-
tioned, which acknowledge that cognitive robots have

to be ”beneficiary of a longish period of infancy” [11,
p. 157] in which certain cognitive structures develop
and organize, rather than being fixed by the designer.

Our proposal shares this emphasis on epigenetic de-
velopment, i.e., the development determined primarily
by interaction rather than genes (that is a prior de-
sign), in the sense of Piaget [9]. Whatever the name,
all approaches just mentioned are task-centered. The
point of departure, and novelty, of our approach is that
we believe that only by shifting the focus from specific
tasks to appropriate, plausible ”control” mechanisms
(see below) can the the problems associated with task-
centered approaches be avoided. This shift of focus to
an inside-out approach is what we mean by ”radical”.

Dennett’s quote above continues: ”There are many
strategies of simplification, of which [...] five, while
ubiquitous in all areas of mind / brain research, are
particularly popular in AI. [...] Many of the best-
known achievements of AI have availed themselves of
all five [...] strategies of simplifications [...]. Some crit-
ics hostile to any efforts in cognitive science enabled
by these strategies, but there is no point in attempting
to ’refute’ them a priori [emphasis added - AIK]. Since
they are strategies, not doctrines or laws or principles,
their tribunal is ’handsome is as handsome does.’” So,
rather than further argue against such simplifications
we leave it at having justified our approach via (a) and
(b) and take it (again) with Dennett [6, p. 309]: ”one
might just adopt some rival strategy or strategies, and
let posterity decide which are the most fruitful.”

4 Radical Epigenetic Robotics

To avoid problems (a) and (b), radical epigenetic
robotics proposes to not start with a task-specification
(outside), but focus on the inside mechanisms first.
The five strategies of simplification mentioned above
by Dennett are, in short, as follows:

• ignore both learning and development;

• ignore how isolated subcomponent under study
might be attached to the larger system;

• hope that scaling-up from toy problem to real do-
main will be a straightforward extrapolation;

• bridge various gaps in one’s model with unrealistic
stopgaps; and

• avoid the complexities of real-time, real-world co-
ordination.



Our research program tries to find new mechanisms
that precisely don’t make any of these assumptions,
thats what we mean by appropriate. Since we aspires
to avoid these simplifications, clearly, something else
has to give. That something is that we will initially
have to make do with the fabrication of rather simple
proto-cognition. However, by definition, an appropri-
ate mechanism will, e.g., scale well, make additions of
new components easy, not introduce makeshifts whose
fixing turns out problematic.

To be plausible, the mechanisms we investigate try
to avoid as many known problematic assumptions as
possible, such as e.g. regarding encodingist represten-
tation [12]. So, to be plausible, they must, e.g., be
radical constructivist [13], interactivist [12], and there
are other criteria. They must also offer a solution to
what we call the Designer’s Dilemma. Since we are
talking about fabricating cognizers, qua artifact, there
must be something that the engineer designs. We now
know that neither behaviors nor knowledge are the
right level we can design for cognition (this assertion
is irrespective of whether we use machine learning or
not) because the designer just cannot anticipate (and
hence not accommodate) an infinite number of cases.
The Designer’s Dilemma forces us to focus on a level
where we can (in principle) have complete knowledge,
that is, not the cognitive task but the level of the cog-
nitive substrate, as we call appropriate and plausible
mechanisms for the fabrication of veritable cognizers.

5 Cognitive Substrates

We shall call an appropriate and plausible ”control”
mechanism cognitive substrate. By cognitive substrate
we mean, roughly: the layer underlying or bringing
about cognitive capabilities; so we could call the ani-
mal brain a ”neurobiological cognitive substrate”. The
volume in design space of ”control” mechanisms that
we are specifically targeting is located where one finds
what Varela et al. [14] have called ”cognitive net-
works”.

It would now be rather foolish to blindly try to find
such mechanisms such that if implemented on a target
robot architecture would lead to ”interesting” behav-
ior or what Beer calls minimally cognitive behavior
[15]. We therefore urge to base the development of
such cognitive substrates on a solid theoretical founda-
tion, on a ”general theory of cognitive systems”. Apart
from the animal brain, biologist have also for a while
been speaking of the immune system as a ”biological
cognitive network” [16] with—though very much sim-
pler [17]—similar capabilities to the brain (memory,

perception, etc.). And if one looks at the literature on
so-called complex adaptive systems one cannot help
but notice the cognitively laden vocabulary used to
talk about these systems. Though these parallels have
been noticed and also lead to interesting applications,
more general theoretical work is outstanding. We can,
nevertheless, already guess at what our cognitive sub-
strate might look like: a self-organizing, synergetic
network of loosely-coupled anticipating self-sustained
oscillatory elements.

The reader might now object, How is this different
from research into artificial neural networks (ANN);
isn’t that just such an approach where you start with a
mechanism (the inside) and then see what you can do
with it (the outside)? The quip reply to this objection
is: maybe, but nobody ever put ANN’s in robots just
to study ”what happens”. Besides, ANN’s wouldn’t
be under such heavy fire from workers pointing out
what ANN’s cannot do to realize whole cognizers if
they were even a suitable tool.

Whether ANN’s (whatever kind you look at) have
serious short-comings that rule them out as cognitive
substrate (and they do) is besides the point. However,
how to ”hook up” the sensors and effectors of a robot
with an ANN (whatever kind) to produce some form of
proto-cognition is precisely the point of contention. Of
course, you could just as well take ANN’s and embark
on the research program we propose. This hasn’t been
done yet and it is an open problem, whether any proto-
cognition would be producible. That is, of course, if we
start with a network which hasn’t been already trained
for a certain task, for in radical epigenetic robotics,
there are no a priori tasks to train an ANN for.

6 Conclusion

Is this optimistic prospect an illusion? Is this
bottom-up project as hopeless as trying to build a

tower to the moon? You can’t get there from here,
say [...] the skeptics. Don’t even try. [18, p.196]

The radical epigenetic robotics approach proposed
could perhaps be express by stating: ”Let the robot
think what it wants and do what it wants”. As thus,
the approach has a number of obvious disadvantages
compared to other approaches and will likely face dif-
ficulties (and because of that, perhaps outright rejec-
tion). For example, since we start with a (theoret-
ically motivated) cognitive substrate, and hopefully
some predictions made by the theory as to the ex-
pected behavior of the system, the question remains
how to evaluate resultant behavior of a robot. What



counts as proto-cognition and how can it be verified to
be veritable, i.e., attributable to the cognitive robot
itself, and not some human designer. However, this
problem of evaluation is an highly interesting problem
by itself. Perhaps what is needed are new sciences of
cognitive robot psychology and ethology.

A second problem (though not of the approach as
such) is that the ”general theory of cognitive systems”
on which to base our proposed cognitive substrates
doesn’t yet exist. However, there are hints in the liter-
ature, such as a criterion differentiating cognitive from
non-cognitive systems [16, 17]—we might want to call
”Hershberg-Efroni-criterion”—which states, that ”in
a cognitive system the capabilities of the system are
not preordained merely by the plan of the system but
need interaction with their environment to define them
exactly.”

We are in an early phase of developing this new
approach, but think it is timely to start debate.
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