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Abstract

Some supervised learning rules have been already
proposed for pulsed neural network (PNN). Those
learning rules use information expression with pulse
frequency, however, does not use that with pulse tim-
ing. Therefore, the conventional learning rules can-
not learn pulse timing, although it is important to
adjust input/output (I/O) pulse timing of network.
The purpose of this paper is to propose a supervised
learning rule adjusting I/O pulse timing for PNN. In
the proposed method, pulse timing error and pulse
frequency error are corrected by adjusting transmis-
sion delay and synaptic weight among neurons. Re-
sults of computational experiments indicate that the
proposed method enables learning of pulse timing in
multi-layered feedforward PNN.

1 Introduction

Pulsed Neural Network (PNN) has been getting at-
tention recently as one of neural network models which
is proper for temporal data processing. As for learning
for PNN, Hebbian learning has been proposed[1][2].
Hebbian learning is one of unsupervised learning rules,
and enables to optimize the internal state of network.
However, Hebbian learning cannot construct a net-
work which can represent required input/output (I/O)
temporal data mapping. In order to construct a net-
work which can represent required I/O mapping, su-
pervised learning rules are necessary. Some super-
vised learning rules have been already proposed for
PNN[3][4]. Those learning rules use information ex-
pression with pulse frequency, however, does not use
that with pulse timing. Therefore, the conventional
learning rules cannot learn pulse timing, although it
is important to adjust I/O pulse timing of network.

The purpose of this paper is to propose a supervised
learning rule adjusting I/O pulse timing for PNN. In
the proposed method, pulse timing error and pulse fre-
quency error are corrected by adjusting transmission

delay and synaptic weight among neurons. We verify
the effectiveness of the proposed method by computer
simulation. Results of computational experiments in-
dicate that the proposed method enables learning of
pulse timing in multi-layered feedforward PNN.

2 Pulsed neural network

This study uses a leaky integrate-and-fire neuron
model which is the same model used by Gerstner et
al[1]. and Eurich et al[2]., so the behavior of this neu-
ron model is explained briefly.

A presynaptic neuron j and a postsynaptic neuron
i is connected with a synaptic weight wi,j0 by synapse.
A set of firing time T j of the neuron j and a set of
arrival time T i,j

d at which pulses of the neuron j reach
the neuron i are defined as follows:

T j = {tjν ; 1 ≤ ν ≤ nj} = {t | yj(t) = 1}, (1)

T i,j
d = {ti,jd,ν = tjν + τ i,jd ; 1 ≤ ν ≤ nj}, (2)

where nj is the maximum number of pulses of the
neuron j, yj(t) is the output of the neuron j at time
t, and τ i,jd is transmission delay between the neuron j
and i.

When the pulse of the neuron j arrives, the mem-
brane potential P im(t) of the neuron i changes as fol-
lows:
in case of t >tiµ + τ ir ,

τ im
dP im(t)

dt
= −P im(t) +

∑

j∈J

wi,j0

∑

t
i,j
d,ν
∈Ti,j

d

δ
(
t−ti,jd,ν

)
, (3)

and in case of t ≤ tiµ + τ ir ,

P im(t) = 0, (4)

where τ ir is absolute refractory period, τ im is depression
time constant, J is a set of presynaptic neurons of the
neuron i, wi,j0 is synaptic weight, and δ(t) is Dirac’s

delta function. In this paper, synaptic weight wi,j0 is

−1 ≤ wi,j0 ≤ 1.



When P im(t) exceeds threshold θi, the neuron i fires,
and the neuron i outputs 1 (eq.(5)). In addition, a set
of firing time T i of the neuron i is expressed as follows:

yi(t) = H
(
P im (t)− θi

)
, (5)

T i = {tiµ; 1 ≤ µ ≤ ni} = {t | yi(t) = 1}, (6)

where H(t) is Heaviside unit function.

3 Proposed method

In this section, definitions of training set and error
function are given, and features and procedures of the
proposed method are explained.

3.1 Training set and error function

Definitions of training set and error function are
given before explaining the proposed method. Input-
time-series data LI and output-time-series data LO of
training set are defined as follows:

LI = {liζ,p; i ∈ I , 1 ≤ p ≤ P, 1 ≤ ζ ≤ N i
p}, (7)

LO = {loξ,p; o ∈ O , 1 ≤ p ≤ P, 1 ≤ ξ ≤ No
p}, (8)

where I is a set of input layer’s neurons, P is the
number of learning patterns, and N i

p is the number of
pulses which input to a input layer’s neuron i for a
pattern p. And O is a set of output layer’s neurons,
No
p is the number of pulses which should output from

a output layer’s neuron o for the pattern p.
The error function which is used in this paper is

defined as follows:

Ep=
∑

o∈O

∫ Tp

0

∣∣∣∣
Nop∑

ξ=1

H
(
t−loξ,p

)
−
nop∑

ν=1

H
(
t−toν,p

)∣∣∣∣dt, (9)

E =

P∑

p=1

Ep, (10)

where Tp is the length of pattern p, nop is no on pattern
p, toν,p is toν on pattern p, Ep is the errors on pattern
p, and E is the total of Ep on all patterns.

3.2 Features and procedure

Main features of the proposed method are the fol-
lowing.

a. Pulse timing error between actual output of net-
work and corresponding training signal is back-
propagated from output layer to input layer. And
pulse timing error is corrected by adjusting trans-
mission delay between a presynaptic neuron and
a postsynaptic neuron.

b. Pulse frequency error between actual output
of network and corresponding training signal is
back-propagated from output layer to input layer.
And pulse frequency error is corrected by adjust-
ing synaptic weight between a presynaptic neuron
and a postsynaptic neuron.

c. The proposed method is able to apply to multi-
layered feedforward PNN.

Procedure of the proposed method is described be-
low.

1. Initialize parameters of PNN.
2. Input all pattern of input-time-series data LI of

training set to PNN. And record firing time T j of
all neurons on each pattern. T j on each pattern
p is expressed by T j

p = {tjν,p; 1 ≤ ν ≤ njp}.
3. Calculate Ep on each pattern p.
4. Adjust transmission delay τd between each pair of

neurons.
5. Adjust synaptic weight w0 between each pair of

neurons.
6. Repeat from 2. to 5. until satisfying given termi-

nation condition.

Step 4. and 5. are explained in section 3.3 and 3.4
in detail.

3.3 Transmission delay adjustment

Procedures of adjusting transmission delay which
is mentioned at step 4 in section 3.2 are explained
in detail. Neuron o, j and k denote a output layer’s
neuron, a hidden layer’s neuron and a hidden or input
layer’s neuron, respectively. Besides, the neuron k is
a presynaptic neuron of the neuron j, and the neuron
j is a presynaptic neuron of the neuron o.

First of all, τo,jd which is transmission delay between
the hidden layer’s neuron j and the output layer’s neu-
ron o is updated as follows:

τo,jd (c+1) = τo,jd (c)+ατd

P∑

p=1

Ep
∑

t
j
ν,p∈Tjp

∆τo,jd,p(tjν,p), (11)

∆τo,jd,p(tjν,p) =
∑

lo
ξ,p
∈Fop (t

o,j
d,ν,p

)

W j
τd

(loξ,p − to,jd,ν,p), (12)

F o
p (to,jd,ν,p) = { loξ,p | tjν,p < loξ,p ≤ tjν+1,p}, (13)

W ν
τd

(ϕ) = e−ϕ
2

sin(
2π

τνr
ϕ), (14)

where c is learning cycle, ατd is learning rate regarding
transmission delay, and ∆τo,jd,p(tjν,p) is a function of tjν,p.

In addition, F o
p (to,jd,ν,p) is a set of elements which are

included in LO on pattern p between tjν,p and tjν+1,p,

and W j
τd(·) is a window function regarding transmis-

sion delay.



γjp(t
j
ν,p) which is the total of ∆τo,jd,p(tjν,p) of all post-

synaptic neurons is calculated for each pulse of the
neuron j as follows:

γjp(tjν,p) =
∑

o∈O

∆τo,jd,p(to,jν,p). (15)

Secondly, τ j,kd which is transmission delay between
the hidden layer’s neuron j and the other hidden
layer’s or input layer’s neuron k is updated as follow-
ing:

τj,kd (c+1) = τj,kd (c)+ατd

P∑

p=1

Ep
∑

tkν,p∈Tp

∆τ j,kd,p (tkν,p), (16)

∆τ j,kd,p (tkν,p) =
∑

t
j
µ,p∈F

j
p(t

j,k
d,ν,p

)

W k
τd

(
tjν,p+βτdγ

j
p(t

j
µ,p)−tj,kd,ν,p

)
,(17)

F j
p (tj,kd,ν,p) = { tjµ,p | tkν,p<tjµ,p≤ tkd,ν+1,p}, (18)

where F j
p (tj,kd,ν,p) is a set of elements which are included

in T j
p on pattern p between tkν,p and tkν+1,p, and βτd is

reduction rate regarding transmission delay.
βτd should be set appropriate value in accordance

with time step of the finite difference ∆t and trans-
mission delay τd.

In order to update transmission delay of presynap-
tic neurons of the neuron k, γkp (tkν,p) which is the total

of ∆τ j,kd,p(tkν,p) of all postsynaptic neurons is calculated
for each pulse of the neuron k as follows:

γkp (tkν,p) =
∑

j∈J
∆τ j,kd,p(tkν,p). (19)

Eq.(16)∼(19) is repeated until the presynaptic neu-
ron k becomes the input layer’s neuron.

3.4 Synaptic weight adjustment

Procedure of adjusting synaptic weight which is
mentioned at step 5 in section 3.2 is explained in de-
tail. Neuron o, j and k is the same as the neurons
described in section 3.4.

First of all, wo,j0 which is synaptic weight between
the hidden layer’s neuron j and the output layer’s neu-
ron o is updated as follows:

wo,j0 (c+1) = wo,j0 (c)+αw0

P∑

p=1

Ep∆w
o,j
0,p , (20)

∆wo,j0,p =

nj∑

ν=1

∑

goµ,p∈Hop(t
o,j
d,ν,p

)

W j
w0

(goµ,p−to,jd,ν,p)Ψ
o
p(g

o
µ,p), (21)

Wµ
w0

(ϕ) =
e−2ϕ/τ

µ
r

(1 + e−2ϕ/τ
µ
r )2

, (22)

H o
p (to,jd,ν,p) = {goµ,p | tjν,p <goµ,p ≤ tjν+1,p, goµ,p ∈ Go

p}, (23)

Go
p = {goµ,p; 1≤µ≤No

G,p}={t |Ψo
p(t) 6=0}, (24)

Ψo
p(t) =

nξ∑

ξ=1

∫ t+∆t/2

t−∆t/2

δ(u− loξ,p)du−
no∑

ν=1

∫ t+∆t/2

t−∆t/2

δ(u− toν,p)du,

(25)

where c is learning cycle, αw0 is learning rate regarding
synaptic weight, and ∆wo,j0,p is update value of weight
between the neuron j and o on pattern p. In addi-
tion, W j

w0
(·) is a window function regarding synaptic

weight, H o
p (to,jd,ν) is a set of elements which are included

in Go
p on pattern p between tjν,p and tjν+1,p, Go

p is a set
of time when Ψo

p(t) is plus or minus value, and Ψo
p(t)

is a function which denotes the difference between the
output of the neuron o and corresponding training sig-
nal.

Ψj
p(t) which denotes the difference between the out-

put of the neuron j and Ψo
p(t) of the postsynaptic neu-

ron o is calculated by eq.(26). G j
p which denotes a set

of time when Ψj
p(t) is plus or minus value is defined

by eq.(27).

Ψj
p(t) = Sign

(
Sign

(∑

o∈O
wo,j0

{
βw0Ψo

p(t+τ
o,j
d )

+
∑

toν,p∈(Top∩Ḡop)

∫ t+∆t/2

t−∆t/2

δ(u−toν,p+τo,jd )du
})

−
nj∑

ν=1

∫ t+∆t/2

t−∆t/2

δ(u−tjν,p)du

)
, (26)

Gj
p = {gjµ,p; 1≤µ≤N j

G,p}={t |Ψj
p(t) 6=0}, (27)

Sign(ϕ)=

{ −1 for ϕ < 0,
0 for ϕ = 0,
1 for ϕ > 0,

(28)

where βw0 is reduction rate for synaptic weight, and
Ḡo
p is a complementary set of Go

p . In other words,

Ḡo
p is a set of elements which are not included in Go

p ,
but are included in a set of time {0,∆t, 2∆t, · · · , Tp −
∆t, Tp}, where the number of elements of this set is
Tp/∆t + 1. Consequently, (Top ∩ Ḡo

p ) denotes a set of
required firing-time of the neuron o on pattern p.

Secondly, wj,k0 which is a synaptic weight between
the hidden layer’s neuron j and the other hidden
layer’s or input layer’s neuron k is updated as follow-
ing:

wj,k0 (c+1) = wj,k0 (c)+αw0

P∑

p=1

Ep∆w
j,k
0,p , (29)

∆wj,k0,p =

nk∑

ν=1

∑

g
j
µ,p∈H

j
p(t
j,k
d,ν,p

)

W k
w0

(gjµ,p−tj,kd,ν,p)Ψ
j
p(g

j
µ,p), (30)

H j
p (tj,kd,ν,p) = {gjµ,p | tkν,p<gjµ,p ≤ tkν+1,p, gjµ,p∈Gj

p}. (31)



In order to update synaptic weight of presynaptic
neurons of the neuron k, Ψk

p(t) which denotes the dif-

ference between the output of neuron k and Ψj
p(t) of

the postsynaptic neuron j is calculated by eq.(32). Gk
p

which denotes a set of time when Ψk
p(t) is plus or mi-

nus value is defined by eq.(33).

Ψk
p(t) = Sign

(
Sign

(∑

j∈J
wj,k0

{
βw0Ψj

p(t+τ
j,k
d )

+
∑

t
j
ν,p∈(T

j
p∩

¯
G
j
p)

∫ t+∆t/2

t−∆t/2

δ(u−tjν,p+τ j,kd )
})

du

−
nk∑

ν=1

∫ t+∆t/2

t−∆t/2

δ(u−tkν,p)du
)
, (32)

Gk
p = {gkµ,p; 1≤µ≤Nk

G,p}={t |Ψk
p(t) 6=0}. (33)

Eq.(29)-(33) is repeated until the presynaptic neu-
ron k becomes the input layer’s neuron.

4 Experiments

In this section, results of computational experi-
ments are given in order to demonstrate the advan-
tages of the proposed method.

The network structure of PNN used in the experi-
ments is a multi-layered feedforward network which is
one input layer, one output layer, and two hidden lay-
ers. The number of the input layer’s neurons is two,
that of the output layer’s neurons is one, and that of
the hidden layer’s neurons per layer is 3∼15.

The training set used in the experiments is the fol-
lowing. Input-time-series data and output-time-series
data are both periodic data.

The termination condition of learning used in the
experiments is the following. The learning is stopped
as success when error E becomes less than 5.0× 10−3,
and as failure when the learning cycle c reaches 4,000
epochs without E being less than 5.0× 10−3.

In the experiments, convergence rate of learning is
observed when the number of hidden layer’s neurons
is changed from 3 to 15. In addition, difference of con-
vergence rate between synchronized I/O pulse timing
case and non-synchronized I/O pulse timing case is
compared. The learning is executed 100 times from
different initial snaptic weights and transmission de-
lay.

The convergence rate which is the average of 100
trials is showed in Figure 1. In Figure 1, x-axis indi-
cates the number of hidden layer’s neurons par layer
and y-axis indicates the convergence rate. Figure 1 in-
dicates that the convergence rate becomes large when
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Figure 1: Convergence rate of learning.

the number of hidden layer’s neurons increases. How-
ever, the rate saturates when the number of neurons
becomes 15. In addition, the convergence rate of syn-
chronized I/O pulse timing case is lower than that of
non-synchronized one. This result indicates that the
proposed method enables PNN to learn pulse timing
with only small reduction of the convergence rate.

5 Conclusion

The purpose of this paper was to propose a su-
pervised learning rule adjusting I/O pulse timing for
PNN. We verified the effectiveness of the proposed
method by computer simulation. Results of com-
putational experiments indicated that the proposed
method enables learning of pulse timing in multi-
layered feedforward PNN. However, the searching abil-
ity of solutions of the proposed method is not enough,
since the convergence rate decreases when the number
of hidden layer’s neurons becomes small. To improve
the searching ability of solutions is one of future works.
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