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Abstract
In this paper, we propose a fitness modification

method to improve the performance of genetic algo-
rithms. In the proposed method, the distance from
each individual to the best one in the current popula-
tion is used to modify its fitness value. First we ex-
amine the behavior of a genetic algorithm for various
function optimization problems from the viewpoint of
diversity of the population. Next we demonstrate that
the performance of the genetic algorithm is improved
by the proposed method for those problems that are
difficult for the genetic algorithm to efficiently find op-
timal solutions. Finally, we examine the performance
of our fitness modification method on a dynamically
changing function optimization problem.

1 Introduction

The balance between exploration and exploitation
is undoubtedly a key issue in the research of genetic
algorithms. In genetic algorithms, this issue can be
discussed in terms of the diversity and the selection
pressure. That is, the diversity in the population cor-
responds to the exploration ability and the selection
pressure corresponds to the exploitation ability of ge-
netic algorithms. It is, however, difficult to find the
best balance between the diversity and the selection
pressure. For example, if one tries to keep a large di-
versity in the population, the search speed may slow
down. On the other hand, if the selection pressure
is high, the population is likely to converge to a lo-
cal optimal solution. This issue has been discussed in
various literature (for example, see [1]).

In this paper, we examine the effect of fitness modi-
fication on the performance of genetic algorithms from
the viewpoint of diversity of the population. The aim
of our fitness modification is to have high search ability
with a large diversity in an entire population. We also
examine the performance of the fitness modification
method in a dynamic function optimization problem

where the shape of the objective function changes over
generation.

2 Performance of GAs

This section examines the performance of genetic
algorithms on some function optimization problems.
The performance is measured from the viewpoint of
diversity as well as the search ability.

2.1 Function Optimization Problems

In the computer simulations in this paper, we use
the following functions for function optimization. All
of them are to be minimized.

F1 : f1(xi|1 ≤ i ≤ n) =
n∑

i=1

x2
i ,

xi ∈ [−5.12, 5.11], (1)

F2 : f2(xi|1 ≤ i ≤ n)

= 10× n +

[
n∑

i=1

x2
i − 10 cos(2πxi)

]
,

xi ∈ [−5.12, 5.11], (2)

F3 : f3(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

[
100

(
xi+1 − x2

i

)2 +
(
1− xi

)2
]
,

xi ∈ [−2.048, 2.047], (3)

F4 : f4(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

(
100

((
i + 1

)
yi+1 −

(
iy2

i

))2 +
(
1− iyi

)2
)

,

yi = xi/i, xi ∈ [−2.048, 2.047]. (4)



Function F1 is the first function of the DeJong’s
test suite, Function F2 is the Rastrigin function, Func-
tion F3 is the Rosenbrock function and Function F4 is
the ill-scaled Rosenbrock function. The optimization
problems of the above functions are static (that is,
they do not change their shapes during the execution
of optimization algorithms).

2.2 Entropy

In this paper, we use entropy as a measure of the
diversity of the population [2]. The entropy measure
of a population P is calculated as follows:

E(P ) = −
L∑

l

{pl log pl + (1− pl) log(1− pl)}, (5)

where pl is the proportion of the value 1 in the l-th bit
in the population P, and L is the length of a bit string
(i.e., an individual). We examine the entropy measure
of the following subpopulations: 20 × m neighboring
individuals for best one in genotype space, where m =
1, 2, 3,…. Figure 1 shows the subpopulations of which
we examine the entropy. A low entropy measure means
that a large number of individuals are the same bit
string.
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Figure 1: Examined subpopulations (m=1,2,3,4)

2.3 Experiments

We applied a genetic algorithm to each function op-
timization problem ten times. During the execution
of the algorithm, we monitored the diversity of the
subpopulation as well as the function values of elite

individuals. Parameter specifications of the genetic
algorithm in our experiments are shown in Table 1.

Table 2 shows the average function value of the ob-
tained solutions over ten runs and the number of suc-
cessful runs (R) where the optimal solution was found.
We can see that the genetic algorithm could not find
the optimal solution of F3 nor F4. In Figure 2 and
Figure 3, we show the entropy measure of 20 neigh-
boring individuals for the best individual and the en-
tropy measure of the entire population, respectively.
From these figures, we can see that during the execu-
tion for F3 and F4 the genetic algorithm keeps higher
diversity maintained in 20 neighboring individuals and
in the entire population than for F1 and F2. This is
why the genetic algorithm could not find the optimal
solution of F3 nor F4. We also show in Figure 4 the
distribution of individuals in the final generation for
F3. From this figure, we can see that the population
does not converge around the optimal solution.

Table 1: Parameter settings
Population size　 400
Crossover probability 1.0
Mutation probability 0.05
Stopping criterion (no. of generations) 500

Table 2: Simulation results for each problem
Function value R

F1 0.0 10
F2 0.0 10
F3 0.000219 0
F4 0.000155 0

3 Fitness Modification

In this section, we propose a fitness modification
method and demonstrate that the performance of the
genetic algorithm is improved by our fitness modifica-
tion method.

3.1 Fitness Modification Method

In our fitness modification method, the best indi-
vidual with the lowest function value in the population
is selected from the current population. The selected
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Figure 2: Entropy measure of 20 neighboring individ-
uals for the best individual
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Figure 3: Entropy measure of the entire population

individual is called a reference individual. The fitness
value is calculated for each individual in the popula-
tion for a function minimization problem as follows:

fitnessi = Fi ×
{(

10di

D

)2

+ 1

}
, (6)

where Fi is the function value of the i-th individual,
di is the phenotype distance from the i-th individual
to the reference individual, and D is the length of the
diagonal line in the phenotype search space.

The proposed fitness modification method in (6)
means that the fitness value is increased if di is large
(i.e., if the i-th individual is far from the reference in-
dividual.). On the other hands, if di is not large, the
fitness value of an individual is almost the same as its
objective function value.

3.2 Experiments

In this section, we use F3 and F4 in computer sim-
ulations. We applied the genetic algorithm with our
fitness modification method to each function optimiza-
tion problems ten times.
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Figure 4: Distribution of individuals in the final gen-
eration for F3

Table 3 shows the average function value of ob-
tained solutions over ten runs and the number of runs
where the optimal solution was found. In this table,
the genetic algorithm (GA) with our fitness modifica-
tion method is denoted as GA+. From this table, we
can see that the performance of genetic algorithms was
improved by our fitness modification method. Figure
5 shows the entropy of various subpopulations in the
final generation. From this figure, we can see that
the entropy was decreased by our fitness modification
method.

Table 3: Simulation results for F3 and F4

Function value R
GA 0.000219 0F3

GA+ 0.0 10
GA 0.000155 0F4

GA+ 0.0 10

4 Adaptability for Dynamic Environ-
ment

Dynamic environments form a difficult class of
optimization problems for evolutionary algorithms.
Branke [3] suggests that his memory-based genetic al-
gorithm is able to efficiently adapt to changing envi-
ronments. In this section, we examine the performance
of our fitness modification method for a dynamically
changing function.
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Figure 5: Entropy measure of subpopulations in the
final generation

4.1 Function Optimization Problems

In this section, We examine the performance of our
method on the following function:

F5 : f5(xi|1 ≤ i ≤ n)

=
n−1∑

i=1

[
100

(
yi+1 − y2

i

)2 +
(
1− yi

)2
]
,

yi = xi − (
t

500
− 1), xi ∈ [−2.048, 2.047] (7)

where t is the index of the generation, which serves as a
time index during the execution of genetic algorithms.
The characteristic feature of the above function is that
the optimal point gradually moves over generations
while the optimal function value is always the same
(i.e., 0.0).

4.2 Experiments

We examine the performance of the genetic algo-
rithm and the genetic algorithm with our fitness mod-
ification method on the dynamically changing function
optimization problem in (7). The genetic algorithms
were executed ten times in the same manner as in the
previous section. In the genetic algorithm, we exam-
ined three specifications of the tournament size (TS):
TS=2, 3, 5. Figure 6 shows the best function value for
F5 at each generation of each algorithm. From Figure
6, we can see that the modified version of the genetic
algorithm (GA+) is more adaptable to the changing
environment than the original version without the fit-
ness modification method.
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Figure 6: Best function value for F5

5 Summary

In this paper, first we examined the behavior of
the genetic algorithm for several function optimization
problems from the viewpoint of the diversity of the
population. Next, we examined the effect of our fitness
modification method for difficult problems where the
genetic algorithm can not efficiently find their optimal
solutions. In our computer simulations, we showed
that the performance of the genetic algorithm was im-
proved by our fitness modification method. Finally, we
examined the performance of our fitness modification
method on a dynamically changing function optimiza-
tion problem. It was shown that the fitness modifica-
tion method improved the adaptability of the genetic
algorithm.
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