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Abstract
A method of association rule mining using Genetic

Network Programming (GNP) is proposed to improve
the performance of rule extraction. The proposed sys-
tem can evolve itself by an evolutionary method and
measures the significance of the association via the
chi-squared test using GNP. In this paper, we describe
the algorithms capable of finding the important asso-
ciation rules and present some experimental results.
GNP examines the attribute values of database tu-
ples using judgement nodes and calculates the mea-
surements of association rules using processing nodes.
The proposed method measures the significance of as-
sociations via the chi-squared test for correlation used
in classical statistics, where GNP evolves itself using
it as a part of the fitness value. Accordingly, the al-
gorithms can extract the important association rules
efficiently. Extracted association rules are stored in a
pool all together through generations in order to find
new important rules. Therefore, the proposed method
is fundamentally different from all other evolutionary
methods in its evolutionary way.
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1 Introduction

Association rule mining is the discovery of associ-
ation relationships or correlations among a set of at-
tributes in a database [1]. Association rule in the form
of‘ If X then Y ’ is interpreted as‘ database tu-
ples satisfying that X (antecedent) are likely to satisfy
Y (consequent) ’. Association rules are widely used
in marketing, decision making, and business manage-
ment. Agrawal et al. have built a support-confidence
framework for mining association rules from databases
[2]. This model measures the uncertainty of an asso-
ciation rule with two factors: support and confidence.

However, the measure is not adequate for modeling
all uncertainties of association rules. For instance, the
measurement does not provide a test for capturing the
correlation of two itemsets. In order to improve this
framework, some measurements on the support and
confidence of association rules, such as chi-squared test
model have been recently proposed by Brin et al [3].
The chi-squared test method measures the significance
of associations via the chi-squared test for correlation
used in classical statistics. However, it is difficult to
use in case that the number of items included in asso-
ciation rules is increased.

Genetic Network Programming (GNP) [4, 5, 6] is
a kind of evolutionary methods, which evolves arbi-
trary directed graph programs and includes judgement
nodes and processing nodes in the network. GNP is
useful because it can form not only the optimal struc-
ture effectively, but it also avoid the premature con-
vergence. In this paper, we describe the algorithms ca-
pable of finding the important association rules using
GNP to improve the performance of rule extraction.
Attributes (items) in database correspond to judge-
ment nodes in GNP, respectively. We are able to rep-
resent the connection of nodes as association rules and
nodes are reused and shared with some other associ-
ation rules because of GNP ’s feature. This method
measures the support, confidence and significance of
associations via the chi-squared test for correlation
used in classical statistics using GNP. GNP evolves
itself by an evolutionary method using chi-squared val-
ues as a part of the fitness value. Using genetic opera-
tion of GNP, we are able to obtain candidates of impor-
tant association rules. Accordingly, the algorithms can
extract the important association rules efficiently. In
addition, extracted association rules are stored all to-
gether through generations and GNP evolves in order
to find new interesting rules. Therefore, the method
is fundamentally different from all other evolutionary
algorithms.



2 Genetic Network Programming

In this section, the outline of Genetic Network Pro-
gramming (GNP) [4, 5, 6] is explained. GNP is one of
the evolutionary optimization techniques, which uses
network structures as solutions. The basic structure
of GNP is shown in Fig.1. GNP is composed of
two kind of nodes: judgement node and processing
node. Judgement nodes correspond nearly to elemen-
tary functions of Genetic Programming (GP). Judge-
ment nodes are the set of J1, J2,. . . , Jm, which work as
if-then type decision making functions. On the other
hand, processing nodes are the set of P1, P2,. . . , Pn,
which work as some kind of action/processing func-
tions. The practical roles of these nodes are predefined
and stored in the library by supervisors. Once GNP is
booted up, the execution starts from Start node, then
the next node to be executed is determined according
to the connection from the current activated node.

The genotype expression of GNP node is shown in
Fig.2. This describes the gene of node i, then the set
of these genes represents the genotype of GNP indi-
viduals. NTi describes the node type, NTi = 0 when
the node i is judgement node, NTi = 1 when the node
i is processing node. IDi is an identification number,
for example, NTi = 0 and IDi = 1 mean node i is J1.
Ci1, Ci2,. . . , denote the nodes which are connected
from node i firstly, secondly,. . . , and so on depend-
ing on the arguments of node i. di and dij are the
delay time. They are the time required to execute
the processing of node i and delay time from node i
to node Cij , respectively. All programs in a popula-
tion have the same number of nodes, and the nodes
with the same node number have the same function,
respectively. The following genetic operators are used
in GNP. Mutation operator affects one individual. All
the connections of each node are changed randomly by
mutation rate of Pm. Crossover operator affects two
parent individuals. All the connections of the uni-
formly selected corresponding nodes in two parents
are swapped each other by crossover rate Pc. GNP
evolves the fixed number of nodes and these operators
only change the connections among the nodes.

3 Association Rules

The following is a formal statement of the prob-
lem of mining association rules [1, 2] . Let I =
{i1, i2, . . . , il} be a set of literals, called items or at-
tributes. Let D be a set of transactions, where each

Figure 1: The basic structure of GNP individual

Figure 2: Gene structure of GNP (node i)

transaction T is a set of items such that T ⊆ I. As-
sociated with each transaction is a unique identifier,
called TID. We say that a transaction T contains X,
a set of some items in I, if X ⊆ T . An association rule
is an implication of the form X ⇒ Y , where X ⊂ I,
Y ⊂ I, and X ∩ Y = ∅. X is called the antecedent
and Y is called the consequent of the rule. In general,
a set of items is called an itemset. Each itemset has
an associated measure of statistical significance called
support. If the fraction of transactions in D containing
X equals s, then we say that support(X) = s. The rule
X ⇒ Y has a measure of its strength called confidence
defined as the ratio of support(X ∪ Y )/support(X).
An example is shown below using Table 1. Let item
universe be I = {A,B, C, D} and transaction universe
be TID = {1, 2, 3, 4}. In order to extend our research
not only to market baskets problems but also to oth-
ers, we indicate the items of the transaction by a 1
as shown in Table 1. In Table 1, itemset {A,C} oc-
curs in two transactions of TID = 1 and TID = 3.
So, its frequency is 2, therefore, its support, that is,
support((A = 1) ∧ (C = 1)) becomes 0.5. Itemset
{A,C, D} occurs in the transaction of TID = 3. Its
frequency is 1, and its support, i.e., support((A =
1) ∧ (C = 1) ∧ (D = 1)) becomes 0.25. Therefore,
support((A = 1) ∧ (C = 1) ⇒ (D = 1)) = 0.25, and
confidence((A=1) ∧ (C =1) ⇒ (D=1)) = 0.5.

Table 1: An example of database
TID A B C D

1 1 0 1 0

2 0 1 1 1

3 1 1 1 1

4 0 1 0 1



Calculation of χ2 value of the rule X ⇒ Y
is described as follows [3]. Let support(X) = x,
support(Y ) = y , support(X ∧ Y ) = z and the num-
ber of database tuples equals N . If events X and Y
are independent then support(X ∧ Y ) = xy. Table 2
is the contingency of X and Y : the upper parts are
expectation values under the assumption of indepen-
dence, and the lower parts are observational. Now,
let E denote the value of expectation value under the
assumption of independence and O the value of obser-
vational. Then the chi-squared statistic is defined as
follows:

χ2 =
∑

AllCells

(O − E)2

E
(1)

We calculate χ2 using x, y, z and N of Table 2.

χ2 =
N(z − xy)2

xy(1− x)(1− y)
(2)

This has 1 degree of freedom. If it is higher than a cut-
off value (3.84 at the 95% significance level, or 6.63 at
the 99% significance level), we reject the independence
assumption.

Table 2: The contingency of X and Y
Y ¬Y

P
row

X Nxy N(x− xy) Nx
Nz N(x− z)

¬X N(y − xy) N(1− x− y + xy) N(1− x)
N(y − z) N(1− x− y + z)P

col Ny N(1− y) N

4 Association Rule Mining Using GNP

In this section, a method of association rule min-
ing using GNP is proposed. Let Ai, Bi be attributes
(items) in a database and its value is 1 or 0. The
method extracts the association rule as follows:
(Aj = 1)∧ · · · ∧ (Ak = 1) ⇒ (Bm = 1)∧ · · · ∧ (Bn = 1)
(briefly, Aj ∧ · · · ∧Ak ⇒ Bm ∧ · · · ∧Bn).

4.1 GNP for Association Rule Mining

Attributes in the database correspond to judgement
nodes in GNP, respectively. We are able to represent
the connection of nodes as association rules. GNP ex-
amines the attribute values of database tuples using
judgement nodes and calculates the measurements of
association rules using processing nodes. The mea-
surements include support and confidence. Judgement
node determines the next node by a judgement result

(Yes/No). Fig.3 shows a basic structure of GNP. P1

is a processing node and is a starting point of asso-
ciation rules. Each Processing node have an inherent
numeric order (P1, P2,. . . , Pn) and basically are con-
nected from a judgement node. Yes-side of judgement
node is connected to another judgement node. Judge-
ment nodes can be reused and shared with some other
association rules because of GNP ’s feature. No-side
of judgement node is connected to the next numbered
processing node. We now demonstrate this using an
example. In Table 1, the tuple TID = 1 satisfies
A = 1 and B 6= 1, therefore the moving is from P1

to P2 in Fig. 3. If the examination of the connection
from the stating point Pn is ended, then GNP exam-
ines TID = 2 likewise. Thus, all tuples in database
will be examined. The total number of tuples moving
to Yes-side at each judgement nodes are calculated for
every processing node, which is a starting point for
calculating association rules. All GNP individuals are
searched parallel at the same time. If Yes-side connec-
tion of judgement nodes continue and the number of
their judgement nodes becomes a cutoff value (max-
imum number of attributes in extracted association
rules), then Yes-side connection is transferred to the
next processing node obligatorily.

Figure 3: GNP for association rule mining

4.2 Extraction of Association Rules

In Fig.3, N is the number of total tuples, and a,
b, c and d are the numbers of tuples moving to Yes-
side at each Judgement node. Table 3 shows the mea-
surements of association rules. The proposed method
measures the significance of associations via the chi-
squared test for correlation used in classical statistics.
For example, if we change the connection of P1 node
from ’A = 1’ node to ’B = 1’ node (judgement node)
in Fig.3, then we are able to calculate the support of
B, B∧C and B∧C∧D in the next examination. As a
result, we obtain chi-squared statistics and repeat this
like a chain operation. We can define important asso-
ciation rules as the rules which satisfy the following:

χ2 > 6.63 (3)
support ≥ supmin (4)



supmin is the threshold minimal support given by su-
pervisors. The extracted important association rules
are stored in a pool all together through generations
in order to find new important rules. When an impor-
tant rule is extracted, the overlap of the attributes is
checked and it is also checked whether an important
rule is new or not. If the rule is new, it is stored in the
pool with its support, confidence and χ2. Therefore,
the method is fundamentally different from all other
evolutionary algorithms.

Table 3: Association rules
association rules support confidence

A ⇒ B b/N b/a

A ⇒ B ∧ C c/N c/a

A ⇒ B ∧ C ∧D d/N d/a

A ∧B ⇒ C c/N c/b

A ∧B ⇒ C ∧D d/N d/b

A ∧B ∧ C ⇒ D d/N d/c

4.3 Genetic Operators

Fitness evaluation function of GNP is defined as

F =
∑

i∈I

{χi
2 + 10(n(iante)− 1)

+ 10(n(icon)− 1) + αinew
} (5)

The components are as follows:
I : a set of the number of important association rules
which satisfy (3) and (4) in a GNP (individual)
n(iante) : the number of attributes at the antecedent
of rule i. n(icon) : the number of attributes at the
consequent of rule i. χi

2 : chi-squared value of rule i.
αinew

: additional constant defined as

αinew
=

{
αnew （i is new）
0 （i has been extracted already）

(6)

At each generation, individuals are replaced with new
ones by selection and reproduction rules. Each indi-
vidual is ranked by fitness evaluation value and se-
lected by ranking. New individuals are generated by
crossover and mutation. These operators are executed
at a part of judgement nodes and a part of processing
nodes of GNP genes, respectively. We demonstrate
the rule concretely using the case of 120 individuals at
each generation. The individuals are ranked by fitness
values and the top 40 individuals are selected. They
are reproduced three times and three genetic opera-
tors are executed to them as follows:
Crossover : crossover we used is the uniform crossover,
and it is executed between two parents and generates

two offspring. Each judgement node is selected as a
crossover node with the probability of Pc. Two par-
ents exchange the genes of the corresponding crossover
nodes. 40 individuals are divided into 20 pairs of par-
ents and replaced with new 40 individuals.
Mutation-1 : Mutation-1 operator affects one indi-
vidual. The connection of each judgement node is
changed randomly by mutation rate of Pm1. Top 40 in-
dividuals reproduce new 40 individuals by Mutation1.
Mutation-2 : Mutation-2 operator also affects one in-
dividual. The connection is changed to barter the
judgement nodes. For example, in Fig.3, if ’B = 1’
node is bartered with ’D = 1’ node in position, then
we examine A ⇒ D, A ∧ D ⇒ C, A ∧ D ∧ C ⇒ B
and so on. Mutation-2 is executed using the rate of
Pm2 at each judgement node. New 40 individuals are
reproduced by Mutation2. Table 4 shows samples of
Pc, Pm1 and Pm2. All the connections of processing
nodes are changed randomly in order to extract rules
efficiently.

Table 4: Conditions of crossover and mutation
GNP-M GNP-L

Crossover Probability (Pc) 15/78 10/78
Mutation-1 Probability (Pm1) 25/78 15/78
Mutation-2 Probability (Pm2) 16/78 12/78

(Note: 78 corresponds to the number of Judgement nodes)

5 Simulation Results

We have performed experiments and estimated the
performance of our algorithms. All the experiments
were run on synthetic data. The synthetic database
includes 26 attributes (Aj , j = 1, 2, . . . , 26). The
number of tuples are 200, support(Aj = 1) = 0.7
(j = 1, 2, . . . , 5) and support(Aj = 1) = 0.5 (j =
6, 7, . . . , 26). Evaluation is studied in the case of

free consequent (Simulation 1)
fixed consequent (Simulation 2)

in order to analyze the performance of rule extraction.
In simulations, the population size is 120. The num-
ber of processing nodes is 10, and 26 different kind
of judgement nodes (’Aj = 1’, j = 1, 2, . . . , 26) are
used, each by three. We use (3), (4), (5) and (6)
(αnew = 150). Table 4 shows the two conditions of
crossover and mutation. In addition, we consider the
Random GNP model, which does not evolve but re-
peats random initialization every generation.

5.1 Simulation1

We have performed two experiments as follows:
1) supmin = 0.2, n(iante) ≤ 5, n(icon) ≤ 5



Table 5: Number of association rules of free consequent in the pool (Simulation 1)
25th generation 100th generation 1000th generation

GNP-M GNP-L Random GNP-M GNP-L Random GNP-M GNP-L Random
supmin = 0.2 Max 748 741 616 905 903 808 922 922 922

Ave 714.8 708.3 604.3 898.9 868.6 794.4 921.9 921.3 922.0
Min 658 678 593 889 833 781 921 920 922

supmin = 0.1 Max 97 131 57 1000 1305 181 4821 3696 1323
6 or more Ave 55.3 68.8 31.8 300.5 918.5 136.1 2834.5 3029.2 1213.6
attributes Min 20 36 20 148 549 111 1568 1121 1139
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Figure 4: Number of association rules of free conse-
quent (supmin = 0.2)

2) supmin = 0.1, n(iante) + n(icon) ≥ 6, n(iante) ≤ 5,
n(icon) ≤ 5

The number of changing the connections of processing
nodes is 5. Table 5, Fig.4 and Fig.5 show the num-
ber of important association rules in the pool. The
system can extract the important association rules in
the database effectively. Each figure shows the mean
value over ten simulations. Fig.6 and Fig.7 show fit-
ness curve. Fig.8 and Fig.9 are the results of the num-
ber of association rules at each generation. These show
the different important association rules in 120 indi-
viduals at each generation. GNP-M suits the extrac-
tion of the rules including 3-5 attributes, while GNP-L
will be convenient for 5-7 attributes rules. The results
show that our method works effectively by its fitness
curve and the number of extracted rules at each gen-
eration. It is found that the proposed evolutionary
method is effective in association rule mining. In ad-
dition, it is also found that we can set a condition to
extract rules, for instance, the number of attributes in
the rules.

5.2 Simulation2

We have performed experiments with one specific
consequent attribute (A26) supposing supmin = 0.05
and n(iante) ≤ 8. (such as A1 ∧A2 ∧A3 ∧A4 ∧A5 ⇒
A26 will be extracted.) As we suppose that the
support(A26 = 1) = 0.5, the method is fairly sim-
plified. Each judgement node examines the ’A26 = 1’.
For example, in Fig.3, the number of tuples ’b’ indi-
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Figure 5: Number of association rules of free conse-
quent (supmin = 0.1, 6 or more attributes)

cates support((A = 1)∧(B = 1)), and GNP calculates
support((A = 1) ∧ (B = 1) ∧ (A26 = 1)) at the same
time, because support(A26 = 1) is known. Then we
can obtain the measurements of the rule A∧B ⇒ A26.
Experiments is performed by Pc = 15/75, Pm1 =
25/75, Pm2 = 16/75. (judgement node ’A26 = 1’ is
not used.) Fig.10 shows the number of important as-
sociation rules. Especially, Fig.11 shows the number
of rules satisfying n(iante) ≥ 7. The results also show
that our method works effectively. It is also found
that the system can extract the interesting rules easily,
which are made up of 7 or more antecedent attributes.

6 Conclusions

In this paper, a new method of association rule min-
ing using Genetic Network Programming (GNP) has
been proposed. The proposed system can evolve itself
by an evolutionary method and measures the signif-
icance of associations via the chi-squared value. An
efficient algorithm for identifying association rules of
importance was designed. We have performed exper-
iments and estimated the performance of our algo-
rithms. The results showed that our method extracts
the important association rules in the database effec-
tively. In addition, it is found that we can set a con-
dition to extract rules, for instance, the number of
attributes in the rules. In a future, we plan to extend
the proposed method to the one applicable to large
databases.
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Figure 6: Fitness curves of free consequent (supmin =
0.2)
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Figure 7: Fitness curves of free consequent (supmin =
0.1, 6 or more attributes)
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Figure 8: Number of association rules of free conse-
quent (supmin = 0.2)
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Figure 9: Number of association rules of free conse-
quent (supmin = 0.1, 6 or more attributes)
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