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HISTORY

This symposium was founded in 1996 by the support of Science
and International Affairs Bureau, Ministry of Education,
Science, Sports and Culture, Japanese Government. Since then,
this symposium was held every year at B-Con Plaza, Beppu,
Oita, Japan except Tokyo, Japan (AROB 6t ’02). The Eighth
symposium will be held on 24-26 January 2003, at B-Con Plaza,
Beppu, Oita, Japan. This symposium invites you all to discuss
development of new technologies concerning Artificial Life and
Robotics based on simulation and hardware in twenty first
century.

OBJECTIVE

The objective of this symposium is the development of new
technologies for artificial life and robotics which have been
recently born in Japan and are expected to be applied in various
fields. This symposium will discuss new results in the field of
artificial life and robotics.

TOPICS
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Artificial intelligence

Artificial life

Artificial living

Artificial mind research
Bioinformatics chaos

Brain science

Cognitive science evolutionary computations
Complexity

Computer graphics

DNA computing

Fuzzy control

Genetic algorithms

Human-machine cooperative systems



Human-welfare robotics

Innovative computations

Intelligent control and modeling
Micromachines

Micro-robot world cup soccer tournament
Mobile vehicles

Molecular biology

Multi-agent systems

Nano-biology

Nano-robotics

Neural networks

Neurocomputers

Neurocomputing technologies and its application for hardware
Pattern recognition

Robotics

Robust virtual engineering

Virtual reality

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB
and some of high quality papers in the proceeding will be
requested to re-submit fir the consideration o publication in an
international journal ARTIFICIAL LIFE AND ROBOTICS
(Springer) and APPLIED MATHEMATICS
ANDCOMPUTATION (North-Holland). All correspondence
related to the symposium should be addressed to AROB
Secretariat

Dept. of Electrical and Electronic Engineering,
Oita University

700 Dannoharu, Oita 870-1192, JAPAN

TEL +81-97-554-7841 FAX +81-97-554-7818
E-MAIL arobsecr@cc.oita-u.ac.jp

Home Page http://arob.cc.oita-u.ac.jp/




MESSAGE

Masanori Sugisaka
General Chairman of AROB
(Professor, Oita University)

It 1s my great honor to invite you all to the upcoming International Symposium on
Artificial Life and Robotics. The first symposium was held in February (18-20) 1996, B-Con
Plaza, Beppu, Oita, Japan. That symposium was organized by Oita University under the
sponsorship of the Japanese Ministry of KEducation, Science, Sports, and Culture
(Monbusho), and co-sponsored by Santa Fe Institute (USA), SICE, RSJ, and IEEJ, (Japan). I
would like to express my sincere thanks to the Science and Technology Policy Bureau,
Ministry of Education, Culture, Sports, Science and Technology (Monkasho), Japanese
Government, for their repeated support.

This symposium is supported by Monkasho and other institutions. The symposium
invites you to discuss the development of new technologies in the 21st century, concerning
Artificial Life and Robotics, based on simulation and hardware.

~ We hope that AROB will facilitate the establishment of an international joint research
institute on Artificial Life and Robotics. I hope that you will obtain fruitful results from the
exchange of ideas during the symposium.

M. Sugisaka

December 20, 2002



MESSAGE

Hiroshi Tanaka
Program chairman of AROB
(Professor, Tokyo Medical and Dental University)

On behalf of the program committee, it is truly my great honor to invite you all to the
Eighth International Symposium on Artificial Life and Robotics (AROB 8th '03). This
symposium is made possible owing to the cooperation of Oita University and Santa Fe
Institute. We are also debt to Japanese academic associations such as SICE, RSdJ, and
several private companies. I would like to express my sincere thanks to all of those who
make this symposium possible.

As is needless to say, the complex systems or Alife approach now attracts wide interests as
a new paradigm of science and engineering. Take an example in the field of bioscience. The
accomplishment of HGP (Human Genome Project) has published the special issue of Nature,
and HGP (Human Genome Project), vast amount of genome information brings about not
only from human genome but also various species like several bacterias, yeast, warm, fly.
However, as a plenty of genome data becomes available, it becomes sincerely recognized that
the framework by which these genome data can be understood to make a whole picture of
life is critically need thus, in the “post genomic era , the complex systems or Alife approach is
now actually expected to be an efficient methodology to integrate this vast amount of data.

This example shows the complex system approach is very promising and becomes widely
accepted as a paradigm of next generation of science and engineering. We hope this
symposium becomes a forum for exchange of the ideas of the attendants from various fields
who are interested in the future possibility of complex systems approach.

I am looking forward to meeting you in Beppu, Oita.

X :,'Z;’

H. Tanaka

December 20, 2002



TIME TABLE

RoomA RoomB

RoomC RoomD

1/23(Thu.) 8:00

13:00

Registration (Registration Desk)

17:00

Welcome Party(in Hotel Arthur 10th Floor)

1/24(Fri.) 8:00

Registration (Registration Desk)

9:00
Chair A. Loukianov Chair T. Kitazoe Chair W. Wells
GS1(6 1S1(6 IPS1(3
10:30 6 6) 3 _
10:40 Opening
11:00 Ceremony
Plenary Talk
Chair J. Casti
PT1 M.Sugisaka
12:00
13:00
Chair T. Arita Chair J. Johnson Chair H. Kang
14:00
: GS2(5)
1415 GS3(5) GS4(5)
Chair X. Feng Chair A. Ohuchi Chair H. Hirayama
15:15 GS5(4) GS6(3) GS19(4)
15:30
Chair J. Casti Chair T. Hoya Chair T. Kubik
GS7(4 GS8(4 GS9(4
16:30 () 4 4)
Chair K. Shibata Chair H. Suzuki Chair H.Tanaka
17:30 | GS10(4) 1S3(4) GS11(3)

GS: General Session 1S: Invited Session

GS1 Robotics-1

GS2 Multi-agent systems

GS3 Bioinformatics, Molecular Biology & Brain Science

GS4 Intelligent Control and Modeling-I

GS5 Genetic Algorithms & Evolutionary Computations-I

GS6 Artificial Intelligence

GS7 Virtual Reality & Economic Data Mining

GS8 Computer and Robot Vision-I

GS9 Fuzzy Control

GS10 Reinforcement Learning-I

GS11 Image Processing & Pattern Recognition-I

GS12 Reinforcement Learning-11

GS13 Image Processing & Pattern Recognition-1I

GS14 Micro-Robot World Cup Soccer Tournament &
Micromachines

GS15 Robotics-IL

GS16 Mobile Vehicle-I

GS17 Neural Networks

GS18 Intelligent Control and Modeling-11

GS19 Genetic Algorithms & Evolutionary Computations-I1

GS20 Computer and Robot Vision-II

GS21 Mobile Vehicle-11

IPS: Invited Professor’s Session

GS22 Artificial Life

GS23 Computer & Internet Security

IS1 Robot Control and Image Processing

1S2 Neural Network Applications

1S3 Evolution of codes, Behaviors, and networks
1S4 Artificial Chemistry-I

1S5 Artificial Chemistry-11

IS6 Welfare and Medical Engineering

IS7 Nonlinear Modeling and its Applications
IS8 Machine Intelligence and Robotic Control
IS9 Neural Network

1S10 Genetic Algorithms for Engineering Optimization
[S11 Interaction and Intelligence

[S12 Artificial Brain

1S13 Artificial Mind

[S14 Genetic Algorithms for Production and Distribution
1S15 Artificial Life and Application

IS16 Soft Robotics and Information

1S17 Applications for Intelligent Control

IPS1 Invited Professor's Session (I)

IPS2 Invited Professor's Session (I1)

IPS3 Invited Professor's Session (IIT)



RoomA RoomB RoomC RoomD
1/25(Sat.) 8:00 Registration (Registration Desk)
9:00 . R . .
Chair H. Suzuki Chair J.M. Lee Chair K. Ida
1S4(4) GS12(4) 1S10(4)
10:00
Chair H. Suzuki Chair M. Nakamura Chair T. Ishimatsu
1S5(3) GS14(3) 1S6(3)
10:45 T PETTE > T R 5 -
11:00 Plenary Talk

Chair S. Omatsu
GS15(6) GS17(5)

14:30
14:45

Chair C. Zhang

Chair H. Sayama

Chair Y. Zhang
PT2 T. Fukuda

Chair Z. Bubnicki

1PS2(2)

Chair I. Yoshihara

Chair M. Gen

1S14(5) GS16(6) 1S9(5)
16:00
16:15 Chair H. Hashimoto Chair A. Buller
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18:00

18:20

20:30

GS: General Session [S: Invited Session
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GS6 Artificial Intelligence
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GS8 Computer and Robot Vision-I
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IPS: Invited Professor’s Session

GS22 Artificial Life

GS23 Computer & Internet Security
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1S9 Neural Network
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1S17 Applications for Intelligent Control
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IPS3 Invited Professor's Session (III)
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GS5 Genetic Algorithms & Evolutionary Computations-I
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GS7 Virtual Reality & Economic Data Mining

GS8 Computer and Robot Vision-]

GS9 Fuzzy Control

GS10 Reinforcement Learning-I

GS11 Image Processing & Pattern Recognition-I

GS12 Reinforcement Learning-I1

GS13 Image Processing & Pattern Recognition-II

GS14 Micro-Robot World Cup Soccer Tournament &
Micromachines

GS15 Robotics-I1

GS16 Mobile Vehicle-1

GS17 Neural Networks

GS18 Intelligent Control and Modeling-I1

GS19 Genetic Algorithms & Evolutionary Computations-I1

GS20 Computer and Robot Vision-II

(GS21 Mobile Vehicle-11

IPS: Invited Professor’s Session

GS22 Artificial Life
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IS1 Robot Control and Image Processing

1S2 Neural Network Applications
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1S5 Artificial Chemistry-1I

1S6 Welfare and Medical Engineering

IS7 Nonlinear Modeling and its Applications
IS8 Machine Intelligence and Robotic Control
1S9 Neural Network

IS10 Genetic Algorithms for Engineering Optimization
IS11 Interaction and Intelligence
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1S13 Artificial Mind
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TECHNICAL PAPER INDEX

January 24 (Friday)

Room D

11:00~12:00 PT-1 Plenary Talk1l
Chair J.Casti

PT-1 A4 new artificial life body e I-1
-Biologically inspired dynamic bipedal humanoid robot-
M. Sugisaka (Oita University, The Institute of Physical and Chemical
Research (RIKEN) at Nagoya, Japan)
K. Imamura, K. Tokuda, M. Masuda (Oita University, Japan)

January 25 (Saturday)

11:00~12:00 PT-2 Plenary Talk2
Chair Y. Zhang

PT-2 Intelligent robot as an artificial living creature e I-5
T. Fukuda, Y. Hasegawa (Nagoya University, Japan)



January 24 (Friday)

Room A

9:00~10:30 GS1 Robotics-1
Chair: A. Loukianov (Oita University, Japan)

GS1-1 Development of a self-driven personal robot e 1
Y. Takenaga, E. Hayashi (Kyushu Institute of Technology, Japan)

GS1-2 Behavior-based autonomous robotic systems and the reliability of e 4
robot’s decision -The challenge of action selection mechanisms-
M. K. Habib (Monash University, Malaysia)

GS1-3 Explore the gait stability of a biped robot prototype based on e 10
the finite element analysis
J. Wang, X. Ouyang, K. Chen (Tsinghua University, P.R.China)

GS1-4 Development of a dynamically stable gait for a biped robot prototype ==+ 12
J. Wang, J. Zhao, K. Chen, L. Shao (Tsinghua University, P.R.China)

GS1-5 Study on humanoid robot joint servo control system based on Can-Bus 16
L. Shao, J. Zhao, J. Wang, J. Wang, K. Chen (Tsinghua University, P.R.China)

GS1-6 The development of a biped humanoid robot---THBIP- [ e 20
J. Zhao, J. Wang, W. Zhang, L.. Shao, K. Chen (Tsinghua University, P.R.China)

13:00~14:15 GS2 Multi-agent systems
Chair: T. Arita (Nagoya University, Japan)

GS2-1 Deadlock avoidance method for multiagent robot system using e 24
intermittency chaos
Y. Maeda (Fukui University, Japan)
T. Matsuura (Japan Network Information Center, Japan)
M. Mizumoto (Osaka Electro-Communication University, Japan)

GS2-2 The internal model of the other for learning the cooperative behavior = 28
K. Kondo (Kyoto Gakuen University, Japan)
I. Nishikawa (Ritsumeikan University, Japan)

GS2-3 Multi-robot mutual localization using space-division infrared oo 32
wireless communication
H. Takai, T. Onishi, K. Tachibana (Hiroshima City University, Japan)

GS2-4 Effects of information sharing on collective behaviors e 36
In competitive populations
R. Suzuki, T. Arita (Nagoya University, Japan)



GS2-5 Identification and learning of other’s action strategies in cooperative task
S. Tohyama, T. Omori (Hokkaido University, Japan)
N. Oka, K. Morikawa (Matsushita Electric Industrial Co., Ltd)

14:15~15:15 GS5 Genetic Algorithms & Evolutionary Computation- I
Chair: X. Feng (Oita University, Japan)

GS5-1 Matching with feature segments of stereo images by IA
H. Kakiuchi, K. Okazaki (Fukui University, Japan)

GS5-2 Application of genetic algorithms for minimizing the consumption
energy of a manipulator
Y. Yokose (Kure National College of Technology, Japan)
T. Izumi (Shimane University, Japan)

GS5-3 The distributed effect of the real-coded GA
M. Sugisaka (Oita University, RIKEN, Japan)
T. Kiyomatsu (Oita University, Japan)

GS5-4 The improvement of the diversity and the searching ability in GA
M. Ito (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

15:30~16:30 GS7 Virtual Reality & Economic Data Mining
Chair: J. Casti (SFI, USA)

GS7-1 Virtual and real robots through interactive web-based multi
user 3D virtual environment
M.K. Habib (Monash University, Malaysia)

GS7-2 Virtual walkway system with a new gait simulator

N. Shiozawa, M. Kishibata, M. Makikawa (Ritsumeikan University,
Japan)

GS7-3 Scaling law in common to turbulence and price fluctuations
M. Tanaka-Yamawaki, T. Itabashi (Miyazaki University, Japan)

GS7-4 Characteristic features of high frequency financial time series
M. Tanaka-Yamawaki, S. Komaki (Miyazaki University, Japan)

16:30~17:10 GS10 Reinforcement Learning- [
Chair: K. Shibata (Oita University, Japan)

GS10-1 Autonomous learning of reward distribution in “Not 100 game”
K. Shibata, T. Masaki (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS10-2 Evolutionary and time-varying reinforcement learning system

......

......

......

......



for unobservable dynamic environment
K. Umesako, M. Obayashi, K. Kobayashi (Yamaguchi University, Japan)

GS10-3 Application of Direct-Vision-Based Reinforcement Learning to ==t 86
a real mobile robot with a CCD camera
M. Iida, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS10-4 Verification of body growth effect on reinforcement learning e 90
in a simple standing-up task
D. Kiyosuke, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

Room B

9:00~10:30 IS1 Robot Control and Image Processing
Chair: T. Kitazoe (Miyazaki University, Japan)
Co-Chair: M. Tabuse (Miyazaki University, Japan)

[S1-1 Distributed mobile robotic systems applied with behavior models oo 94
of a fish school
T. Shinchi, M. Tabuse, T. Kitazoe, A. Todaka, T. Horita (Miyazaki University,
Japan)

[S1-2 Navigation systems for a wheelchair based on a single camera oo 98
Y. Inoue, M. Tabuse, Y. Kitamaru, T. Kitazoe, T. Shinchi (Miyazaki University,
Japan)

IS1-3 Wheelchair navigation systems with infrared sensors e 102
T. Kitazoe, M. Tabuse, T. Uemura, S. Kitazoe, T. Shinchi (Miyazaki University,
Japan)

1S1-4 Similarity-based image retrieval system using PIFS codes oo 106
T. Yokoyama, T. Watanabe, K. Sugawara (University of Electro -Communications,
Japan)

[S1-5 Stabilization of LTI systems with periodic communication o 110
constraints by output sampled hold control
N. Takahashi, M. Kono (Miyazaki University, Japan)

IS1-6 Computational complexity for the simulation of four-dimensional 114
marker automata by four-dimensional turing machines
H. Okabe, M. Sakamoto (Miyazaki University, Japan)
K. Inoue (Yamaguchi University, Japan)

13:00~14:15 GS3 Bioinformatics, Molecular Biology & Brain Science
Chair: J. Johnson (Open University, UK)



GS3-1 Genetic information processing at biophysical models base on
giant DNA chain aggregate by spermidine, ATP and Mg+ + at
biological conditions: channel switch function formed by
micro & macro-aggregation
Y. Yonezawa (Ibaraki University, Japan)
H. Kuramochi (National Institute for Environment Studies)

GS3-2 Evolution from possible primitive tRNA-viroids to early poly-tRNA-derived
mRNAs for synthesizing various house-keeping proteins
K. Ohnishi, M. Ohshima, N. Furuichi (Niigata University, Japan)

GS3-3 Computation of electro kinetic mobility of charges bio molecules
that pass through the ion channel pore on the biological excitable membrane
H. Hirayama (Asahikawa medical College, Japan)

GS3-4 Characterization of local biophysical electrical conductivity and
viscosity of multi components neural transmitter system.
H. Hirayama (Asahikawa medical College, Japan)

GS3-5 Automatic evaluation of EEG recording based on artificial intelligence
of electroencephalographers
M. Nakamura, Q. Chen, T. Sugi (Saga University, Japan)
H. Shibasaki (Kyoto University, Japan)

14:15~15:00 GS6 Artificial Intelligence
Chair: A. Ohuchi (Hokkaido University, Japan)

GS6-1 Mutual conversion of sensory data and texts by an intelligent system
IMAGES-M

D. Hironaka, S. Oda, K. Ryu, M. Yokota (Fukuoka Institute of Technology,
Japan)

GS6-2 Automatic determination of sleep stages by the multi-valued decision
making method with knowledge enhancement
M. Nakamura, B. Wang, T. Sugi (Saga University, Japan)
F. Kawana (Toranomon Hospital Tokyo, Japan)

GS6-3 Adaptive communication among collaborative agents:
Preliminary Results with Symbol Grounding

Y. Lee, J. Riggle, T.C. Collier, E. Stabler, C.E. Taylor (University of California,

USA)

15:30~16:30 GS8 Computer and Robot Vision- I
Chair: T. Hoya (BSI RIKEN, Japan)

GS8-1 Real-time face tracker using ellipse fitting and color look-up table ==+ 156

in irregular illumination

H.S. Hong, D.H. Yoo, M.J. Chung (KAIST, Korea)



GS8-2 Fast face detection using genetic algorithms and pyramid structure 160
M. Sugisaka (Oita University, RIKEN, Japan)
X. Fan (Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

GS8-3 4 Study on color-based line tracking e 164
M. Sugisaka (Oita University, RIKEN, Japan)
R. Chen (Oita University, Japan)

GS8-4 Gradient runs based guideline detection technique for - e 168
the vision system of an alife mobile robot
J. Wang (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

16:30~17:30 1S3 Evolution of codes, Behaviors, and network
Chair: H. Suzuki (ATR Human Information Science Labs., Japan)
Co-Chair: K. Shimohara (Kyoto University, ATR, Japan)

[S3-1 Chemical genetic algorithms- evolutionary optimization 0 172
of code translation
H. Suzuki (ATR Human Information Science Labs., Japan)
H. Sawai (Communications Research Laboratory, Japan)

1S3-2 Evolution of cooperation with a dynamically separating mechanism = 176
of individuals
K. Nakayama, K. Shimohara (Kyoto University, ATR, J apan)
H. Suzuki (ATR Human Information Science Labs., Japan)
0. Katai (Kyoto University, Japan)

IS3-3 An index of degrees of confusion between knowledge acquired in 181
a learning classifier system
H. Inoue, K. Shimohara (Kyoto University, ATR, Japan)
K. Takadama (Tokyo Institute of Technology, ATR, Japan)
0. Katai (Kyoto University, Japan)

1S3-4 DOM/XML-based portable genetic representation of morphology, = 185

behavior and communication abilities of evolvable agents
L.T. Tanev (ATR Human Information Science Labs, Japan)

Room C

9:00~10:30 ISP1 Invited Professor’s Session( )
Chair: W. Wells (University of Nevada-Las Vegas, USA)

ISP1-1 Intelligent artifacts e I-11
H.H. Lund (University of Southern Denmark, Denmark)



ISP1-2 The wave of life e I-15
J.L. Casti (Santa Fe Institute, USA)

ISP1-3 Application of uncertain variables and learning algorithmto = I-19
task allocation in multiprocessor systems
7.. Bubnicki (Wroclaw University of Technology, Poland)

13:00~14:15 GS4 Intelligent Control and Modeling- [
Chair: H. Kang (Chung- Ang University, Korea)

GS4-1 Optimized space search by distributed robotic teams e 189
P. Sapaty (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS4-2 Learning control of autonomous airship for three-dimensional 194
pursuit problem
A. Nishimura, H. Kawamura, M. Yamamoto, A. Ohuchi (Hokkaido University,
Japan)

GS4-3 Remarks on connection methods of neural network controller o 198
using reference model with conventional controller
T. Yamada (Ibaraki University, Japan)

GS4-4 Intelligent control for the vision-based indoor navigationof oo 202
an alife mobile robot
J. Wang (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

GS4-5 Robust decentralized control and robust output tracking for 206
a class of linear uncertain interconnected systems with
unmatched interconnections and uncertainties
Z. Wang (Chinese Academy of Sciences, P.R.China)
X. Feng (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

14:15~15:15 GS19 Genetic Algorithms & Evolutionary Computations- II
Chair: H. Hirayama (Asahikawa Medical College, Japan)

GS19-1 Situated and embodied evolution in collective evolutionary robotics = 212
Y. Usui, T. Arita (Nagoya University, Japan)

GS19-2 Improvement of search ability of S-system using the limitation of 216
age and the simplification of chromosome
K. Yamashita, S. Serikawa, T. Shimomura (Kyushu Institute of Technology,
Japan)



GS19-3 Optimization of multi-objective function based on the game theory = 220
and co-evolutionary algorithm

J.Y. Kim, D.W. Lee, K.B. Sim (Chung-Ang University, Korea)

GS19-4 A4 study on compensation of modeling errors of evolutionary robot = 224
S. Kitabatake, T. Furuhashi (Mie University, Japan)

15:30~16:30 GS9 Fuzzy Control
Chair: T. Kubik (Oita University, Japan)

GS9-1 The recognition of the dynamic system fuzzy model e 228
D. Fan (Qingdao institute of Architecture and Engineering, China)

GS9-2 Design of autonomous mobile robot action selector basedon e 232
a fuzzy artificial immune network

D.J Lee, H.M Oh, Y.K Choi (Pusan National University, Korea)

GS9-3 Study on a new and effective fuzzy PID ship autopilot e 237
M-D Le (Vietnam Shipbuilding Industry Corporation, Vietnam)
L-A Nguyen (Shipbuilding Science and Technology, Vietnam)

GS9-4 Application of neuro-fuzzy system to control a mobile vehicle e 241
M. Sugisaka (Oita University, RIKEN, Japan)
F. Dai (Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)

16:30~17:30 GS11 Image Processing & Pattern Recognition- |
Chair: H. Tanaka (Tokyo Medical and Dental University, Japan)

GS11-1 A method for the conversion of the image on convex mirror "0 247
using artificial life type of function discovery system
S. Adachi, S. Serikawa, K. Yamashita, T. Shimomura (Kyushu Institute of
Technology, Japan)

GS11-2 Application of resonance algorithm for image segmentation =" 251
F. Dai (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS11-3 Hough transform based line segment detection o 255

X. Feng (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

January 25 (Saturday)

Room A

9:00~10:00 IS4 Artificial Chemistry- [



Chair: H. Suzuki (ATR Human Information Science Labs, Japan)
Co-Chair: J-Q. Liu (ATR Human Information Science Labs, J apan)

1S4-1 Universal constructor to build a Tierran machine structure 259
S. Matsuzaki (Aizu University, ATR, Japan)
H. Suzuki (ATR Human Information Science Labs, Japan)
M. Osano (Aizu University, Japan)

1S4-2 Evolution from molecules to proto-cells in an inhomogeneous environment.  ***** 263

N. Ono (ATR-HIS, Japan)

1S4-3 Workplace construction: 267
A theoretical model of robust self-replication in kinematic universe
H. Sayama (University of Electro-Communications, J apan)

1S4-4 Self-reproduction and shape formation in two and three dimensional = 271
cellular automata with conservative constraints
K. Imai, Y. Kasai, C. Iwamoto, K. Morita (Hiroshima University, J apan)
Y. Sonoyama (Matsushita Electric Industrial Co., Ltd, J apan)

10:00~10:45 IS5 Artificial Chemistry- Il
Chair: H. Suzuki (ATR Human Information Science Labs, Japan)
Co-Chair: J-Q. Liu (ATR Human Information Science Labs, Japan)

1S5-1 P Automata with membrane channels e 275
M. Oswald, R. Freund (Vienna University of Technology, Wien)

1S5-2 A language for artificial life: A theory and an implementation of = 279
a parameterized OL system programming language
T.Y. Nishida (Toyama Prefectural University, Japan)

IS5-3 Computing with Rho family GTPases: Operability and feasibility == 283
J.Q. Liu, K. Shimohara (ATR Human Information Science Laboratories, J apan)

13:00~14:30 GS15 Robotics- I
Chair: S. Omatsu (Osaka Prefecture University, Japan)

GS15-1 Dynamic cooperation control for a mobile manipulator oo 287
J.P. Ko, T.S. Jin, J.M. Lee (Pusan National University, Korea)

GS15-2 The 100G capturing robot -Too fast to see- e 291
M. Kaneko, M. Higashimori, R. Takenaka (Hiroshima University, Japan)
A. Namiki, M. Ishikawa (The University of Tokyo, Japan)

GS15-3 Effectiveness of integration of skill techniques in manipulation robots = 297
A. Nakamura, K. Kitagaki, T. Suehiro (AIST, Japan)

GS15-4 Robot assisted activity at a health service facility for the aged = 301



K. Wada, T. Shibata, T. Saito, K. Tanie (AIST, Japan)

GS15-5 An intelligent iterative learning controller emulating e 305
human intelligence for robotic systems
M. Arif, T. Ishihara, H. Inooka (Tohoku University, Japan)

GS15-6 Analysis of human walking gait of young and elderly subjects = 309
using detrended fluctuation analysis technique

M. Arif, Y. Ohtaki, T. Ishihara, H. Inooka (Tohoku University, Japan)

14:45~16:00 IS14 Genetic Algorithms for Production and Distribution
Chair: M. Gen (Ashikaga Institute of Technology, Japan)
Co-Chair: M. Sasaki (Ashikaga Institute of Technology, Japan)

1S14-1 Solving multi-time period production/distribution problem = 313
by using spanning tree-based genetic algorithm
M. Gen, H. Nozawa, A. Syarif (Ashikaga Institute of Technology, Japan)

1S14-2 Network-based hybrid genetic algorithm to the scheduling = 317
in FMS environments
K.W. Kim, G. Yamazaki (Tokyo Metropolitan Institute of Technology, Japan)
M. Gen, L. Lin (Ashikaga Institute of Technology, Japan)

[S14-3 Hybrid genetic algorithm with fuzzy goals for optimal system design == 321
M. Sasaki, M. Gen, T.Z. Dai (Ashikaga Institute of Technology, Japan)

IS14-4 Survey on e-manufacturing/logistic systems in Japan e 325
Y. Li (Web Technology Ltd, Japan)
K.W. Kim (Tokyo Metropolitan Institute of Technology, Japan)
M. Sasaki, M. Gen (Ashikaga Institute of Technology, Japan)

1S14-5 Supply chain planning in a multi-plant chain e 329
C. Moon, J. Kim (Hangyang University, Korea)
Y. Yun (Daegu University, Korea)

16:00~17:15 GS13 Image Processing & Pattern Recognition- II
Chair: X. Wang (Oita Institute of Technology; Japan)

GS13-1 A4 study on machining process simulation of NC-WEDM-HS oo 333
system of two turning coordinates by means of computer
F. Ren, J. Wang (Tsinghua University, Japan)

GS13-2 Extraction of the quantitative and image information from e 337
the flame images of steam boilers of the steam power generation
H. Bae, H.B. Ahn, B.H. Jun, S. Kim, M.H. Lee (Pusan National University,
Korea)
D.J. Park (Korea Plant Service & Engineering Co.,Ltd, Korea)
J.I. Bae (Pukyong National University, Korea)



GS13-3 A4 novel method for compression of image sequences basedon Ut 341
nonlinear dimensionality reduction
J. Wang, C. Zhang (Tsinghua University, P.R.China)

Room B

9:00~10:00 GS12 Reinforcement Learning- II
Chair: J.M. Lee (Pusan National University, Korea)

GS12-1 LQ-learning with self-organizing map for POMDP environments =" 345
H.Y. Lee, K. Abe (Tohoku University, Japan)
H. Kamaya (Hachinohe National College of Technology)

GS12-2 Behavior learning of autonomous agents in continuous state et 349
M.K. Shon, J. Murata (Kyushu University, Japan)
K. Hirasawa (Waseda University, Japan)

GS12-3 Task-oriented multiagent reinforcement learning control for e 353
a real time High-Dimensional Problem
M.A.S. Kamal, J. Murata (Kyushu University, Japan)
K. Hirasawa (Waseda University, Japan)

GS12-4 Action selection by voting with learning capability for e 357
a behavior-based control approach
S.M. Jeong, S.R. Oh, D.Y. Yoon (KIST, Korea)
W.K. Chung (POSTECH, Korea)
I.H. Suh, C.C. Chung (HanYang University, Korea)

10:00~10:45 GS14 Micro-Robot World Cup Soccer Tournament & Micromachines
Chair: M. Nakamura (Saga University, Japan)

GS14-1 Development of a novel 4-dof mobile microrobot with e 361
nanometer resolution

T. Zhu, D. Tan, J. Zhang, Z. Wang (Chinese Academy of Sciences, P.R.China)

GS14-2 A simulator for strategy developing and realization in robot soccer game " 365
J.S. Liu, T.C. Liang, Y.A. Lin (Academia Sinica, Taiwan,R.0.C)

GS14-3 Embodied Al in humanoids e 369

H.H. Lund, L. Pagliarini, L. Paramonov, M.W. Jorgensen (University of
Southern Denmark, Denmark)

13:00~14:30 GS17 Neural Networks
Chair: C. Zhang (Tsinghua University, P.R.China)

GS17-1 A kernel based neural memory concept and representation of procedural 373
memory and emotion



T. Hoya (BSI RIKEN, Japan)

GS17-2 Flexible neural network with PD-type learning e 377
M.H. Kim, N. Matsunaga, S. Kawaji (Kumamoto University, Japan)

GS17-3 A realization of optimum-time firing squad synchronization algorithm - 381
on 1-bit cellular automaton
J. Nishimura (MegaChips Co., Ltd, Japan)
T. Sogabe (Internet Initiative Japan Inc., Japan)
H. Umeo (Osaka Electro-Communication University, Japan)

GS17-4 An improved SMO algorithm e 387
X. Wu, L. Tan, W. Lu, X. Zhang (Tsinghua University, Korea)

GS17-5 Acquisition of 2-layer structure in a growing neural network e 391
R. Kurino, K. Shibata (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

14:45~16:00 GS16 Mobile Vehicle- I
Chair: H. Sayama (University of Electro-Communication, Japan)

GS16-1 Absolute position estimation for mobile robot navigation e 395
in an indoor environment

S. Park, B. Lee, T. Jin, J-M. Lee (Pusan National University, Korea)

GS16-2 Message passing implementation for the distributed robot control system === 399
T. Kubik (Wroclaw University of Technology, Poland, Oita University, Japan)
H. Kimura (The University of Tokyo, RIKEN, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS16-3 Implementing distributed control system for intelligent mobile robot == 403
A. Loukianov (Oita University, Japan)
M. Sugisaka (Oita University, RIKEN, Japan)

GS16-4 Research of environmental recognition in a mobile vehicle e 407
M. Sugisaka (Oita University, RIKEN, Japan)
S. Otsu (Oita University, Japan)

GS16-5 The control of the electric vehicle speed using pulse-width-modulation (PWM) == 411
M. Sugisaka (Oita University, RIKEN, Japan)
M. Zacharie (Oita University, Japan)

GS16-6 Dynamics and control of non-holonomic two wheeled inverted = 415
pendulum robot
D.Y. Lee, Y.H. Kim, B.S. Kim, Y.K. Kwak (Korea Advanced Institute of Science
& Technology, Korea)

16:00~17:15 IS11 Interaction and Intelligence



Chair: H. Hashimoto (The University of Tokyo, Japan)

IS11-1 Driver intention recognition using case base learning for human oo 419
centered system
T. Yamaguchi, D. Chen (Tokyo Metropolitan Institute of Technology, Japan)
T. Yamaguchi (JST, Japan)

1S11-2 Topic stream extraction based on immune network model e 423
Y. Takama (Tokyo Metropolitan Institute of Technology, Japan)

1S11-3 Ubiquitous haptic interfaces in intelligent space e 427
P.T. Szemes, J.H. Lee, N. Ando, H. Hashimoto (The University of Tokyo, Japan)

[S11-4 Haptic expression of figures using a surface acoustic wave tactile display mouse - 431
M. Takasaki, T. Mizuno (Saitama University, Japan)
T. Nara (The National Institute of Informatics, Japan)

[S11-5 Emergence of un-designed behaviors of redundant systems e 435
K. Ito, A. Gofuku, M. Takeshita (Okayama University, Japan)

Room C

9:00~10:00 IS10 Genetic Algorithms for Engineering Optimization
Chair: K. Ida (Maebashi Institute of Technology, Japan)
Co-Chair: T. Yokota (Ashikaga Institute of Technology, Japan)

IS10-1 Floorplan design problem using improved genetic algorithm oo 439
K. Ida, Y. Kimura (Maebashi Institute of Technology, Japan)

IS10-2 Nonlinear side constrained transportation problem and two spanning = 443
tree-based genetic algorithms: A logistic container terminal application
A. Syarif (Ashikaga Institute of Technology, Japan, Lampung University,
Indonesia)
M. Gen, X.D. Wang (Ashikaga Institute of Technology, Japan)

IS10-3 Active solution and active solution space on Job-shop scheduling problem =+ 447
M. Watanabe, K. Ida, T. Horita (Maebashi Institute of Technology, Japan)
M. Gen (Ashikaga Institute of Technology, Japan)

IS10-4 Evolutionary network design technique based on genetic algorithm =+ 451
M. Gen, A. Syarif (Ashikaga Institute of Technology, Japan)
J.H. Kim (Cheju National University, Korea)

10:00~10:45 IS6 Welfare and Medical Engineering
Chair: T. Ishimatsu (Nagasaki University, Japan)

[S6-1 Communication device to use acceleration sensor for the serious disabled - 455
Y. Fukuda, H. Tanaka, K. Yoshimochi, T. Ishimatsu (Nagasaki University,



Japan)

1S6-2 Muscle stiffness sensor to control assisting device for disabled o 459
S. Moromugi, S. Ariki, A. Okamoto, T. Ishimatsu (Nagasaki University, Japan)
Y. Koujina (DAIHEN Co., Japan)
T. Tanaka, M-Q. Feng (The University of Electro-Communications, Japan)

[S6-3 3-D analysis of functional instabilities of the ankle using digital still cameras ~ ****** 463
K.S. Jung, S. Yokoyama, N. Matsusaka, N. Hatano, T. Kobayashi, R. Touma,
T. Ishimatsu (Nagasaki University, Japan)

13:00~14:30 IPS2 Invited Professor’s Session(II)
Chair: Z. Bubnicki (Wroclaw University of Technology, Poland)

I1PS2-1 Diversity in evolutionary system e 1-23
Y. Zhang (Institute of Systems Science, Academia Sinica, P.R.China)
M. Sugisaka (Oita University, RIKEN, Japan)

I1PS2-2 Control of nonlinear systems via state-dependent Riccati enquation methods """ I1-26
W.R. Wells (University of Nevada, USA)

14:45~16:00 IS9 Neural Network
Chair: I. Yoshihara (Miyazaki University, Japan)
Co-Chair: M. Yasunaga (University of Tsukuba)

1S9-1 Evolutionary control systems with competitive-cooperative = 467
neural network for a mobile robot
M. Tabuse, T. Shinchi, T. Kitazoe, A. Todaka (Miyazaki University, Japan)

1S9-2 Performance evaluation system for probabilistic neural network hardware == 471
N. Aibe, R. Mizuno, M. Nakamura, M. Yasunaga (University of Tsukuba,
Japan)
I. Yoshihara (Miyazaki University, Japan)

1S9-3 A multi-modal neural network with single-state predictions o 475
for protein secondary structure
H. Zhu, I. Yoshihara, K. Yamamori (Miyazaki University, Japan)
M. Yasunaga (University of Tsukuba)

1S9-4 3-D perception for monochromatic surface by self-organization neural network = 479
X. Hua, Y. Tang, M. Yokomichi, T. Kitazoe (Miyazaki University, Japan)

1S9-5 Quantitative comparison of defect compensation schemes 484

for multi-layer neural networks with Flip-Link defects
K. Yamamori, K. Takahashi, I. Yoshihara (Miyazaki University, Japan)

16:00~17:15 IS12 Artificial Brain



Chair: A. Buller (ATR Human Information Science Labs, Japan)
Co-Chair: K. Shimohara (ATR Human Information Science Labs, Japan)

1S12-1 Genorobotics e 488
S.I. Ahson (Jamia Millia Islamia, )

1S12-2 CAM-Brain machines and pulsed para-neural networks: =% 490
Toward a hardware for future robotic on-board brains
A. Buller (ATR International, Human Information Science Laboratories Japan)

1S12-3 Handcrafting pulsed neural networks for the CAM-Brain Machine 494
H. Eeckhaut, J.V. Campenhout (Ghent University, Belgium)

1S12-4 Heuristic-based computer-aided synthesis of spatial [(-type pulsed = 499
para- neural networks(3D- #PPNN )
D. Jelinski (Gdansk University of Technology, Poland)
M. Joachimezak (ATR International, Human Information Science Laboratories,
Japan)

[S12-5 Neko 1.0 — A robotic platform for research on machine psychodynamics = 502
T.S. Tuli (ATR International, Human Information Science Laboratories, Japan)

January 26 (Sunday)

Room A

9:00~10:30 IS13 Artificial Mind
Chair: K. Shimohara (ATR Human Information Science Labs, Japan)
Co-Chair: H. Kozima (Communications Research Laboratory, Japan)

IS13-1 Artificial mind: Theoretical background and research directions = 506

A. Buller, K. Shimohara (ATR International, Human Information Science
Laboratories, Japan)

1S13-2 Tension-driven behaviors of a mobile robot. early experimental results == 510

A. Buller, Y. Harada, M. Joachimczak, S-I. Lee, T.S. Tuli (ATR International,
Human Information Science Laboratories, Japan)

1S13-3 Synthesis of behaviors of the Neko 1.0 mobile robot e 514
S.I. Lee, T.S. Tuli (ATR International, Human Information Science Laboratories,
Japan)

IS13-4 Can a robot empathize with people? e 518
H. Kozima, C. Nakagawa, H. Yano (Communications Research Laboratory,
Japan)

1S13-5 Toward machine intuition: A way-finding without maps or coordinates = 520



J. Liu (Central South University, P.R.China)

10:45~12:00 GS18 Intelligent Control and Modeling- II
Chair: B. Price (Open University, UK)

GS18-1 Digital control of an underwater robot with vertical planar 2-link manipulator — ****** 524
S. Sagara (Kyushu Institute of Technology, Japan)

GS18-2 Efficiency of information spread on self-organized networks T 528
J. Matsukubo, Y. Hayashi (Japan Advanced Institute of Science and Technology,
Japan)

GS18-3 Robust motion and force tracking control of robot manipulators in contact 532

with surface with unknown stiffness and viscosity

D. Moriyama, M. Oya, M. Wada (Kyusyu Institute of Technology, Japan)

T. Suehiro (Mecanics and Electronics Research Institute Fukuoka Industrial
Technology Center)

GS18-4 An Eeffective adaptive autopilot for ships U7 536
T-X. Doan, V-Q. Hoang (Hung Long Co., Ltd, Vietnam)
T-T-A. Duong, M-T. Bui (Hong Thang Co., Ltd., Vietnam)
T-K-T. Nguyen, D-T. Luong (Phan Anh Co., Ltd, Vietnam)
T-D. Le, V-L. Do, T-H. Le (Bac ninh Consultant and Investment Co., Ltd,
Vietnam)

13:00~14:30 GS21 Mobile Vehicle- I
Chair: H.H. Lund (University of Southern Denmark, Denmark)

(GS21-1 Remote positioning and control architecture of mobile objects """ 540
with wireless communication
Y.H. Kim (Korea Institute of Machinery & Materials, Korea)
D.H. Yu (Catholic University of Pusan, Korea)
Y.J. Lee (Pusan National University, Korea)

GS21-2 Development of a self-driven personal robot 777 544
T Azuma, Y. Takenaga, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS21-3 Path planning for the autonomous mobile robot under the constraints """ 547
of the driving condition with unknown obstacles
Y.J. Lee, Y.J. Yoon, M.H. Lee (Pusan National University, Korea)

(:S21-4 Run control of the mobile recognition vehicle by information 7" 553
of internal sensor and vision
M. Sugisaka (Oita University, RIKEN, Japan)
S. Kuriyama (Oita University, Japan)

GS21-5 Planning mobile robot with single visual aid 77 557
X. Wang (Oita Institute of Technology, J apan)



M. Sugisaka (Oita University, RIKEN, Japan)

14:30~15:30 IS15 Artificial Life and Application
Chair: K.B. Sim (Chung-Ang University, Korea)

IS15-1 Swarm behavior of multi-agent system based on artificial immune system """ 561
K.B. Sim, D.W. Lee (Chung-Ang University, Korea)

1S15-2 Bayesian clustering for determination of dynamic web preference =" 565
D.S. Kim (HanShin University, Korea)
J.H. Choi (Kimpo College, Korea)
M.S. Han (ETRI, Korea)

1S15-3 The research about growth and behavior of a virtual lifeby 77" 569
using genetic algorithm
M.S. Kwon, D.W. Kim, J.Y. Lee, H. Kang (Chung-Ang University, Korea)

1S15-4 Structure identification of neuro-fuzzy models using genetic algorithms " 573
B.H. Wang (Kangnung National University, Korea)
H.J. Cho (Purdue University, USA)

Room B

9:00~10:30 IS7 Nonlinear Modeling and its Applications
Chair: K. Aihara (The University of Tokyo, Japan)
Co-Chair: H. Suzuki (The University of Tokyo, Japan)

1S7-1 Complex behavior of a simple partial discharge model 7" 577
H. Suzuki, K. Aihara (The University of Tokyo, Japan)
S. Ito (Kanazawa University, Japan)

IS7-2 Dimensional analysis of the Hodgikin-Huxley equations with noise: = 581
Effects of noise on chaotic neurodynamics
H. Tanaka, K. Aihara (The University of Tokyo, Japan)

1S7-3 Encoding ternary information using a chaotic neural network 585
J K. Ryeu (Dongyang University, Korea)

1S7-4 Human-like decision making in an autoassociative neural network = 589
with dynamic synapses
7. Wang (DongHua University, P.R.China)
K. Aihara (The University of Tokyo, Japan)

IS7-5 Origins of stochasticity in gene expression and control of the fluctuation = 593
Y. Morishita, K. Aihara (The University of Tokyo, Japan)

10:45~12:00 IS2 Neural Network Applications



Chair: S. Omatsu (Osaka Prefecture University, Japan)
Co-Chair: A. Selamat (Osaka Prefecture University, Japan)

1S2-1 Quality evalution of transmission devices using the GA e 597
B. Wang, S. Omatsu (Osaka Prefecture University, Japan)

[S2-2 A high reliability method for classification of paper currency 601
based on neural networks
A. Ahmadi, S. Omatsu (Osaka Prefecture University, Japan)

1S2-3 An electronic nose system using back propagation neural networks 605
with a centoid training data set
B. Charumporn, M. Yoshioka, T. Fujinaka, S. Omatsu (Osaka Prefecture
University, Japan)

1S2-4 Web page classification using neural networks based on augmented PCA 609
A. Selamat, H. Yanagimoto, S. Omatsu (Osaka Prefecture University, Japan)

13:00~14:15 IS8 Machine Intelligence and Robotic Control
Chair: K. Watanabe (Saga University, Japan)
Co-Chair: K. Izumi (Saga University, Japan)

1S8-1 Neural-net switching controller for partly known robot systems " 613
with guaranteed tracking performance
S. Kumarawadu, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

IS8-2 Evolutionary acquisition of handstand skill using a three-link = 617
rings gymnastic robot
T. Yamada, K. Watanabe, K. Kiguchi, K. Izumi (Saga University, Japan)

IS8-3 Dynamic potential field method for local obstacle avoidance of mobile robots ~ ****** 621
X. Yang, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

[S8-4 Neural network based expectation learning in perception control: = 625
learning and control with unreliable sensory system
S. Guirnaldo, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, J apan)

1S8-5 Control of 3-DOF underactuated manipulator using fuzzy based switching =" 629
L. Udawatta, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

14:15~15:30 IS16 Soft Robotics and Information
Chair: T. Yamamoto (University of the Ryukyus, Japan)
Co-Chair: H. Kinjo (University of the Ryukyus, Japan)

IS16-1 Identification of periodic function using dynamical neural network = 633
K. Nakazono, H. Kinjo, T. Yamamoto (University of the Ryukyus, Japan)
K. Ohnishi (Keio University, Japan)



1816-2 Training of pulse interval for spiking neural networks using genetic algorithm = 637
S. Kamoi, H. Kinjo, K. Nakazono (University of the Ryukyus, J apan)

1S16-3 Information separation of position and direction of a robot by self-organizing map ~ ***** 641
K. Kurata, N. Oshiro (University of the Ryukyus, Japan)

1516-4 Backward control of multitrailer systems using neurccontrollers = 645
evolved by genetic algorithm
A. Kiyuna, H. Kinjo, K. Nakazono, T. Yamamoto (University of Ryukyus, Japan)
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Chair: Y. Zhang

IPS3-1 Representing patterns of autonomous agent dynamics 0 1-29
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J. Johnson, B. Price (Open University, UK)
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T.X. Yan (University of Science and Technology, PR.China)

(Hon. President, Advisory Committee of Chinese Association of [ntelligence,
P.R.China)

10:45~12:00 GS20 Computer and Robot Vision- II
Chair: J. Wang (Oita University, Japan)

(GS20-1 Reaching control of the humanoid robot by using linear visual servoing = 649
K. Okamoto, K. Yamaguchi, N. Maru (Wakayama University, Japan)

GS20-2 Real-time visual servoing for laparoscopic surgery e 653

M.S. Kim, J.S. Heo, J.J. Lee (Korea Advanced Institute of Science and
Technology, Korea)

GS20-3 Compensatory eye movement for translational motion of robot head 657
H. Tsuji, N. Maru (Wakayama University, Japan)

GS20-4 Space and time sensor fusion using an active camera for mobile robot navigation = - 661
T.8. Jin, J.M. Yun, J M. Lee (Pusan National University, Korea)
K.S. Lee (Dong-A University, Korea)

(GS20-5 Face detection system by camera array that satisfies both wide view = 663
and high resolution
K. Okabe, T. Shigehara, K. Hiraoka, M. Tanaka, T. Mishima, S. Yoshizawa
(Saitama University, Japan)
H. Mizoguch (Tokyo University of Science, Japan)
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Chair: T.X. Yan (University of Science & Technology Beijing, P.R.China)

GS22-1 2D artificial life system using network-type assembly-like language: == 669
A Comparative Study with Linear-type Assembly-like Language
Y. Shiraishi, J. Hu, J. Murata (Kyusyu University, Japan)
K. Hirasawa (Waseda University, Japan)

GS22-2 Adaptive trail formation under dyramic feeding 673
T Tao (Shizuoka University, Japan)
H. Nakagawa, H. Nishimori (Osaka Prefecture University, Japan)
M. Yamasaki (Ibaraki University, Japan)

GS22-3 Learning of animal behavior strategy by neural neiwork and gesetic algorithm ==+ 678
K. Hayashi, H. Kanoh (Meiji University, Japan)

13:45~14:30 GS23 Computer & Internet Security
Chair: P. Sapaty (Oita University, Japan)

(0S23-1 Mutual tests among agents in distributed intrusion detection systems """ 682
using immunity-based diagnosis
Y. Watanabe, Y. Ishida (Toyohashi University of Technology, Japan)

(0S23-2 Intrusion detection algorithm based on artificial immune system 0 686
J.W. Yang, D.W. Lee, K.B. Sim (Chung-Ang University, Korea) ’

(GS23-3 A mathematical analysis for effectiveness of a honeypot against internet worms — =**"*" 690
T. Okamoto (Kanagawa Institute of Technology, Japan)

14:30~15:30 IS17 Applications for Intelligent Control
Chair: J.J. Lee (Korea Advanced Institute of Science and Technology, Korea)

IS17-1 A Study on the position control of an SMA actuator using time delay control """ 694
H.J. Lee, J.J. Lee (Korea Advanced Institute of Science and Technology, Korea)

I1S17-2 Control of a nonholonomic mobile robot using RBF network e 698
C. Oh, J.J. Lee (Korea Advanced Institute of Science and Technology, Korea)

1S17-3 Qualitative and quantitative information-based level control of the =" 702
PWR steam generator of the nuclear power generation
H. Bae, Y.K. Woo, J.R. Jung, S. Kim (Pusan National University, Korea)
K.S. Jung (Korea Plant Service & Engineering Co., Ltd, Korea)
B. H. Wang (Kangnung National University, Korea)

1S17-4 Automatic moving object detection algorithm for region-based tracking " 706
E.Y. Song, C. Oh, J.J. Lee (Korea Advanced Institute of Science ana Technology,
Korea)
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Abstract-Recently biologically inspired bipedal dynamic humanoid robot was developed at Artificial Life and
Robotics laboratory of Oita University. This bipedal humanoid robot is able to walk dynamically and to go up
and down stairs. The central pattern generator developed produces various kinds of walking patterns. This robot
has a pair of small CMOS color CCD cameras, speaker and mike in the head part and will have GPS, portable
phone, and other sensors in the body part so that the integration of locomotion and behavior to achieve specific
demonstrations is realized in this bipedal humanoid robot. This project develops dynamic mobility and the ability
for autonomous recognition and navigation using the biological central nervous system, the brain system, and the
real time control system. Also the design principles that demonstrate the dynamic interaction between neural and
mechanical controls will be clarified. In Phase I the platform of a small size bipedal humanoid robot is used to
develop autonomous locomotion and autonomous sensing and navigation. In Phase II of the project the iteration
on platform design for human size bipedal humanoid robots will be performed for operational testing. The
development of bipedal humanoid robots that captures biological systems with unique principles and practices

could dramatically increase their performance in tasks for national security needs.

1. Introduction

The biologically inspired bipedal humanoid
robot developed recently at Artificial Life and Robotics
Laboratory of Oita University is considered as a new
artificial life body with the artificial brain[1]-[5] which
has to provide the robot with abilities to perceive an
environment, to interact with humans, to make
intelligent decisions and to learn new skills. On the
other hand, we have already developed an artificial
brain for an artificial life robot “Tarou”[6]. These two
types of artificial brains have different specifications.
The artificial brain developed in [1]-[5] consisted of
the hardware neural network (Ricoh neurocomputer
RN-2000), interfaces, and 32 bits microcomputer. The
artificial brain installed in Tarou consists of software
neural networks.

In order for the bipedal humanoid robot to
behave autonomously for achieving its tasks, the robot
requires a brain system like living creatures. The brain
system is a complex system which has functions such
as control, recognition, learning, and other higher
functions. The relation between the brain and outside
world is given in Fig.1.

The brain has five functions and 1,000 billions

neurons;

(1) recognition of outside world (five senses),

(2) exercise control (conscious control; walking and
balancing, unconscious control; playing violin and
piano),

(3) consciousness (level of consciousness in awake is
higher than level of consciousness in sleep),

(4) emotion or passion(open the pupil, whet the nail,
erect hair)

(5) memorization and learning.

The five functions are located locally in the brain
system and, hence, we feel that there exists a heart in
living things as a whole, namely, there exists life.

The central nervous system which consists of
both the brain system and the spinal cord is shown in
Fig.2.

In this paper, at first, the concept of artificial
brain is introduced briefly. Secondly, the brief
description of the biologically inspired dynamic
bipedal humanoid robot is given with the specification
of the robot. Thirdly, experimental results are
illustrated. Finally in conclusions we show the
problems to be solved for the special purpose which



achieves a given task.
detection and face recognition. In Fig.3 the hardware

output structure is shown and the software structure is given in
ﬁ Fig. 4. In Fig. 5 behavioral table is illustrated.
outside world
muscles* exercise organs
. effectors (interfaces)
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T ——
brain
ccntripetal (neural networks)
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Fig.1 Relation between brain and outside world
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pons brain for Tarou
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The artificial brain for Tarou consists of the Behavior Table
. . . . Checking Motor Driver
special softwares. The hardware is shown in Fig.3

where two CCD cameras, two computers, two DC By Action 1. Ivisum Outputl

moters, one stepping motor, six ultra sonic sensors, 5 - | Brecution
LEDs are installed. One portable computer is used for Benavioral Table
voice recognition and command executing system '
(however, this computer is replaced by the above two ] )
computers later). The artificial brain is able to perform Fig. 5 Behavioral table

vision based navigation, voice recognition, and face

Updating




2.1Vision based navigation

There are two types of landmarks used in the
navigation based on two CCD video cameras which can
capture nearly 24 images/s: one is the continuous
landmark (Guideline), another is the common
landmarks (Circle, triangle, etc). The guideline is used
for positioning, and other landmarks can make the robot
perform some specific action, such as turn, stop etc. The
robot moves at the least speed of 12cm/s. After one
image was taken, the guideline and landmarks were
extracted and recognized from that image. The robot
will act based on the results of the image processing.
And it has the capability to search its target as fast as
possible when it is moving.

2.2 Voice recognition

Our robot has a voice recognition and command
executing system, which are distributed on two
computers on hardware and link and local network. The
voice recognition system utilizes IBM ViaVoice SDK
(Software Developer’s Kit) for dictation and IBM
ViaVoice TTS (Text to Speech) SDK for speech
application.

By using this system, our robot can now
recognize the following commands in English:
1 Go ### meter(s)/centimeter(s)
2 Turn your head to the left/right
3 Straighten your head
3 Look up/down/straight
4 Turn left/right ### degrees
5 No (for canceling of a command)
(### means a number)
IBM ViaVoice provides a tool for building a personal
voice model. For example, if a voice model is made by
a Japanese people (who speaks English with Japanese
accent), then, it will be easier for the voice recognition
system to understand other Japanese people’s speaking.

2.3 Face detection & face recognition

We have built a real-time face recognition system
which is combined with face detection (based on a
neural network) and face recognition (based on
Embedded Hidden Markov Models (EMM)) techniques.
It constantly takes images from the surroundings with
the camera mounting on the robot’s head, finds faces in
them. If a face is detected, the system tries to recognize
1t.

The neural network is trained with many face
examples to get the concept of a face. It receives a
20x20 pixel region of the image as input, and generates
an output ranging from 0 to 1, signing how close it is to
a face. We use it to examine a sub-image subtracted

from the input image whether it is a face.
For face recognition, we built a separate EMM model
for each person in the face database. If a face is detected,
it will be matched against each model in the database.
The model, which yields the largest similarity value, is
reported as the host.
The system have achieved a detection rate of more than
85% for front views or slightly rotated views of faces.
These techniques of artificial brain used in Tarou
are easily applicable for desigining an artificial brain for
a biologically inspired dynamic bipedal humanoid robot
(BiOMAN-1). :

3. Biologically inspired dynamic bipedal humanoid
robot (BiOMAN-1)

3.1 Specification

The specification of the BIOMAN-1 developed at
our laboratory is illustrated in Table 1. The parts which
compose BiOMAN-1 is sold in stores and is easily
obtained so that the cost is relatively cheep(less than
¥200,000 including several sensors shown in Table 1).
The shape was designed by ourselves. The arrangement
of target computer and other parts were all made by our
hands.

The freedom of body is shown in Fig. 6. At this
stage, arms and hands are not mounted due to the delay
of arrival of small servomotors with brackets. We will
mount these small servomotors when they arrived.

<«—— head

<—— neck

<4—— trunk
<4—— crotch
<«— knee

<«—— ankle

<«—— foot

Fig.6 Freedom of body

3.1 Experimental results
In order for the BIOMAN-1 to walk statically and



dynamically, the home position have to be decided
beforehand. One example used in our experiments is
shown in Fig. 7 where M** denotes servomotor’s
number and the numerical values show the one home
position. Based on the home position, various walking
patterns were developed according to the biological
fixed walking (moving) pattern generated from the
central pattern generator (CPG) genetically equipped in
the central nervous system in the brain. The results will
be shown by video.

M00

0

Mo1

0

M10

135

M1l

125
M12 M13
85 96
M14 M19
97 102
M15 M20
98 116
M16 M21
142 28
M17 M22
120 36
Mi8 M23
96 42

left leg right leg

M**: motor number

4. Conclusions

In this paper, brief introductions for both the
artificial brains for the artificial life robot Tarou and the
biologically inspired dynamic bipedal humanoid robot
(BiOMAN-1) in Phase I research are given. The
artificial brain developed in Tarou will be applied to
BiOMAN-1 soon that enables to behave in all terrain
autonomously. These researches are our next objective
to be developed.
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Specification

size height 520 mm
weight 5.5kg
actuators -KO puropo, servomotor PDS-2144FET (torque, 13kg-cm): 12

-Futaba, servomotor S3003 (torque, 3.2kg-cm): 4
Sensors foot part not decided

‘Omron, linear inclination sensor D5R-L02-60: 2
body part -Sharp, distance sensor GP2D12-PSD:2

‘S.T.L.Japan, electric gyroscope HS-EG3(to be mounted):
1

each joints

not decided

head part

‘C-MOS CCD camera CAM25C: 2

‘UHF wireless video transmitter TR-25R: 2
‘UHF wireless video receiver CX-135R: 2
-data converter DAC-100: 2

to be mounted

tool for developing software for
target computer

host computer

personal computer (Window XP, etc.)

controller target computer

HSWBO01

Table 1 Specification of the biologically inspired dynamic humanoid robot (BiIOMAN-1)
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Abstract

This paper discusses the machine (system) intelli-
gence from the viewpoints of learning, adaptation and
evolution of living things. Next, this paper introduces
examples of integrated system developed by industrial
companies, those are designed to work domestic area
with intelligence. Finally, this paper shows an example
of intelligent robotic system: brachiation robot devel-
oped in our project.

1 Introduction

Intelligence for robot to grow and evolve can be ob-
served both through growth in computational power,
and through the accumulation of knowledge of how to
sense, decide and act in a complex and dynamically
changing environment. There are four elements of in-
telligence: sensory processing, world modeling, behavior
generation and value judgement. Input to, and output
from, intelligent system are via its body with sensors
and actuators. Recently, intelligent systems have been
discussed not only in knowledge engineering, computer
science, mechatronics and robotics, but also psychology
and brain science . Various methodologies about intel-
ligence have been successfully developed.

Artificial intelligence (Al) builds an intelligent agent,
which perceives its environment by sensors, makes a de-
cision and takes an action [1]. McCulloch and Pitts
suggested that suitably defined networks could learn [2],
and furthermore, Newell and Simon developed general
problem solver. Afterward, knowledge-based system in-
cluding expert systems has been developed. In addi-
tion, language processing, reasoning, planning, and oth-
ers have been discussed in Al. Human language enables
the symbolic processing of information, and is translate
into numerical information according to an objective,
that is, word is classified into a certain attribute out of
much information. In this way, the symbolic informa-
tion processing have resulted in success in Al. Further,
The recent research fields concerning intelligence, in-
clude brain science, soft computing, artificial life and
computational intelligence [1]-]6].

Computational intelligence from the viewpoints of bi-
ology, evolution and self-organization tries to construct
intelligence by internal description, while classical Al
tries to construct intelligence by external (explicit) de-
scription. Therefore, information and knowledge of a
system in computational intelligence should be learned

or acquired by itself.

Robot is required to have intelligence and au-
tonomous ability when it works far from an operator
with large time delay, or when it works in a world
containing ambiguous information. The robot collects
or receives necessary information concerning its exter-
nal environment, and takes actions to the environment.
Both of them are often designed by human operators,
but ideally, the robot should automatically perform the
given task without human assistance. Computational
intelligence methods including neural network (NN),
fuzzy logic (FL) and evolutionary computation (EC),
reinforcement learning, expert system and others, have
been applied to realize intelligence on the robotic sys-
tems [2]-[11]. In addition, behavior-based Al has been
discussed as learning methods dependent on environ-
mental information [1],[12]. The behavior-based Al
stresses the importance of the interaction between robot
and environment shown in Fig. 1, while classical Al is
based on the representation and manipulation of explicit
knowledge. Recently, behavior analysis and training as
methodology for behavior engineering and model-based
learning, have been proposed [12]-[14]. In this paper,
we introduce a basic technique to build an intelligent
system. After that, we introduce adaptation algorithm
for brachiation robot.

| Emerging Intelligence |

Eaviommer

Favirenent

Environment

Figure 1: Emergence of intelligence

2 Intelligent System

Human being makes decision and takes actions based
on the sensing information and internal state, when we
consider human beings as an intelligent system. Fur-
thermore, huinan beings can learn by acquiring or per-
ceiving information concerning reward and penalty from
the external environment. Thus, human beings perform
the perception, decision making and action (Fig.2). In



future, a robot will work out of a factory which en-
vironment was simplified so that a robot could recog-
nize it. The robot is required to have much intelligence
and autonomous capability when it works far from an
operator with large time delay such as tele-operation,
when sensing information is contained ambiguous infor-
mation. Key technologies for system intelligence and
autonomous are knowledge representation, recognition,
inference, search, planning, learning, prediction and so
on[1].

The system intelligence emerges from the synthesis
of various intelligent capabilities of the systems. Con-
sequently, the whole intelligence of a system depends
on the structure for processing information on hard-
ware and software, and this means that the structure
determines the potentiality of intelligence. Therefore,
we should consider a whole structure of intelligence for
information process flow over the hardware and soft-
ware.

Environment Intelligent System

‘ Sensor

-» Perception #

Opcrator | i oy
: I | Pattern matching,  Associative z
; i . Inference ! memory . =
i Obstacle . Leaming | 2
i i : ; . '
[ | i D =%
Object | ; Decision ; &
| i \ Planning W i
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i Other | | v | 2
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Robots [ . : B
! B Actuator 4! Motion [CE—

' Generation |

Figure 2: Interaction between intelligent system and its
environment

To realize higher intelligent system, a synthesized
algorithm of various ‘techniques is required. Figure 3
shows the synthesis of NN, FL and EC. Each technique
plays the peculiar role for intelligent function. There
are not complete techniques for realizing all features of
intelligence. Therefore, we should integrate and com-
bine some techniques to compensate the disadvantages
of each technique. The main characteristics of NN are
to classify or recognize patterns, and to adapt itself to
dynamic environments by learning, but the mapping
structure of NN is a black box and incomprchensible.
On the other hand, FL has been applied for represent-
ing human linguistic rules and classifying numerical in-
formation into symbolic class. It also has reasonable
structure for inference, which is composed of if-then
rules like human knowledge. However FL docs not fun-
damentally have the learning capability. Fuzzy-neural
networks have developed for overcoming their disadvan-
tages [5]. In general, the neural network part is used for
its lecarning, while the fuzzy logic part is used for rep-
resenting knowledge. Learning capability is fundamen-
tally performed as necessary change such as incremental
learning, back propagation method and delta rule based
on error functions. EC can also tune NN and FL. How-
ever, evolution can be defined as resultant or accidental
change, not nccessary change, since the EC can not pre-

dict and estimate the effect of the change. To summa-
rize, an intelligent system can quickly adapt to dynamic
cnvironment by NN and FL with the back propagation
method or delta rule, and furthermore, the structure of
intelligent system can globally evolve by EC according
to the objective problems. The capabilities concerning
learning adaptation and evolution can construct more
intelligent system. Intelligence arises from the informa-
tion processing on the linkage of perception, decision
making and action.

. Evolving neural |

,: networks .
e . Evolutionary |
i 1 . i
| Neural Networks | Computation
Leammg‘g capability : . Opmaation
k L . Diversit
N | Intelligent W R )
; Fuzzy-neural ‘ System | Self-tuning ;
! networks = ! fuzzy model !
- Fuzzy Logic

Linguistic if-then rule

Figure 3: Synthesis of NN, FL and EC

3 Integrated system with intelligence

3.1 Intelligent robots for domestic work

Many industrial companies in Japan have announced
the concept and prototype of new type of robots since
several years. Figure 4-7 are pioneer works. It is
thought that an intelligent robot will play an impor-
tant role as to solve the social problems such as traf-
fic, medical, welfare, domestic work and environment
protection instead of human labor. In order to expand
robots’ working area out of an industrial factory, a robot
should at least rccognize its situation and cnvironment
including human correctly. The current computational
intelligence does not have such a high recognition abil-
ity, therefore ” AIBO” shown in fig. 6 is released as a pet
robot in 1999 since pet robot is not generally required
to precise recognition enough to perform practical work
but it plays football game in RoboCup. On the other
hand. humanoid robot with same dimensions as human
being has advantage to work in domestic area. HONDA
therefore developed smaller humanoid " ASIMO” shown
in fig. 4 than P2 and P3 developed before. Researcher
in HONDA mainly concentrated themselves on achiev-
ing biped locomotion, recently vision system and voice
recognition system are also installed. Development of
practical arms and high-level intelligence are next is-
sue. The conventional robot has been developed to
work specific task but the robot for the next generation
should have multiple functions for flexibility and then its
structure and information process become complicate.
We therefore think the system integration technology
as well as fundamental technology is key to rcalize an
anthropomorphic robot.



Figure 4: Humanoid robot “ASIMO” from HONDA

Figure 7: Pet robot “TAMA” from OMRON
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Figure 8: Comparison of personal robots

3.2 Brachiation Robot

The brachiation robot is a mobile robot, which dy-
namically moves from branch to branch like a gibbon,
namely long-armed ape, swinging its body like a pendu-
luin [16],[17)(Fig. 9). A lot of research about a brachia-
tion type locomotion robot had been carried out. Saito
et al [18] proposed the heuristic learning method for
generating feasible trajectory for two-link brachiation
robot. Fukuda et al [19] propose the self-scaling re-
inforcement learning algorithm to generate feasible tra-
jectory with robust property against some disturbances.
The reinforcement learning method builds a fuzzy logic
controller with four inputs and one output. In these
studies, the controller is acquired in a try-and-error
learning process and a dynamics model of the two-link
brachiation robot is not used for controller design. On
the other hand, Nakanishi et al [22] took another ap-
proach, using target dynamics, for controlling an under-
actuated system. The two-link brachiation robot is an
underactuated system with two degrees of freedom and
one actuator. As a two-dimensional extended model,
seven-link brachiation robot is studied by Hasegawa et
al [21]. The seven-link brachiation robot has redun-
dancy to locomote so that it is able to take a dexterous
motion like a real ape in plane, however a dynamical lo-
comotion robot with multi-degree of freedoms is difficult
to be controlled. A hierarchical behavior architecture is
adopted to design the controller with multi-input and
multi-output efficiently. The behavior controllers and
their coordinators in the hierarchical structure arc gen-
erated using reinforcement learning method. The con-
cept of the hierarchical behavior controller is based on
the behavior-based control, which has an advantage of
designing the controller for a higher-level behavior of
the complex system from simpler behaviors in reason-
able process.

We developed 13-link brachiation robot shown in
fig.10, that has almost same dimensions and weight as
a real long-armed ape. The hierarchical behavior con-
troller shown in fig.11 gencrates dynamical motion con-



trolling 14 actuators.

H

Figure 9: Brachiation motion of a long-armed ape

Figure 10: 13-link brachiation robot

3.2.1 Hierarchical Behavior-based Con-
troller: Utilization of the hierarchical behavior
controller approach makes the controller designing
process easier and shorter. There are some problems
in this approach. One is how to adjust the behavior
coordinator when the objective behavior or robot
parameters are changed. We use Newton Raphson
method to adjust the behavior coordinator against
some environmental or task changes. This method
measures the effects of the local behavior controllers
to the global behavior, and changes the coefficients for
them in fewer trials.

The hierarchical behavior controller for brachiation
robot is designed based on behavior-based approach
since the robot has multiple degrees of freedom and the
objective task is complex. At first, the brachiation be-
havior is divided into two actions: a swing action that
stores the sufficient energy prior to the transfer (prelim-
inary swing mode), and a locomotion action that is ac-
tual transfer operation (locomotion mode). After that,
these actions are decomposed into the local behaviors;
leg swing, body rotation I, leg stretch, body rotation II,
body lifts and arm reaching. The hierarchical behavior
controller is shown in Fig.11.

3.2.2 Rescalling the Desired Trajectories
from Behavior Controller: The behavior con-
trollers except the arm reaching behavior controller are
feedforward controllers which generate the desired tra-
jectories expressed by the cubic spline function to the
feedback controllers. This desired trajectory for the ac-
tuators is rescaled by a corresponding coefficient from
the behavior coordinator on the upper layer as follows.

ydi(t) = ri(yx(t) — be(t)) (1)

where yd; is deswed trajectory to actuator 7, ry is
coefficient for behavior controller k, y,(t) is actuator
trajectory from behavior controller k, and b (t) is base
line connecting an initial point with an end point as
follows,

be(t) = b(0)(t" — t)/¢" + b(t*)t/t*
where t* is finishing time of the behavior.
If multiple behavior coordinators indicate coefficients

to one behavior controller, summation of these values
becomes new one as follows,

T = H T
el
-where [ is group that indicates coefficient to the be-
havior controller k.
The feedback controller makes the corresponding ac-
tuator trace the desired trajectory from behavior con-
troller.

3.2.3 Adaptation Algorithm: The brachia-
tion robot is controlled by the hierarchical behavior
controller explained above. To adjust the total behav-
ior against the small changes of robot parameters or
change of a desired behavior, we have three parts to be
updated; the fundamental behavior controller, the be-
havior coordinator and both of them. The easiest part
is to adjust only behavior coordinator, because of the
small searching space. If the structure of the robot sys-
tem or the desired task is completely changed, both the
behavior controller and behavior coordinator should be
rearranged. The proposed method is concerning about
adaptation of only the behavior coordinator. In order
to adjust the behavior coordinator, we should evaluate
the effect of each behavior controller to the global be-
havior. Therefore, in the proposed algorithm, the rela-
tions between the each behavior and the global behavior
through several trials are approximately measured and
then the coefficients to the behavior controller are up-
dated based on the relations.

The relation between change of the activation coef-
ficient and the resultant behavior is strongly nonlinear.
We however assume that the relations could be express
as the multiplier of the degree of contributions and the
coefficients only in a limited neighborhood of the cur-
rent state as follows,

(2)

3)

pls) = W(s) - r(s) (4)
where p(s) is performance vector at step s, W(s) is
a gradient matrix and r(s) is an activation coefficient.
The performance vector is a column of performance
indices which evaluate the resultant behavior. The tar-
get activation coefficient,, is derived from eq. (7).

e(s) p" —p(s) (5)
= W(s) r*(s) = W(s) r(s) (6)
= W(s) (r"(s) —r(s)) (7)
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Figure 11:

where e(s) is error vector from the desired perfor-
mance, p* is a target performance vector and p is a
current performance vector.

This calculated activation cocfficient r* is not the de-
sired ones. because the linearized equation is adopted in
the non-linear system. Therefore the target activation
coefficients are searched iteratively as follows,

*

At first, evaluate its performance by making trial
with activation cocflicients 7.

Explore the performance around neighborhoods
arca, ' ", and r"~!. Thesc 7 should be lincar
independence each other.

Update gradient matrix using eq. (11), and cal-
culate new activation cocfficients using eqs. (12)
and (12).

Check its performance with the new activation co-
cfficients. If the behavior is not insufficient, go to

step 2.
R(s) = (r(s),r'(s),r"(s),....r" 71 (s))(8)
P(s) = (p(s).p'(s),p"(s),-- 0" 1 (5)X9)
W(s) = P(s) R(s)™ (10)
Ar(s) = Wi(s) ! e(s) (11)
r(s+1) = r(s)+ Ar(s) (12)

3.2.4 Experiments: We applied the proposed
method to two cases. One is the case when the objective
task is changed. The other is the case when the new
behavior should be generated based on the primitive
bchavior.

Behavior-based controller for brachiation robot

This adaptation algorithm adjusts four coefficients
from behavior coordinator “locomotion™ to four behav-
ior controllers when the branch intervals are extended
from 90ci1 to 10lcm. The feasible cocfficients arc ob-
tained in four steps and the figure 12 shows the tva-
jectories of tip of the free hand both before and after
adaptations.

Branch of goal
SRR

-
Trajectoryaficr adaptation 1o

t i Y-Z planc i‘\’
{ ———Trajectory befure adaptation 1
m Y-/ pianc i

4
/

J

Figure 12: Free hand’s trajectories before and after adap-
tation

In order to achieve the continuous locomotion, the
cnd posture of first swing should be important for the
second swing. We therefore applied the adaptation al-
gorithm to tune the secondary swing motion controller
with two parameters. Figure 13 is a Stroboscopic photo
showing the continuous motion with 33msec interval.

4 Summary

This paper presented some recent researches in the
ficld of intelligent robotic system. The computational



Figure 13: Continuous locomotion

intelligence means capability of learning, adaptation
and evolution using neural network, fuzzy logic and evo-
lutionary computation. The synthesis of neural net-
work, fuzzy logic and evolutionary computation will
be realize advanced information processing and hier-
archical structure organization. After that, this pa-
per showed the pioneer robots for personal and domes-
tic use announced by industrial companies in Japan.
They required more intelligent capability for perception
and decision making algorithm from ambiguous infor-
mation and stored knowledge as well as system integra-
tion technology to realize a sophisticated robot. Finally
we showed a brachiation robot like a long-armed ape as
an example of adaptation algorithm with hierarchical
behavior-based control architecture.
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Abstract

Based on principles from modern artificial intelligence
and artificial life, 1 developed the concept of
‘programming by building’ using intelligent artefacts.
Miniaturisation of computing makes it possible to
employ new educational practises and revolutionise our
idea about programming through the use of technological
components. With the development of intelligent
building blocks it becomes possible to ‘program by
building’. The construction with intelligent building
blocks results not only in the development of a physical
structure, but also in the development of a functionality
of the physical structure. So construction of functionality
can happen with physical building blocks that each
contains computational processing and communication.
The intelligent building blocks are the support for the
concept of programming by building and have different
forms and material properties.

Introduction

Miniaturisation of computing makes it possible to
employ new educational practises and revolutionise our
idea about programming through the use of technological
components. With the development of intelligent
building blocks it becomes possible to ‘program by
building’. The construction with intelligent building
blocks results not only in the development of a physical
structure, but also in the development of a functionality
of the physical structure. So construction of functionality
can happen with physical building blocks that each
contains computational processing and communication.
The intelligent building blocks are the support for the
concept of programming by building and have different
forms and material properties.

The reason for moving towards physical programming of
functionality (rather than traditional programming on a
personal computer) is inspired by Piaget’s [1,2] and
Vygotsky’s [3] work in the field of educational
psychology. Piaget suggested and showed that hands-on
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experimentation is the essential basis for cognitive
development, and Vygotsky viewed knowledge as a
process, which basically depends on technological and
cultural scaffolding [3].

Looking at the Piaget’s definition of stages, it becomes
clear that interaction might play a major role in children
learning, and that the younger children are the more
important hands-on experiences would be.

Yol

Figure 1. A building block with micro processor and
communication channels. Copyright 2002, H. H. Lund.

Also, classical constructionism and guided
constructionism [4] with its roots in the work by J. Piaget
suggest that the best way to learn about an artefact is to
actually build the artefact: "Children have real
understanding only of that which they invent themselves,
and each time that we try to teach them something too
quickly, we keep them from reinventing it themselves."

Further, research in the field of new artificial
intelligence, also called embodied artificial intelligence
[5] suggests that the embodiment and situatedness play a
major role in the development of intelligence. Therefore,
also in the scientific process of understanding
intelligence it becomes important to move towards
physical systems that allow the control to be embodied
and situated (e.g. research show that robot bodies and
brains should be co-evolved [6]).

What may look as a conflict between much modern
research on developing autonomous systems, and the
educational research putting emphasis on interaction



turns out to be the corner stone for developing
‘programming by building’.

Intelligent Building Blocks

In order to exemplify the concept of ‘programming by
building’, a series of intelligent building blocks were
developed. Each intelligent building block contains
processing power and communication capability. When
two building blocks are physically connected they can
communicate to each other and process the received
information from neighbours. The building blocks can
take various forms and be implemented in various
materials, but for simplicity and for better visualisation
of the concept, let us take the example of housing them in
LEGO DUPLO bricks'.

Each brick is equipped with an electronic circuit
containing a PIC16F876 40-pin 8 bit CMOS Flash
microcontroller and a number of serial two-way

connections. In the case of rectangular LEGO DUPLO,
each brick contains four serial two-way connections, two
connections on the top and two connections on the
bottom of each building block. In other implementations,
there may be more or less connections, for instance there
may be six connections (one on each side) in a cubic
building block.

Figure 2. In the implementation in LEGO DUPLO bricks, the
intelligent building blocks may have two serial connections on
the top (in the centre) and on the bottom. Further, power can be
transferred through connectors, as seen on the sides of each stud
on the top of the intelligent brick. In this case, a standard
building block is placed on top of a LDR sensor building block.
Copyright 2002, H. H. Lund.

"' LEGO and LEGO DUPLO are trademarks of LEGO
System A/S.
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When two building blocks are physically connected
together, they may communicate with each other over the
serial connection(s). In the sending building block,
signals are sent to one of the connections and these
signals are received by the attached connection in the
receiving building block. In a typical set up, each
building block will receive input on its communication
channels, process this input, and then send the output of
the processing procedure as output to the communication
channels. A construction of such building blocks will
have functionality defined by the physical construction
(i.e. the topology), the input, the processing procedure in
the individual building blocks, and the communication
scheme. If input, processing, and communication are pre-
defined, the user of such a system can decide the
functionality of the system exclusively by manipulating
the physical structure. However, in extensions of such a
system, it may be desirable to allow input to be decided
at run-time, for instance through the inclusion of sensors.

A series of such building blocks were designed. All
include the standard functionality of being able to
process and communicate, but some include additional
hardware, so amongst others, there exist input and output
building blocks as indicated in table 1. Further, there
exists a rechargeable battery building block and a battery
building block for standard 9V batteries. Also, some
standard building blocks contain small back-up batteries
that allow a construction to function for a period of time
(up to 5 minutes if no actuator building blocks are
included) when detached from the centralised battery
building block. It is possible to construct a number of
other building blocks not included in the list of currently
available building blocks, e.g. building blocks with
digital compass, sonar, accelerometer, etc.

Figure 3. An example of intelligent building blocks
implemented in LEGO DUPLO. Left: sensor building
block that contains two microphones. Right: motor
building block that contains a servo motor that allows the
top element to turn. Copyright 2002, H. H. Lund.



Table 1. Classification of different hardware types of

building blocks and their corresponding, possible
functionality.
General | Specific type Functionality
type
Standard | Standard Processing and
building communication.
blocks
Back-up battery As  standard, but
functions with own
battery.
Input LDR sensor Light level.
building
blocks Two LDR sensors | Light level, light
direction.
Two microphones Sound level, direction
of sound.
IR sensor Infra red light level
and patterns.
Touch sensor Pressed or not.
Potentiometer Turn level.
Output Double motor brick | Turn +/- 45 degrees.
building
blocks Motor brick Axe turn 360 degrees.
Eight LEDs Light in patterns.
Sound generator Sounds.
IR emitter Wireless
communication.
Display Displays messages.

With these building blocks, it is possible to construct a
huge wvariety of physical objects with various
functionalities. The processing in the physical
construction is distributed among all the building blocks,
and there is no central control opposed to traditional
computerised systems (e.g. traditional robots). The
distribution of control is obtained by allowing processing
within each individual building block.

The importance of distributed control as opposed to
central control is illustrated by Brooks’ [7] seminal work
on behaviour-based control. A paradigm shift was based
on Brooks work showing how to facilitate the
development of control based on a task decomposition
into parallel behaviours rather than into functional units
in a central control. The paradigm shift had major impact
on and was reinforced by other research fields, so that
research on multi-agent systems, ant systems, networks
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(connection machine, Beowulf clusters, etc.), neural
networks, complex systems and emergence put emphasis
on distribution of control. Further, the current trend
towards distributed control in artificial intelligence can
be illustrated by much research moving away from
traditional landmark problems such as computer chess
that facilitate solutions based upon central control due to
complete, central information about the environment (the
chessboard and the chess pieces).

However, as illustrated by the vast number of research
fields focusing on distributed control, a major challenge
is found in the definition of processing and coordination
in a distributed system. Here, our work exploits
distributed processing in the single building blocks. This
differs from other research directions that try to co-
evolve control and morphology, e.g. [8], where the
building blocks do not contain processing power. In such
related work, central control is promoted, and a number
of physical shapes are promoted as possible building
blocks. We do not agree that these choices are
necessarily correct.

Experiments

We implemented both arithmetic building blocks,
behaviour building blocks and neural building blocks,
and other control methods can easily be implemented in
intelligent building blocks. Arithmetic building blocks
contain arithmetic operations such as addition,
subtraction, division, multiplication, and children can
therefore perform mathematical exercises by building
physical structures with the intelligent building blocks.
The behaviour building blocks contain primitive
behaviours that can be executed according to a schedule
in the building blocks. For instance, they may be
executed in a sequential manner according to their
position in the physical construction, or extensions may
lead to a behaviour-based system with parallel execution
of primitive behaviours and arbitration in the actuator
building blocks. In the following, however, I will
exemplify the neural building blocks.

Neural building blocks are implementation of artificial
neural networks in the intelligent building blocks. Each
building block models a neuron with soma, axons and
dendrites. The soma is modelled with the processing in
the microcontroller, the axons and dendrites with input
and output channels. By attaching neural building blocks
(neurons) together, it is possible to create an artificial
neural network. The physical structure of the collection
of neural building blocks decides the topology of the



artificial neural network. As in other types of control
with the intelligent building blocks, sensor building
blocks can function as input and actuator building blocks
can be controlled as output. Therefore, it becomes
possible to create artefacts with sensors and actuators
controlled by the distributed control in the artificial
neural network.

As an example of how to use the intelligent artefacts, let
us look at the task of calculation the results of arithmetic
expressions. Here, it may be natural to use building
blocks that are implemented to perform arithmetic
operations. So this kind of building blocks will be used
here (though we can of course imagine using other
implementations). The task is to present a result for the
following expression:

(xty)*z

where x, y and z are either standard sensory inputs or
user set inputs. The task has been solved correctly for a
solution that presents the right result with regards to
every possible input.

Figure 4. A construction with arithmetic bricks that
performs an arithmetic calculation: (x+y)*z. The user can
set the value of the small bricks on the top (x and y) and
on the right side (z). The result is displayed as binary
number with LEDs on the lower left brick. Copyright
2002, H. H. Lund.

This system with arithmetic bricks solves this task quite
easily as shown in figure 4, because this system is built
for arithmetic operation. The correct result will only be
presented on the display (the brick on the lower left
corner) for as long as the sub-results and the final result
do not exceed the a value of 255, which is the maximum
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value possible for the wvalue data type, and for
communication in general.

The built structure can be seen in figure 4, where the
binary display brick on the lower left corner shows the
result of adding two user set values (on the top) and then
multiplying it with the user set value (on the right side on
top of the multiplication brick).

Conclusion

It is possible to make intelligent artefacts that, in some
cases, allow the user to ‘program by building’ a physical
structure, as shown with the arithmetic expression
example. We performed numerous other tests with
behavior bricks and neuron bricks. Space limitations does
not allow presentation of these results here, so they will
be presented in future work.
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Abstract

Elliott wave theory has been used for many years
as a tool for analyzing price movements in financial
markets. More recently, attention has been directed
toward whether the Elliott wave principle might ap-
ply in a much broader context than simply in finance.
In particular, whether the same wave-like structures
underlie all social movements. This paper presents a
brief overview of the Elliott wave principle, followed by
an examination of how the principle works for social
and behavioral phenomena.

1 Accounting for Things

Ralph N. Elliott was a Los Angeles accountant who
found himself in frail health and unable to find work
during the Depression. While recuperating, he had
plenty of free time to investigate why the market had
lost 90 percent of its value over a three-year period.
He became convinced that there is a repetitive pat-
tern that market indexes like the Dow Jones Industrial
Average (DJIA) go through, and that an understand-
ing of these cycles would enable the alert investor to
foresee bull markets like the 1920s, bear markets like
1966-1974 and even great crashes such as those of Oc-
tober 1929 and October 1987. Of course, to say that
the Dow moves in cycles is not really saying much.
What we need to know is the kind of cycle that the
market goes through. And it is just this sort of infor-
mation that the Wave Principle purports to provide.

Already a devoted reader of Robert Rhea’s Dow
Theory Letter, which was the technician’s icon of the
era, and as a hands-on specialist in corporate financial
rescue, Elliott was no stranger to market analysis, or
the “ebbs” and “flows” of the business cycle. After a
few years of painstaking research, the missing pieces
of a very fascinating puzzle began to fit together. El-
liott observed, “Human emotions are rhythmical; they
move in waves of a definite number and direction. The
phenomenon occurs in all human activities, be it busi-

ness, politics, or the pursuit of pleasure. It is par-
ticularly evident in those free markets where public
participation in price movements is extensive.” The
basic idea of what Elliott discovered is rather simple
to describe.

The fundamental pattern upon which the entire El-
liott edifice rests is shown in Figure 1, which displays a
sequence of up and down price movements constituting
a complete cycle of eight waves. Typically, these waves
are the ups and downs of a market indicator like the
DJIA or the FTSE 100 Index on the London Exchange.
Waves 1, 3, and 5 are called impulse waves, while
waves 2 and 4 are termed corrective waves. So one
complete Elliott cycle consists of eight waves divided
into two distinct phases: Numbered phases are in the
direction of the main trend, while lettered phases move
against the trend.

numbered letsered

Figure 1.

Elliott found that following completion of the above
cycle, a similar but higher-level cycle begins: Another
five-wave up pattern followed by another down pattern
of three waves correcting the up pattern. The overall
situation is shown in Figure 2, while Figure 3 carries
the idea through one entire market cycle. Figure 2
shows the crucial fact that each of the numbered and
lettered phases is actually a wave itself, but of one
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degree higher than its component waves. The num-
bers shown in Figure 3 for the bull and bear cycles are
the number of “cycle” waves, “primary” waves, “in-
termediate” waves, and so on present in the overall

movement.

1 @ 1IN 63 X 40, 19), (a). (B). (e} = § wawee
135,485,685, c. 00 = Jéowes

Figure 2.

Figure 3.

The distilled essence of Elliott-wave formation con-
sists of the following four principles:

e Action is followed by reaction.

e Impulse waves subdivide into five waves of lower
degree, while corrective waves subdivide into three
waves of lower degree.

e A complete cycle consists of an eight-wave move-
ment (five up and three down), which then becomes
two subdivisions of the wave of next higher degree.

e The time frame does not enter into the pattern, so
that the waves may be stretched or compressed along
either the horizcntal or the vertical axis without losing
the underlying pattern.

How many cycles, subcycles, and sub-subcycles are
there? The Wave Principle is hierarchical in that each
wave has component waves and is itself a component
of a larger wave. Wave degrees, or relative sizes, are
denoted by names such as primary, intermediate and
minor. Once you name any wave by degree, all other
degrees take on their roles as smaller or larger inter-
connected structures. Elliott named nine degrees of
waves, from those lasting centuries to those lasting
mere hours. The actual number of degrees may be in-
finite since the patterns show up even on one-minute
graphs of aggregate stock prices and are likewise pre-
sumed to expand indefinitely into larger and larger
degrees.

2 The Ups and Downs of Finance

Certainly the area in which the Wave Principle has
been most extensively applied is in finance. The dia-
gram in Figure 4 shows how the Principle works with
real data from the New York Stock Exchange. The
various waves and subwaves are marked for the DJIA
over the period 1932-2002.
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It’s often been said that price movements in finan-
cial markets simply reflect the collective beliefs of in-
vestors about the future. If the majority are opti-
mistic, prices rise; if not, they fall. But this psychology
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of belief is not confined just to financial markets. It
pervades all aspects of human interaction. So it should
come as no surprise that the Elliott Wave Principle
governs all human social interaction.

3 Herding Behavior and the Forces of
History

Psychologists and neurophysiologists have shown
time and again that there are strong biological mech-
anisms in the human brain that give rise to what’s
called "herding behavior": the tendency for humans
to react impulsively to situations as individuals, which
leads to collective behavior displaying a kind of intel-
ligence, or at least structured pattern. Crashes and
bubbles in stock market indices like the DJIA are ex-
cellent examples, since the individual investors collec-
tively tend to "herd" in their buying or selling actions.

Historians, too, note this type of behavior in the
lack of vocal critics in countries taken over by fas-
cists, communists, witch-burners and other repres-
sive regimes. This type of "going along with the
crowd" mentality has strong evolutionary explanations
in terms of simple survival value, the basic principle
being that if you have too little basis upon which to
make a judgment, the only alternative is to assume
that the herd knows where it’s going. Financial guru
Robert Prechter argues forcefully for the applicabil-
ity of Elliott wave patterns as an organizing principle
for many types of social behavior outside the realm of
finance.

Prechter’s basic idea is that the units in a social
system—investors, voters, music fans, shoppers—tend
to make their individual decisions on the basis of
what they see others doing. In other words, they
herd. These decisions are then translated into a "so-
cial mood", which is measured by things like the DJIA,
hemlines levels in women’s skirts, types of musical
lyrics, or attendance levels at baseball games. What
sets Prechter’s "socionomics" apart from conventional
wisdom is that he completely turns around the idea of
cause-and-effect in social systems.

If social moods have a definite pattern, they cer-
tainly cannot be the result of randon: events. And
there is not a shred of evidence to suggest that a so-
cial mood is the result of events that are themselves
structured to produce the Elliott wave patterns they
display. Thus, the only possible direction of causality
is to assume that events do not shape social mood;
rather, social mood shapes events. Thus, collective
mood shapes the nature of social interaction, and con-

sequently the resulting social actions and events. So,
for instance, production, recession, political news and
even major conditions such as war and peace to not
buffet the social mood; rather, the trends in social
mood induce people to take actions that show up
as economics, politics and all other manner of social
trends that make history.

4 Socionomics and the Enron Scandal

The recent Enron scandal in the United States is a
good example to illustrate socionomic thinking. News-
papers and magazines trumpeted the conventional di-
rection of causality for weeks: The Enron scandal
deeply discouraged investors. Socionomic thinkers ar-
gue just the opposite: Discouraged investors precip-
itated the Enron scandal. The argument support-
ing this socionomic line of reasoning is that investors,
in general, knew nothing about Enron’s malpractices
prior to or anytime during the stock market’s de-
cline. Moreover, throughout the drama of the scandal,
which unfolded primarily from November to March,
the market actually advanced. So it is abundantly
clear that as the Enron scandal developed, investor
and consumer psychology improved and stock prices
rose. Thus, it is completely false that the Enron scan-
dal discouraged investors.

Looking at the performance of the market through-
out 2001, we can see the alternative view—socionomic
causality—at work in the chronology of events. Stock
prices were falling for a full eighteen months prior to
the scandal. Enron stock also retreated, thus taking
away support for financing its deals. By the time that
negative mood trend brought the Enron scandal to
light, the trend toward an increasingly negative mood
was already over. In fact, by late September 2001, it
was time for the market to make its largest move up-
ward in over a year-and-a-half. So corporate misdeeds
did not crush stock prices; crashing stock prices even-
tually drew attention to the corporate misdeeds. And
what caused these misdeeds to expand so greatly to
begin with? Nothing other than the mass psychology
of the stock mania. It was the psychological climate
of the bull market that encouraged companies to mis-
lead investors and which prompted investors to accept
all manner of corporate behavior that reflected and
supported their ebullient mood. That’s socionomic
thinking for you.

It’s amusing to note that a financial guru from
the 1980s like Prechter has used socionomic principles
to anticipate the peak in the popularity of a public
person—like himself. Using the number of subscribers
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to his publication, the Elliott Wave Theorist, as a
measure of popularity, he saw that the subscription
levels obeyed an EW pattern of their own. As wave
5 of the advance in the pattern began to slow in late
1987, he knew that the end of his ride as a guru was
near. And sure enough, despite the fact that 1988 was
one of his best forecasting years ever, some members
of the media had had enough of Prechter and began
to attack the persona that they and their colleagues
had overpromoted.

A similar analysis using the EW pattern for Michael
Jackson suggested the pop icon’s fall from grace.
Within a year of his signing a massive recording con-
tract with SONY on March 19, 1991, the singer’s im-
age began slipping. That was the A wave downward.
Then came a B wave bounce when Jackson performed
at the Super Bowl halftime in January 1993. By the
end of that year, though, his image was collapsing in
an astoundingly powerful C wave—accusations of child
molestation, cancellation of a world tour, termination
of major advertising contracts, lawsuits for millions
of dollars from songwriters claiming plagiarism, with-
drawal of a prestigious award due to be given him by a
major university—all part of an often-predictable EW
pattern.

While the Wave Principle is good for recognizing
tops, it is perhaps even more valuable in giving per-
spective on turns for the better in times of crisis. R.
N. Elliott used his waves to announce, in the middle of
the worst of World War 11, that a multi-decade stock-
market advance was about to begin. Prechter did the
same in the midst of recession in September 1982 by
announcing that a "super bull market" had begun and
graphing a forecast for a five-times multiple in stock
values.

As a final point, it’s tantalizing to speculate that
if society’s actions unfold over time spans of ten min-
utes, ten days, ten weeks, ten months, ten years and
ten decades, why not ten centuries or ten millennia?
Because these waves manifest themselves as events,
the EW theory can be used to probe social events into
the deep past. For instance, looking at trends in West-
ern culture since Roman times, we car: rely on market
price data from the year 1690 onward to correlate with
social trends. But EW theory then enables us to con-
struct waves prior to this time on the basis of social
events and trends. Thus, in a real sense, the EW the-
ory can be thought of as a kind of "time machine"
for going where no theory of social change has gone
before.
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Abstract

The paper is concerned with a task allocation in a set of
parallel  processors  described by  knowledge
representations in a form of relations with uncertain
execution times. In the first part the unknown parameters
are assumed to be values of so called uncertain variables
described by certainty distributions given by an expert. It
is shown how to determine the allocation maximizing the
certainty index that a requirement concerning the
execution time is satisfied. In the second part learning
algorithms consisting in step by step knowledge
validation and updating are presented.

1. Introduction

In recent years two new concepts have been developed
for the decision making in a class of uncertain systems
described by a relational knowledge representation with
unknown parameters:

1. The uncertain variables described by an expert and
characterizing  his/her  knowledge  concerning
approximate values of the unknown parameters [1, 2, 3,
4].

2. The learning algorithms consisting in step by step
knowledge validation and updating based on the results
of current observations [5].

The purpose of this paper is to show how the uncertain
variables and the learning algorithms may be applied to
the allocation of computational tasks in a set of parallel
processors. We shall consider a rather simple allocation
problem consisting in the distribution of a great number
of elementary tasks (elementary programs or parts of
programs).

The uncertain variable x is defined by a set of variables
X and a certainty distribution h(x) =v(x = x) where

v €[0, 1] denotes the certainty index of the soft property:

X is approximately equal to x”. The soft property
X € D, means: “x approximately belongs to D,” or

“an approximate value of x belongs to D, ”, where D,

is a subset of X. The certainty index of x € D, is defined
as follow:

v(x € D) = max h(x) .
xeDy

In Sec. 2 we assume that the unknown execution times of
the tasks are described by their certainty distributions
given by an expert and we show how to determine the
allocation for which the requirement concerning the
execution time of the global task is satisfied with the
greatest certainty index. Section 3 presents the algorithms
of step by step modification of the allocation in the
successive cycles with the same global task.

2. Application of uncertain variables
to task allocation in a set of parallel
processors

Assume that the global computational task to be
distributed may be decomposed into N separate parts
(programs or parts of programs) which may be executed
simultaneously by the separate processors. Each partial
task is characterized by an upper bound of the execution

time t; for j-th processor (j=12,..,k), and T, s

assumed to be the same for each partial task. The
decision problem consists in the determination of the
numbers of the partial tasks ny,n,,...,n, assigned to the

processors taking into account the execution time
T =max{T},T5,...,T;} where Tj is the execution time
for j-th processor; ny+ny+..+n,=N.If N is
sufficiently large, we can determine the decisions

u; € R* (any positive numbers) satisfying the constraint

up+uy +...+up =N and then obtain n; by rounding
off u; to the nearest integer. Let us denote 7; £ Vi

A A
T=y, Tj=X;, u=(upuy,....up)el and

" This work was supported by the Polish State Committee for Scientific Research under Grant No. 4 T11C 001 22
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x=(x;, X0, X)) € X . Then the knowledge

representation of our system is as follows
yj ijuj, j=l,2,...,k, (1)
y=max{y,¥2,... Vi } - 2

j are assumed to be values of

described by the certainty

The unknown parameters x
uncertain variables x;
distributions /,;(x;) given by an expert. The allocation
problem may be formulated as an optimization problem

consisting in finding the optimal allocation u" which
maximizes the certainty index of the soft property: “the
set of possible values y approximately belongs to

[0, @]” (i.e. belongs to [0, a] for an approximate value
of x).

Optimal allocation problem: For the given &y
(jel,_k) and N find the allocation " = (ur,u;,...,u;)
maximizing the certainty index

v()=vi{D, u;¥) E[0,al} =v[yu;¥)<al  (3)
where D, (u;x) denotes the set of possible values y for
the fixed u, y(u;x) denotes the value y for the fixed u
and the soft property “ Dy (u;x) £[0,a]” is denoted here
by “ y(u;X¥) <a ™. From (1), (2) and (3)

vu) = vi[y (), %) S al Ay (uy. %) Sl A
Ayi g, %) S al.

Then
u*=argmaxminvj(uj)
u j
where
v:w)=v[y;w;x;)<al= max h,(x;) (4
j) =TTl ma ) (4

and D,;(u;) is described by the inequality x; Sau}l.

It may be shown that the optimal solution u” may be
obtained from the set of equations
i) =vouy)=...=vi (uy), u+..+u; =N.

Example: Assume that hxj(xj) has a triangular form
presented in Fig. 1. Using (4) it is easy to obtain the
following formula for the function v;(u;) presenting the

certainty index that in j-th processor the execution time is
less than « :

1 for u; Si*
x.
J
1 «a a a
vi(u;)= d—(——xj)+1 for  —<u;<—
jou xj xj—d;
a
0 for ujz—;
X "'dj
(5)

y

*_ * *
xj=d; x; xprdjpooxg

Figure 1. Certainty distribution in the example.

For two processors (k =2) the decision uT may be

found by solving the equation v(u;)=vy(N —u;) and
u; =N- ul* . Using (5) we obtain the following result:
1. For

N(x —dy)xy —d
a< (:Cl l)()iZ 2) v(u) =0 for any “1'(6)
x; —dy+x3 -d;
2. For

N(x) —d))(xy ~dy)
xr —-d, +x; ~d,

*
NX])Cz
fa<——= @)
X +Xp

* . .
uy is aroot of the equation

-x)  (8)

1 o * 1 a
(== x) ==
dl 221 dz N—Ml

satisfying the condition

a * * *
—<u < and v(u )=vi(u;). (9)
X1 X1~ 4
3. For
erx; * e
az——— v )=1 for any u satisfying the
X +Xxy
condition
a a
N——*Suls—;. (10)

X2 X

In the case (6) « is too small (the requirement is too
strong) and it is not possible to find the allocation for
which v(u) is greater than 0. For example, if U =200,

@=200, x; =2, x, =3, dy =d, =1 then we have the
case (7). Using (8) yields u =125, us=75,

v(u*) =0.6 what means that 125 partial tasks should be

assigned to the first processor and 75 should be assigned
to the second processor, and the requirement T < will
be satisfied with the certainty index 0.6.



3. Learning algorithms

Let us assume that there is no a priori knowledge of the

unknown parameters X; in the form of hxj given by an

expert but it is possible to apply learning process using
the results of current observations. The learning process
will consist in step by step estimation of X = (Xy,...,X})

as a result of the knowledge validation and updating, and
using the successive estimates to the current

determination of the allocation. Let us denote by u™
and T the allocation u = (u,...,u; ) and the execution

time 7 in n-th step, respectively. The considerations
will be presented for the knowledge representation in the
form of inequalities

i <SH;(ujx;) (11)

where y; =T, is the execution time and # ; is a known
function. In particular, (11) has the form (1). For the

known values x; we may determine the greatest set

D, (x) of the allocations u = (uy, 47,...,u4; ) such that the
satisfied and

jelk

implication wueD,(x)>y<a is

D,(x) < A, where
A, ={uelU: u+..+u; =N,

It is easy to note that D, (x) = A, (x)N Ku where A, (x)
is a set of possible decisions without the constraints, i.e.

Ay(x)={uelU: /_\ Hiu;,x;)<a}.

jelk

Denote by S, =(u('),u(2),...,u(”)) the sequence of the
for which

for which

decisions, by 7 the allocation u")
T <q, by ¥

7O > ¢ , and introduce the following sets:

the allocation

Bx(n)={xeX:17(i) € A, (x) for each 7@ "in Suts

bx(n) =fxex: 4V eU — A, (x) for each 4% in S,}.

As the estimate of X one may propose the set

A (n) 4 Ex (n)mbx(n) and under some general
assumptions one can prove the convergence of A, (n) to
{x} (a singleton). The estimate A (n) and the proof of

the convergence are based on the results for the general
formulation of the relational knowledge representation
and the decision problem presented in [5]. In our case the
knowledge representations and the results have a specific
form. It is worth noting that the estimates of x j may be

determined independently for separate processors:
Ay ;(n)=D, ;(n) "Dy ;(n)
where

D, j(n)=1{x; : H ;@ ,x;)<a foreach @’ in S},

lA)x,j(n)= {x; :Hj(ﬁy),xj) > a for each 125-’.) inS,}.

The value xy')

It is possible to present the estimation algorithm in a
recursive form and consequently the allocation
algorithm with learning has the following form (for
n>1):

may be chosen randomly from A, ;(n).

1. Apply the allocation u™ and measure the execution

times TJ(") for each processor.
2.1f T <a

Knowledge validation for uﬁ-" ) = Ej(»" )

Prove whether
H.u"™ x)<
! [ j(uj xj)<al.
xjer’j(n—l)
If yes then l_)x, jm)= Bx’ j(n=1). If not, determine the
new set Ex’ j(n).
Knowledge updating for u&”) = 17](.”)
Dy j(m={x; €Dy j(n=1): H ;" x)) <a,

D, j(n)=D, j(n-1).

3. 0f T}") >a

Knowledge validation for ug-") = 125.”)

Prove whether

(n)
/ [Hj(ujn ,Xj)>a].
X ~er,j(n—|)
If yes then bx’j(n) = Dx,j(n —1). If not, determine the
new set bx,j(n).
Knowledge updating for ug.") = 125")
Dy j(m)=tx; €D, ;(n-1):H ;' x;)>a},
D, j(n)=D, ;(n-1).

4. Determine Ay ()= Ex,j (nnN bx’j (n).
5. Choose randomly xg.”) from A, ;(n).
The steps 2, 3, 4, 5 should be performed for j=1,2,...,k.

6. Put x =(xl("),.‘.,x,((")) into the set Au(x("")) in
the place of x,,_;.
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7. Choose random the decision 1D from the set
D,(x")=A,(x")"A,.

The block scheme of the expert control system for the
control of the computational tasks allocation with the

learning process is presented in Fig. 2. The controlling
part consists of the basic program generating the solution

D, ('Y, the knowledge base, the learning program (the

validation and updating of the knowledge) and the
generators of random numbers G, and G, for the random

choosing of x from A,(n) and of u™  from
D, (x""™Vy, respectively.
u (") Multiprocessor ™
G,
system
n-1)
D, (x( )
. Knowledge
Generat? on of validation and
solution updating
A (n)
Knowledge base G,
R(x(n-l))
7
()

Figure 2. Expert control system with learning.

For (11) in the form (1) we obtain

Ex,j =[O’ x(”) ]9

max, j

Dyj= GG o),

min, j°

Ay ()=l )

min, j° max, j
where
m __ < m __ %
max, j maxz?}i) 4 min, j mﬁnﬁgi) .

i i
The steps 2 and 3 of the learning algorithm are now as
follows:

2.1f T}") <a (ie. u&") = ﬁj(-") ), prove whether
m &

J T (n-1) T
max, j

u

If yes then x . = x\""D If not then

max, j max, j

(n) a

Fmax,j = ()
J

(n) _ (n-1)
Put Xmin,j = *min, j -

3.1f T}") >a (ie. uE-") = 125") ), prove whether

(n) a
u; > TER
min, j
(n)
min, j
(n) @
X o= .
min, j u(in)

If yes then x = xr(:i;l} . If not then

— ("—I)A

xmax,j .

Put x(")

max,j

4. Conclusions

The parameters of the certainty distributions may have a
significant influence on the results. Then it may be
reasonable to apply an adaptation consisting in changing
these parameters in the successive cycles. To decrease
the computational difficulties it may be useful to apply a
decomposition of the set of processors into subsets and to
design a two level decision system with the allocation for
the subsets on the upper level.

It is possible to apply the description of the uncertain
variables in the learning system. Then the certainty
distributions given by an expert should be modified
during the learning process. The considerations may be
extended for more complicated structures of the
computational operations, i.e. for more complex cases of
systems with a distributed knowledge [6].
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Abstract
In this paper we describe the diversity in
biological system as a presentation of

complexity of biological evolutionary system,
and then we show some result of diversity in
digital evolutionary system. Comparison with
each other we can find that diversity is a

fundamental complexity in evolutionary system.

It arises a difficult problem for statistics
principle that the event with small probability
could not occur in one experiment.

Key words Evolution, Diversity, Evolvability
I.  Introduction

In recent years people have pay more
attention to the research of evolvability of
evolutionary systems, both natural world and
Through
observations and experiments in digital living

artificial digital living systems.

system Tierra we found diversity is an
important part of an evolutionary process. In
fact, in natural world the process is life origin
— diversity — extinguishments — recreation
— diversity.... We have observed the same
process in evolvable digital living system. The
reason of diversity occurring is due to mutation
of gene with certain probability, although it is
quite small. To construct model for evolution
system to figure out evolvability is necessary.
We think of that the diversity is a presentation
of evolvability of living systems, it is complex
and stochastic, here is only some observation,
but not theory, more discussion are needed.

II.  Biological diversity

There is some statement about biological
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evolution in a book on the Biological Evolution:
The Biological Evolution is certain change that
occurred in an interactive process between
biological spices and the environment they
survive in, and the invertible change occurred
in their genetic system as time goes on. Also,
biology book told us that there was a spices
explosion in Cambrian period; it means the
amount of spices had a huge increase in a
relative short period of geological time scale.
This is very important period for the biological
life evolution in the earth because there were
only small amount of spices before it. In
addition, based on the discoveries in fossil
biologists concluded that there were several
events of wide extinguishments of spices and
recreation, which shows in Fig.1. During the
recreation period the amount of spices widely
increase again. If no this recreation period we
could not imagine that our present earth
whether or not be the appearance like we see
now. Modern theory names it as Diversity in

biology.
There is another type of biological
diversity through artificial selection and

crossbreed. For example, we have many kind
of chickens those come from a same ancestry
by human being’s domestication. This is
selected evolution; artificial selection goes
instead of natural selection. The results told us
that any evolution is connected with diversity.
Modern molecular biology explains the reason
of diversity as mutation in gene with rather
small probability. So, it depends on big
population and huge amount of spices.



Darwen’ s evelutionary tree

1 |4

+ ——

] e
Diversity and Recreation

Fig.1 Darwin’s evolution tree (upper) and
Diversity and recreation (lower)

III.  The diversity in digital
evolutionary system

In the research of artificial life the
evolution in digital systems is an essential
problem, we concern with the evolvability.
Many experiences based on Tierra have been
done and we have observed some different
evolutionary phenomena. In some case it was

not evolvable and goes to death, in which all
spices extinguished. On the contrary, some of
the digital systems are evolvable, in which we
have observed diversity and recreation either.
An experiment result has been shown in Fig.2.
The period before t < 2200 is the first part, in
fact there exists very strong evolutionary action,
at the beginning only one spicy lives and then it
copies itself and some mutation appeared, the
blue curve nc shows us the number of spices
survive in memory at time t. Att =0, nc=1, and
then it increase very quickly till t<1000; and it
keep almost the same amount of spices till t =
2200. During the period 2200 < t < 2400
seemingly there is a small extinguishments, in
which the amount of spices goes down and
then recreation appears, if we enlarge the local
curve it would be more clear. At the period of
2400 < t < 8000, it seems keep stable, however,
during the period of 8000 < t < 8400 we could
found that the amount of spices goes up and
then goes down quickly, it means another
extinguishments period appears. What is like
after t=10000? We do not know, and more
experiments are needed.

10000

9 1000 2000 3000 4000

5000

140

oD onG BOBO WEe 10000

[ere=tunbeils - ng=HunGan

ns=Nunsi zes

25=Aveli ze |

Fig.2

An experiment result on running Tierra
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IV.  Mutation and diversity

Basically, biologists think of the reason of
diversity is from mutation in gene. Some of
individuals of a spice adapted to the change in
environment, and they can reproduce with gene
mutated; or in an occasional some change was
happened in gene of some individuals e.g.
radiation, and they fortunately survived. In
artificial crossbreed situation it is obviously
from mutation operations. Usually, biologists
suppose that the probability occurring mutation
is quite small, even less than 0.001. In a long
run the mutants accumulated and diversity
appears, this made a preparation for next
extinguishments  coming. The  surviving
probability for any spices is not fixed. In
practical it is not very big. If diversity is not
enough, the remainders after extinguishments
would be very small. At extremely, if no
diversity then the world we live won’t be the
appearance like now. So, we could conclude that
if no diversity, no evolution.

In the experiment shows in Fig.2 we found
the same situation, the instruction of computer
language is the gene of digital individuals and
when the program is executing a new individual
is reproduced, which maybe is the same as the
original spice or become a mutant different from
original one. Some of new spices can survive,
but some cannot. The phenomena of diversity
and extinguishments is similar to our real
natural world, this means the Tierra is really an
evolvable digital living system. Thus, diversity
is a representation of evolvability of digital
living system.

V. Question and opinion

From the statement above we believe that
appearance of diversity is a very important
factors to evolutionary system whatever natural
or digital, and the probability of mutation is
quite small. So far, our planet, the earth, is the
only planet discovered in solar system and the
universe in which life surviving, and it has
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already exists for 3.8 billions years. Although
there were six or seven wide extinguishments
during the long history, but there still are more
than tens billion spices on it. Is it really true
that the probability of mutation? Is it a very
small constant? Based on point of view of
probabilistic and statistical theory, some
phenomena is difficult to explain. Our opinion
is that the probability of mutation is not a
small constant; it is variable as time change
and it maybe increase obviously in some
period, e.g. 0.01--0.1. Of cause, this not
conclusion or theory, it is only observation and
guess. More discussions are needed.

VI.  Conclusion

In this paper we try to discuss the
diversity appeared in evolutionary systems
both natural biological world or digital living
system.  Diversity is an  important
representation of evolvability.

Based on our observations we suppose
that the probability of mutation should not be
a small constant, it is variable as time change
and maybe increase obviously in some period.

More discussions are needed.
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Abstract

This paper considers an extended linearization control design technique for certain nonlinear
systems. The control law is designed based on the state-dependent Riccati equation (SDRE) method.
The resulting closed-loop system is asymptotically stable. These nonlinear systems can be considered
as a subset of those relevant to artificial life and robotics.

Introduction
The infinite-time linear quadratic regulator (LQR) control system has received considerable

attention in the literature and in application due to its ease in solution and implementation. This
problem can be stated as follows [1]: Given the nth order linear system

Bt) = Ax(t) + Bu(t) 1)
XER" and u€R"

where A and B are constant coefficient matrices, find the state x and control # which
minimizes the performance index

J = }é}‘[xr (OO x(t)+u” ()R u(t)]dt @)

O and R are assumed to be positive semidefinite and positive definite respectively. Also two
additional conditions are imposed on the system,

1) The pair [A,B ] must be completely controllable
2) The pair [A,D] must be completely observable where ) is any #x#n matrix such that

DD" =Q
The solution for the control function u(f) is given as
u=-R'B"Px 3)
where P is the solution to the algebraic Riccati equation

PBR'B"P-PA-A"P-Q =0 @)
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The Infinite-time Nonlinear Quadratic Regulator Control System

The infinite-time nonlinear quadratic regulator control system is concerned with the problem:
Given the nth order nonlinear system

= f(x)+g(x)u ®)

where XER" , uER", f(-YEC'and col {g(')}EC1 , find the state x and u which minimize

the performance index

©

J = }éf[xTQ(x)x + uTR(x)u]dt (6)

0

It is assumed that col {Q(x)}EC’, Q(x) = C" (x)C(x) =2 0,R(x) >0 forall x.
Further, it is assumed that f(0)=0, g(x)#0 forall x.

To apply the state-dependent algebraic Riccati equation method to the nonlinear system it is
necessary to express equation (5) in the state-dependent coefficient form [2], [3]

&= A(x)x + B(x)u ()

where the pair {A(x),B (x)} is pointwise controllable in the linear sense for all x in a region €2

and the pair {C(x),A(x)} is pointwise observable in the linear sense for all X in the region ().

The state dependent Riccati equation design for the feedback controller for the nonlinear regulator
problem (6)-(7) is given by

u=-R7'(x)B"(x)P(x)x )
where P(x) >0 satisfies the algebraic state-dependent Riccati equation
AT (x)P(x) + P(x)A(x) - P(x)B(x)R™'(x)B" (x)P(x) +Q(x) =0 (9
Substitution of the control law (8) into (7) results in the closed-loop system
&= A (x)x (10)
where A.(x) = A(x) - B(x)R'(x)B” (x)P(x) 13))

The closed-loop matrix A, (x) is guaranteed to be Hurwitz at every x € Q) from Riccati equation
theory. Since the elements of A(x) are smooth functions, expanding A4, (x) about x =0, and

using the mean value theorem, it can be shown that the equilibrium point x =0 of (10) is
asymptotically stable.

I-27



Conclusions

Based upon a review of the properties of extended linearization of certain nonlinear control systems,
it appears that this technique is quite relevant to the application to artificial life and robotics. Of
particular interest is the control design for an infinite-time nonlinear quadratic regulator control
system involving state-dependent Riccati equations. The closed-loop system resulting from this
control law is asymtotically stable at the origin.
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Abstract

It is proposed that vocabularies for
representing complex systems with interacting
agents have a natural lattice hierarchical
structure. We investigate this for the example
of simulated robot soccer, using data taken
from the RoboCup simulation competition.
Lattice hierarchies provide symbolic
representations for reasoning about systems at
appropriate levels. We note the difference
between relational constructs being human-
supplied versus systems that abstract their own
constructs autonomously. The lattice
hierarchical representation underlies both.

1. Introduction

The concept of autonomous agents provides an
abstraction that covers both synthetic agents
such as robots and biological agents, such as
plants, animals, and humans. In particular it
provides an abstraction that enables us to study
human behaviour with a new perspective on
planning and managing socio-technical
systems.

These includes mundane systems that appear
to be unpredictable, including urban and
regional settlements and their transportation
infrastructure, organisations and their
management, and less mundane systems such
as drug trafficking, organised crime, and
terrorism.

There are many ways of defining agents. Ours
is based on combinatorial mathematics. The
basic ideas are sets and relations between sets.
This includes the special case of many-one
relations between sets called mappings, or
functions when the sets are numbers. Agents
are represented by constructive algebraic
structures. In other words, agents are built
bottom-up.

This is consistent with a widespread view in
complexity science. What we propose that is
new is how to move up the constructive
algebraic hierarchy to build higher level
constructs that allowing symbolic reasoning.
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An essential feature of real systems is that the
hierarchy of representation is rarely tree-like.
At all level there are connections between
things, requiring a lattice-like organisation.

Building hierarchical vocabularies takes place
in the context of combinatorial explosion.
Even small sets have large numbers of subsets.
A set with a dozen elements has over four
thousand subsets, and there are millions of
ways of selecting an 11-player soccer team
from a class of thirty students.

It is easy, in theory, to generate all
combinations of anything. The research
challenge addressed by this paper is how can
useful structures be abstracted from this wealth
of latent possibilities. It will be seen that this
amounts to the question :

“how can we build a lattice-hierarchical
vocabulary to represent, plan, design, and
control the emergent dynamics of systems
of interacting autonomous agents?”.

In Section 2 we will develop the mathematical
notation under-pinning our approach. But we
do not expect mathematics by itself to give
answers to this question. We believe that
computation is another essential ingredient in
complexity science.

In Section 3 we will illustrate our theory and
ideas using the simple illustrative example of
simulated soccer-playing robot agents.
Although simple in concept, this system can
generate great complexity. Understanding and
controlling this system has attracted the
attention of some of the world’s best and most
advanced researchers.

In Section 4 we discuss pattern recognition and
the lattice hierarchy, and the possibility of
automatic construct abstraction.

Section 5 presents our conclusions, including
the lessons to be learned from the study of
soccer-playing agents, and how this might
generalise to other systems.



Level
N+1

2. Mathematical Preliminaries

Let S be a system. S has a set of primitives, X
={xy, ... ,x, }. Arelation,r,onX, is defined
by a proposition p,: (X,p X2 ... X ) = T,
where T is a truth set, and { x,, X, ... X }
X . For simplicity in the first instance, let T
{True, False}. This can be extended to
include probabilistic logic and fuzzy logic.
We will say that the elements x,;, x,5, ... X,,, are
r-related if and only if p,: (x,1, X5 ... X ) =
True. When this holds we will say the system
contains the object { x,4, X,5, ... X, ; 7 ), Which
will be called a simplex. By an abuse of
language, we will write r:{ x, X,5 ... X, } —
(X X2 ++- Xpm 3 1 ), and say the relation r
maps the set { x,¢, X,5 ... X, } to the simplex

(X100 Xp2y e Xpm 57 ).

-

If the primitives are said to exist at Level N,
then the simplex { x,4 X3 ... X, ; ¥ ) Will be
said to exist at Level N+1.

Sometimes the object ( x,4 X,2 ... X ; 7 ) has a
symbolic name. Let Names be the set of
symbolic names. Then there is a naming
mapping, n: ( Xyp, Xy <. Xpm 3 ¥ ) — NAMeE.
The mappings r and n can be combined in a
way that maps the set directly to the name of a
structured object, nr: { X, X,2 ... X;m } =
name. This notation is useful in drawing
simplified diagrams, but it also allows that the
structure { X, X, ... X, 3 7 ) can always be
constructed, given the set and relation.

n
(Xppp Xy v X 3 ¥y —F NAMe

Level

Figure 1. A set of part relationally mapped to
a named simplex

The simplex, as structure, may have emergent
properties nor possessed by its component
elements. These properties may be structural.
For example, an aeroplane can fly, when none
of its parts can, and a choir can sing a harmony
that individuals cannot. Emergent properties
may also be numerical. For example, a car can
have acceleration, while its parts cannot.
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The generality of hierarchical structure is that
parts are assembled into wholes, and wholes
are assembled into higher level wholes. It is
also possible for parts to be shared between
higher level wholes, as illustrated in Figure 2.
In this case the multi-level structure is called a
lattice hierarchy (Figure 2).

Level
N+2

name”

Figure 2 A multilevel lattice hierarchy
3. An example: soccer-playing robot agents

Robot soccer has taken over from computer
chess as a benchmark problem in Al, Artificial
Life, and Robotics. The International
RoboCup Federation has encapsulated the
challenge as “having a team of humanoid
robots beat the human world champion soccer
players by 2050”. This challenge unpacks into
many engineering challenges related to

.materials, electronics, sensing, bio-engineering,

power and control. It also unpacks into the
challenge of devising tactics and strategy for
soccer-playing robot agents.

One of the RoboCup competitions involves a
soccer simulation in which teams can control
the actions of simulated players, subject to
their imperfect local perception of the pitch,
other players, and the ball. The great
contribution made by RoboCup is that all
participants must share their research findings,
and in recording the many simulation games
that have been played.

This is the database used for the research
outlined in this paper. In the simplest case, the
record for a single game is six thousand sets of
twenty-three x-y co-ordinates, giving the
positions of the twenty-two players and the
ball. Each set corresponds to one tenth of a
second, with games running for two halves of
five minutes each.
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(d) Player 8 passes the ball to player 7, but it is
won by the nearby player 15

Figure 3 Ball-passing relations
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There is a lot of other information available,
but this simple subset is sufficient for our
purposes here. It is easy to write a computer
program to display these data, and replay them
as animations.

Following our methodology, there is a well-
defined set of agents, namely twenty-two
players and the ball. These can be
distinguished as belonging to three subsets, the
red team (agents 0-10), the blue team
(agents11-21), and the ball (agent 22).

The methodology then suggests that we seek
‘interesting’ relationships between the agents
to form higher level constructs that will be
useful in reasoning about the tactics and
strategy of the game.

What makes an ‘interesting’ relationship in
this system? Presumably a pass from one
member of the team to another is interesting.
Figure 3 shows a sequence of passes, from
robot 8 to 6, from 6 to 7, from 7 to 8, and from
8 back to 7, who then loses the ball to the
opposition robot 15.

In our terms, each pass can be represented as a
relationship between two robots, for example,
( robot-8, robot-6; Iy ), which can be
simplified to ( 8, 6 ) . The following table can
be constructed from the data file for this game.

clock tick | robot acquiring ball| pass
42 8
54 6 (8,6)
66 7 (6,7)
74 8 (7,8)
81 7 (8,7)
82 15

Table 1. Possession and ball passing

Apart from passes between two robots being
‘interesting’, sequences of passes are also
potentially interesting. A passing sequence
can have one of three outcomes: an opposing
player wins the ball, the ball goes out of play
and the opposition win control of the ball, or a
goal is scored. Each of these can be
considered to be ‘interesting’ events.

In previous AROB papers (see references) it
has been argued that structural events like
these can be important in devising tactics and
strategies for team robot behaviour. In



particular, sequences of passing events
characterise human football, as defenders are
‘drawn out of position’ by combinations of
attacking players. Thus in terms of
representation, we have individual players at
Level N, pairs of player related by passing at
Level N+1, and sequences of passing pairs at
level N+2, as shown in Figure 4.

Pass Sequence #1

(8,6) (6,7) (7,8) (8,7)

=

Figure 4 A lattice hierarchy of ball-passing

The game quoted in Figure 3 and Table 1

above was the 2000 RoboCup Simulation Final,
won 1-0 by Portugal (the ‘red team’). A list of
the numbers of passing events for the first half
of this game is given below.

Run Sequence | Red Blue
# passes Team | Team
7 1 0
5 1 1
4 2 0
3 3 3
2 5 5
1 11 8

Table 2. Ball-Passing Sequence Events

From the table it can be seen that the red team
dominates the game in terms of having the
most and the longest passing sequences.
Certainly when one watches this game, the red
team seems to dominate. As in human football,
the ability to pass accurately is very important
in robot soccer. It is also important that the
ball is passed to a player who is in a ‘good
position’ to do something with it.

The leads to another canonical relationship
between the soccer robots, the ‘closest to’

relation. At any tick of the clock it is possible
to compute the distances between the robots,
and for each find that which on the other side
is closest.

6
16 ® O
~——
© 12
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Figure 5 The closest opposing robot relation

This relationship is generally not symmetric.
For example above, robots 8 and 16 are
mutually closest to each other, but robot 12 is
closest to robot 8, while robot 6 is closest to
robot 12.

In human soccer, defenders are sometimes
given the task of marking another player. This
means that they have to stay close to that
player. This usually results in a symmetric
‘closest to’ relationship between the two player,
that can be very frustrating for the attacking
player. Unless the defender can be ‘shaken
off’, by interaction with other team members.
In other words, a player forced in to the
structure ( me, marking opponent ) might seek
to form a structure with ( ball, team-mate) in
order to break the me-marker relationships, as
illustrated in Figure 6.

A

O B @ ball

(a) A is closely marked by B

Oc
e

ball

A

O

B
(b) B is drawn to C and the ball

Oc

B & val
a

A

O

(c) A has shaken off B

Figure 6 Shaking off a close marking
opponent



4. Pattern Recognition and the Lattice
Hierarchy

The previous section illustrated the formation
of structures representing constructs such as
‘passing’ or ‘being closest. To find examples
of these in a data set it is necessary to
recognise the defining pattern. This means:

(i) appropriate sets of candidate elements have
to be recognised for the relation r

(ii) the relationship  has to be tested between
the elements of the candidate subsets

For example, in recognising ‘closest to’
structures, it is necessary to generate all the
pairs (A,B) where A belongs to one team and
B belongs to the other. Then it is necessary to
test to see if A is closest to B. Although this
appears to be a binary relation, it is more than
this. To decide the closest opponent to A
requires that all the opponent pairs are formed
and the emergent property of distance(A,B) be
calculated. The particular ( A, B; reosest ) 1S
therefore recognised by inspecting the whole
set of pairs, (A,B). Thus ( A, B; Zdsest ) IS
higher in the lattice hierarchy than the pair (A,
B); where A is a red robot and B is blue.

In terms of implementation, (i) usually
involves forming lists, where each element can
be tested independently of the others. It just
has to be tested to see if it has the required
properties. On the other hand, (ii) can be
much more demanding, since it may require
that relationships between all the elements be
tested simultaneously. This may involve
complicated functions to build constructs and
test them.

One of the great objectives in building
intelligent agents is to have agents that can
structure the universe for themselves, by
abstracting their own constructs. Although
there are combinatorially many subsets,
generating testing any given subset is not
always a computationally demanding task,
especially when notions of sampling are used.
By contrast, the possibility of generating and
testing ‘useful’ relationships is much more
onerous.

In the first instance we are analysing the
RoboCup data using human-inspired
constructs such as the pass-sequences and
closest-opponent as discussed above.
However, the data lend themselves to more
open-ended experiments in automatic construct
generation. In our terms, means generating the
lattice hierarchy and generating a vocabulary

to name it structures the various emergent
levels. It also means generating automatic
pattern recognisers to test elements and
relationships.

Conclusions

The lattice hierarchy is, arguably, one of the
simplest structures available for representing
complex systems with hierarchical
vocabularies. To use this symbolic
representation it is necessary to have pattern
recognisers between the levels, able to
determine higher level structures. Hierarchical
aggregation through relatively simple
substructures is likely to be computationally
the most tractable. Ultimately, synthetic
systems must abstract their own constructs and
vocabularies. We believe that in all cases, the
lattice hierarchy will implicitly or explicitly be
used.

These ideas generalise to other complex
system, including the social systems

mentioned in Section 1. Although robot soccer,
even in its simulated form, is difficult to
control successfully, it is much simpler and
better behaved than many human systems. For
this reason we think it is an appropriate
laboratory subject for understanding better the
nature and use of lattice hierarchies.
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Abstract:

In this paper, the concept, race and model of Generalized Artificial Life (GAL) are given and
discussed.
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Artificial Life(AL), Generalized Artificial Life(GAL), KVP Model

1. Introduction

In October of 2002, The National Symposium on "Artificial Life(AL) and its application"
was organized by Chinese Association for Artificial Intelligence(CAAI) and held in University of
Science and Technology Beijing. The main subject is "Generalized Artificial Life (GAL) and its
Application”.

The GAL is the generalization and development of AL:

* The GAL system is the man-made system with the similar vitality of Natural Life(NL)
system. The vitality means not only external phenomena and behavior, but also internal attribute
and function.

* The GAL System could be made by engineering technology way, such as computer
software, electronic, mechanical and optical hardware, or by biological science way, such as clone
technology, gen-transfer method.

* The GAL is not only the simulation of NL, but also the extension or expansion of NL,
especially the extension of Human Life(HL). For example, the artificial organ could be instead of
the i1l human organ.

* The research and development of GAL require both the "synthesis" and "analysis"
methodology.

In our opinion:

o Life come from biology.

o Life exist in system.

o Life based on information
o Life essence is intelligence.

So that:

Artificial Life is the product of the combination of biology, system, information and
intelligence science and technology.

In this paper, the concept, race and model of GAL are given and discussed.

2. Race of GAL



The race of GAL system is shown as Fig 1.

]

————  MMAL 1 BAL |

MVAL

MTAL
LAL
MSAL WAL
AAL

Fig 1. Race of GAL
In Fig 1:
1. MMAL (Multi-media AL)
The MMAL could be made by-multi-media and multi-methods, such as:
e EAL (Engineering AL)
For example: Digital Life, Intelligent Robot.
e BAL(Biological AL)
For example: Clone animal, Gene-transfer animal.
e BEAL(Bio-Engineering AL)
For example: Cyborg, Bio-Electronic robot.
2. MVAL(Multi-vitalities AL)
The MVAL is the AL with multi-vitalities simulated NL. Such as:
o MAAL(Multi-Attribute AL)

For example: autonomy, activity, sensitivity, reactability, flexibility, mobility sociality, etc.
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e HIAL (High-Intelligence AL)
For example: Self-adaptability, Self-learning, Self-organization, Self-evolution, Self-growth,
Self-reproduction, Self-stabilization, Self-optimization, Self-coordination, etc.
e MFAL (Multi-Function AL)
For example: Perception, thinking, motion, stepping, swimming, flying, eating, mating,
working, etc.
3. MLAL (Multi-levels AL)
The MLAL include various levels of AL, such as:
o AC (Artificial Cell)
For example: E-Cell, clone cell.
o AO(Atrtificial Organ)
For example: artificial heart, kidney, lung; artificial eye, ear, nose; artificial limb, joint etc.
o ALI(Artificial Life Individuality)
For example: humanoid robot, artificial fish, clone sheep, mechanical cat, gen-transfer mouse,
etc.
e ALG (Artificial Life Group)
For example, artificial society model, artificial ecology system, artificial fish society,
intelligent robot team, etc.
4. MTAL (Multi-Time period AL)
o The MTAL includes different time period of AL, such ar:
e BTAL (Baby Time period AL)
e YTAL (Youth Time period AL)
e OTAL (Old Time period AL)
5. MSAL (Multi-Space range AL)
The MSAL include various AL in different space range, such as:
e LAIL(land AL)
For example: artificial sheep.
o  WAL( Water AL)
For example: artificial fish.
e AAL (Air AL)
For example: artificial bird.

3. Model of GAL

In order to research and develop GAL system, The model for analysis and synthesis of GAL
system is required.

By means of the GMM( Generalized Modeling Methodology) in LSC( Large System
Cybernetics). Based on the integration of knowledge model and mathematical model, The KVP
model for GAL System is given as follow:

GALs={K[n, m, w, 1],V[a, f, b, pl,P[x, X, y, u, C(t, )]}

6]

Where:

GALs-Life System

K—Kinds of Life System

V—Vitality of Life System
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P—Process of Life System

The KVP model is a multi-layers, multi-elements, dynamical generalized model. It is
integrated by the following submodels:

1. Kinds Model of Life

The Kinds model of life is a tuple as follows:

K=K][n, m, w, 1] 2)

Where:

n—name of life system

Such as: human, animal, plants, microbe etc.

m—media of life system

For example: protein, non-protein.

w—way for life system

Such as: computer software, clone technology, etc.

I—level of life system

For example: cell, organ, individuality, group etc.

2. Vitality Model of Life

The Vitality model of life can be shown as a tuple:

V=V]a, f, b, p] 3)

,where:

a—attribute of life

Such as:  autonomy, activity, sensitivity, reactivity, flexibility, mobility, sociality etc.

f—function of life

For example: self-adaptability, self-learning, self-organization, self-evolution, self-growth,
self-reproduction, self-stabilization, self-optimization, self-coordination, etc.

b—behavior of life

Such as: thinking, perception, motion; stepping, swimming, flying; eating, mating, working,
etc.

p—phenomena of life

For example: bearing, olden, illness, death.

3. Process Model of Life

The life system is a living non-linear dynamic system with varying structure and parameter.
The life is the dynamical process of life system from bearing to death.

The process model of life can be presented by a non-linear varying coefficient differential
equation as follows:

plx, x, y,u,c(t,s)]=0 6]

where:

x(t, s) —state of life system

: Ox Ox
X(t,s) —variation of state, (6_ ,—)
t

os
y(t, s) —output of life system
u(t, s) —input of life system
c(t, s) —varying coefficients
t—time
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s—space

The KVP model for life system is an integrated frame of models. It can be used for integration
of the existed models, such as, cellular automata, L-system, genetic algorithm, evolutionary
programming, chaos, fractal etc. , and applied to establish the now model for life system.

The KVP model is proposed for GAL system. However, It can be applied to represent both
artificial life and natural life system.

4. Conclusion

In this paper, the race and model of GAL are given. We believe:

The race of GAL is helpful to open up the domain of research and application of AL for
simulation, extension and expansion of NL.

The KVP model frame can be used to integrate the existed models and to establish the new
model for life systems both artificial life and natural life systems.
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Abstract

In recent years, production technology has become a
typical application area for robots, and mechatronics has
decreased various types of human workloads. Moreover,
robotics technology has made remarkable progress in
helping to shoulder the human burden of precise work.
With regard to communication between humans and
machines, users can accurately control and operate robots
used in production technology by means of numerous
operation commands and keys. However, at present, these
operations are somewhat complicated for the general user.
We have thus attempted to develop a personal robot that can
move autonomously.

1. Introduction

In recent years, the rapid development of
semiconductor technology has resulted in dramatic
advances in computer processing speed and memory
capacity. These advances have made it possible to control
and process robots to have high degrees of freedom and
multiple information inputs from sensors and CCD
cameras.

Sony Corporation’s AIBO robot is already on the
market, as is Honda Corporation’s ASIMO. The creation of
a robot that uses such techniques constitutes a high level of
progress achieved by means of development and marketing.
The strong consumer demand for the AIBO has heightened
concerns regarding the coexistence of robots in society,
thus necessitating this issue’s further study. In Japanese
society in the future, the proportion of nuclear families in
relation to extended families will increase, and at the same
time the elderly will account for the largest share of the
population. Together, these trends mean that more elderly
people will be living alone, without the aid of their children
or grandchildren. So even while it becomes more important
to help the elderly in their home lives, there will also be a
shortage of people available to provide such help.
Therefore, robots are needed to provide such help.

The aim of this study is to develop a personal,
self-driven robot. The goals of this robot are to perform
simple tasks that are very easily performed by humans; for
example, bringing a cup or a newspaper, or turning a
television or other device on and off. In this paper we

describe the mechanism, control, and information

processing of such a robot.

2. Composition of personal robot

The robot that is the subject of this study has already

been used in factories. This type of robot is physically
efficient at high output, and works at high speed and with
great precision. However, the configuration of this type of
robot is too difficult for humans to operate without
advanced skills and knowledge.
Communication between the human operator and the robot
is important. Because the personal robot “lives” in the
house with humans, situations in the living area and the
tasks that the humans require will change.

In the future, the personal robot will have to operate
autonomously and be required to meet the demands humans
place upon it, not only in the home but in various
environments including offices and sickrooms.
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Fig. 1 Processing system for the personal robot.

Robots of the present are unable to meet these kinds of
demands. We have suggested that in order for a robot to
operate autonomously, it should be set up in a one-room



environment such as those described above (referred to as
“finite spaces”). In such a space, the robot is capable of
moving autonomously, though at the user’s direction, to a
desired location. This study undertakes the development of
a system for basic functions, such as spatial recognition
allowing it to understand its environment, movement
processing based on the finite space map, and revision of a
path using a visual system. The system and the processing
composition are shown in Figure 1. The spatial recognition
faculty of the (D is composed of a visual system that lets the
robot see or understand its environment, as well as a sensor
combination system. The operation determination faculties
of the @ are the systems that determine the robot’s action,
direction, and speed via feedback input from the space
recognition faculty and the feedforward input to refer to the
finite spatial map. The design of the robot is shown in
Figure 2.

Fig. 2 Robot design

3. Robot Mechanisms

3.1 Drive mechanism

The size of each of the robot’s parts was determined
based on the size of an ordinary Japanese-style house. The
frame and chassis include space to hold a battery, a
computer, and an amplifier.

0S¥

Fig. 3 Design of the drive machinery

The drive mechanism has two independent driving
wheels and a caster. The front wheel has two independent
driving wheels, and the rear wheel has one caster. Therefore
the robot has a small turning circle. And going up and down

of a difference in level was taken no thought. Shifts between
horizontal levels is not a matter of concern since the limited
space in which the robot is to be used is assumed to be
barrier-free. The drive mechanism of the robot is shown in
Figure 3.

3.2 Arm

The arm has six joints because the work area must be
wide and must accommodate complicated work. The link
composition is comprised of a three-link system. The
shoulder has three degrees of freedom. Each joint has one
degree of freedom. At the wrist, a motor turns the hand. A
stepping motor is fixed to the inside of each link in
company with gear wheels. Each joint is driven by a worm
gear and a worm wheel. Because the mechanism is simple,
its space efficiency is high, and its position control is very
precise. However, the arm’s ability to practically
manipulate weight decreases with the larger weight of the
stepping motor. This, however, does not matter because the
lifting work to which the robots is to be applied is relatively
light.

An object to be handled weighs about 500 grams. Work was
limited simple tasks; for example, getting a newspaper and
cup, turning a switch on and off and so forth.

When the arm is idle, it is placed at the rear of the body
in order to keep the robot compact.
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Fig. 4 Arm design (side view)

4. Experiments and efficiency evaluation

4.1 Efficiency evaluation of the drive mechanism

The motor was given the following commands:
® Go straight

A gap amount
\ 4
A

. ; A gap angle
0

Go strait for 4m

Initial position



@ OF drive on one

A gap amount

Sarvobrake

Initial position

@ A circuit command to drive two wheels in opposite
directions

A gap amount

Later position :

Initial position

Drive

In the case of D, the gaps were measured after going
straight for 4m. In the cases of @ and @), the gaps were
measured from the initial position after the circuit was
completed.

The distances of these gaps are given to the robot as
fundamental data. The robot refers to these data when it
drives. It also refers to information acquired by the CCD
camera.

4.2 Efficiency evaluation of the arm

The maximum bend angle and the revolution angle of
each arm joint were measured. These data become the
range within which each joint can move. When the arm was
rotated 180 degrees on a shoulder, the amount by which
each link slipped was measured. The robot considers this
the gap size and controls the arm using these data.

4.3 Orbit route

For the sake of efficient data processing, the robot is
given a fundamental orbit route for its arm.

For example, when the robot goes to get an object on a
desk, the orbit routes to change the bend state of the arm are
established as well. When it drives, the robot obeys the
fundamental orbit routes.

The means by which the pulse data are given to the
motor are as follows. First, the movements are separated
into a few steps. Second, the amount and direction of each
movement are calculated from the present bend angle to the
next bend angle. Third, the joint that had to exert its
maximum bend angle is given the maximum pulse. The
other joints is given pulses in proportion to the ratio
between the angle needed and the maximum angle. The
pulse data are composed of numbers of steps. The pulse
data are composed of several orbit routes, and the robot was
driven in the experiment.

5 Conclusions

A robot structure intended to achieve a necessary level of
efficiency was developed.in this research effort. As a result,
we were able to satisfy the body size requirement and
identify the installation position.

The fundamental data to be supplied to the robot were
acquired, as shown by a sufficient result obtained in the
experiment concerning drive structure and arm structure.

+  Efficient data processing could be performed in order
to propose several orbit routes to the arm in the arm drive
experiment.

Realistic data regarding handling, making orbiting, and
driving around a room will be acquired in the future. The
robot’s hand must be developed and the structure of the
head must be improved.
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Abstract

Behavior-based systems show promising solutions that
are flexible, robust, adaptable to meet real time
requirements, and can deal with unexpected events in a
dynamic environment. It has key properties expressed in
the ability to learn, react fast, express behaviors with
various representations, and with its flexible structure it
can accommodate reactiveness and representation.
Important issues are still facing behavior-based systems
and need to have proper solutions, such as, behavior
generation, how to design simple behaviors that
guarantee robust operation in spite of the limited
knowledge available at design time, behaviors and
implicit representation, handling uncertainty, behaviors
and experience, distributed approach in behavior control,
multi-valued actions and action selection, and how to
coordinate the activity of several and possibly competing
behaviors in order to perform a complex task, etc.
Behaviors typically produce a single-valued output that is
viewed as best to perform an action and accordingly,
there is a need to decide what action is the most
appropriate for each situation. But, at some input states
of the environment, several behaviors may become active
and there may be multiple actions competing for
execution. Also, it is possible that the generated actions
by different behaviors may be contradictory and hence a
mean to resolve conflict situations is needed.
Accordingly, there is a need to resolve, decide and/or
select/conclude the most appropriate action from a set of
competing actions. A related problem to the action
selection is the reliability of the decisions the robot
makes.

Keywords:

Mobile Robots, Control Architecture, Behavior Based,
Autonomy, Action Selection.

1. Introduction

Research on Autonomous intelligent systems
normally includes disciplines spanning over almost every
field in engineering and science. Intelligence should be
best illustrated by systems and devices that can directly
sense and act in their own environment without
demanding detailed supervision from human. Intelligent
autonomous robots with the ability to move are one of
the most exciting and important entities that can work in

real physical world. Intelligent robots are essential due to
their immediate applicability in a variety of tasks to
replace human being in hazardous environments such as
space missions, chemical compounds, underwater,
scientific exploration, and disaster areas. It can be used
for inspection, office automation, household support,
entertainment, and in general to work with human being
to facilitate comfort and help. Mobile robot navigation is
a difficult problem to solve, and it becomes increasingly
difficult when a robot encounters a failure in either its
sensors, devices that tell a robot about its environment, or
its actuators, devices that allow a robot to physically
interact with its environment. In addition, robots working
in real environment offer valuable information about the
uncertainties present both within the robot and the
unpredictable changes in its environment.

An autonomous mobile robot must be capable to
interact, navigate and adapt its behavior intelligently to
meet task requirements and the requirements of any new
situation that may face. Also, it must be capable to deal
with uncertain, unpredictable and dynamic environments.
In addition, for a robot to behave intelligently it is
required to be persistence. Persistence is tightly coupled
to mobility. When a robot moves from one place to
another, it preserves its internal state and data. In
particular, it retains any computing results obtained
during execution in the execution environment it is
transported from. These capabilities represent the core
functionality any autonomous mobile robot should be
endowed with. Real environments contain elements of
variability that limit the use of prior information. An
autonomous robot is required to act within a real
environment that can neither be completely nor correctly
modeled, and must have the ability to alter its behavior as
the context within which it is acting changes. Such
context is determined by the internal state of the robot,
and the state of the perceived external environment. To
cope with these difficulties, robot’s controller must be
able to respond to unforeseen events as soon as they are
perceived [1-7]. Current robots have far fewer sensors
and a far less sophisticated computer than human beings;
consequently, they have great difficulty adapting to
changes in their capabilities and environments. The
problems of robot navigation are intensified if certain
sensor capabilities are lost due to malfunction or damage
incurred during operation. Also, imperfect sensors and
the inherent difficulty of the perceptual interpretation



process, imperfect actuators, limited resources,
incomplete knowledge about the environment and
unpredictable environment are contributing to degrade
robot’s performance by negatively impacting the direct
link of sensing to proper actions. Researchers have
developed several approaches to handling sensor failure
including the use of Bayesian networks, case-based
reasoning, evolutionary learning, etc.

Autonomy requires systems that are not only capable
of controlling robot's motion in response to sensor inputs
by sensing the situation, but that perform actions based
on their own situation’s assessment of circumstances.
Moreover, it should be able to overcome errors in
perceptions and actions. Autonomous robots have to
adapt situations and manage resources that enable them
to sustain themselves over extended period of time. In
some environments basic autonomy is not just an option,
but it is a requirement, such as, in many underwater or
planetary exploration applications. In most other
environments there is a need to understand the possible
or potential degrees of autonomy before having the robot
ready to interact with its physical world or even with
other robots. Real-time and synchrony are the further key
topics in understanding dynamical systems in physical
environments, while reliability and robustness are the
essential constraints on the road towards practical
systems [8].

In order to navigate successfully, an autonomous and
intelligent robot should be able to make high-level
navigation decisions as well as low-level navigation
decisions. To make rational decisions through proper
selection of actions a robot needs to have access to the
state of the world and to its own experiences. The critical
question is how to make such experience available to the
robot? The presented work in this paper attempts to
highlight such requirements and discusses the approaches
that have been developed. The architecture needed for
intelligence should reflect more direct coupling of
perception to action, distributedness and decentralization,
dynamic interaction with the environment and intrinsic
mechanisms to cope with resource limitations and
incomplete knowledge [13]. Behavior-based systems
show promising solutions that are flexible, robust,
adapting its behavior and can deal with unexpected
events in a dynamic environment. Important issues are
still facing behavior-based systems and neéd to have
proper solutions. Among these issues are multi-valued
actions and action selection, and how to coordinate the
activity of several and possibly competing behaviors in
order to perform a complex task. This paper will discuss
the behavior base control approach and focus on the
action selection mechanisms and their associated
approaches while highlighting the important issues that
should be taken into consideration during the design of
behavior based systems and action selection mechanism.

2. Robot Control Architectures

Autonomous mobile robots have to be adaptive to
different kinds of environments and have to deal with

complex environments and complex task. Hence, control
architecture becomes very important. Different properties
of real environment and robot's task impact robot's
controller and therefore the choice of control
architecture. Task requirements can constrain the
architecture choice.

Understanding issues related to robot's behavior and their
interrelation such as, representation, specification,
behavior content and time scale for action, interaction,
and coordination are essential to have reference criteria
for selecting a control architecture and allowing to
compare and evaluate different achitectures relative to
specific robotic designs, tasks, etc. Such criteria may
include ability to execute parallel behaviors
simultaneously, runtime flexibility for adaptation and
learning, time scale in relation to real time reasoning and
actions, action selection mechanism, modularity and the
way to use abstraction, robustness and fault tolerance,
programming environment and development tools, etc.

Different architectures have been proposed and
investigated [15-23]. These architectures range from
symbolic artificial intelligence planners to the
increasingly popular behavior-based approaches. These
include deliberative planning with the sequential
capabilities of sense, plan, and act with longer time scale.
Reactive that maps perception of robot's word into
actions systems and respond to real-time requirements of
the environment. Hybrid control architecture combines
layered organization with behavior based decomposition
that enable to plan slowly and react quickly, i.e.,
combining two time-scales in an effective way. Finally,
behavior-based systems attempt to bring the different
time-scales closer together by distributing slower
computation over concurrent behavior modules.

3. Behavior Based Control Systems

Intelligent systems should exhibit emergence property
that is not designed into any of its individual sub-
components. This property is important to the behavior-
based paradigm to ensure the kind of robustness that
traditional based systems fail to exhibit when facing the
richness in the real world that cannot be captured by a
priori categorization. It gives the robot the ability to
adapt to different environments without explicitly
programming every state-action relation.

The behavior-based approach is a methodology for
designing autonomous robots and it is a way of
decomposing the control strategy needed for
accomplishing a robot task into units of behaviors that
may includes states/memory. This approach is
biologically inspired, bottomup philosophy, and
allowing for a certain freedom of interpretation. It is
gaining increasing potential as new control paradigm that
enables robots adapting to the dynamics of real world
environments, have very good robustness and real-time
properties to supports autonomous navigation. This
approach addresses the fundamental Artificial Intelligent
(AI) issues of sensing, thinking, and acting in real-time



and presents a successful approach to solving situated Al
problems. One of the main challenges of autonomous
robotics is to devise a theoretical framework for analysis,
design and synthesis of systems that have specified
properties, performance and behavior. In the behavior
based system synthesis, a complex control task is divided
into a set of simpler control problems that are
implemented by behaviors.

Behaviors are connecting sensory information to
actuation. It sets robot’s skills for responding to the
situations encountered in the environment. Behaviors are
processes or control laws that are generally executed
concurrently and can achieve and/or maintain the goals
of the system individually or as group, thus achieving the
task. Behaviors are typically higher-level than actions. In
building networks of behaviors, behaviors have the
ability to take inputs from sensors or another behaviors
in the system and sending outputs to actuators or another
behaviors in the system. Based on the activation
conditions associated with the world and task, the inputs
determine the activation level of a behavior. These
behaviors all run in parallel and their resulting
commands are combined according to a decided
mechanism to give the resulting control actions.
Combining primitive behaviors into one system, so that
complex behavior emerges. Emergent functionality may
carry with it compound problems that could parallel the
difficulties in developing the system. In a behavior-based
system, the goal need not be explicitly represented.
Instead, behaviors are selected on an immediate sensory
basis in such a way that they are likely to move the robot
closer to the goal in the real world.

Behavior based systems are not limited in the ways
that reactive systems are in their expressive and learning
capabilities. Also, there is a key difference between
behavior-based and hybrid systems. This difference can
be expressed in the way representation and time-scale is
handled. Keeping in mind that the distribution of
representation is still limited. Behavior-based systems
attempt to make the representation parallel, distributed,
and active, in order to accommodate the real-time
demands of other parts of the system. As a result, a
behavior-based approach has key properties expressed in
the ability to react in real-time, to express behaviors with
various representations, and with its flexible structure it
can accommodate reactiveness and representation
without the need for intermediate layer.

Behavior-based systems have been effective in a
variety of applications, but due to their limited use of
representation or lack of abstract representation, they are
not ready to be employed at a higher level and hence
they have been not used for complex problems involving
sequence of behaviors, such as, tasks involving temporal
sequences, or hierarchical task representations. However,
to date they have been used for relatively simple tasks,
which do not require a complex sequencing of the robot's
behaviors [9]. Also, behaviors are typically redesigned to
encode the specifics of any particular task. The key
challenge is in how representation in any form of world
model can be effectively distributed over the behavior

structure. The representation must be able to act on a
time-scale that is close if not the same as the real-time
parts of the system. Similarly, the representation needs to
use the same underlying behavior structure as the rest of
the system. Not every part of a behavior-based system
needs to be involved with representational computation,
i.e. behaviors can be separated into representation based
and primitive ones without representation. Most of
currently available behavior based system cannot have
the capability to generate behaviors automatically and
they have been typically constructed by hand for each
task. Also, they lack of the generality that requires
system redesign from one task to another even if the
underlying behavior remains unchanged [10].

Current behavior-based systems in general (in spite of
some efforts) do not have the capacity to predict possible
future world states. So, any motivated decisions made by
a behavior-based system will be made on the basis of
only present and past states. An important consequence
of this is that a behavior-based motivated robot may only
synchronize the selection of behaviors with its
motivations, not their satisfaction or the satisfaction of
any longer-term goals. A behavior-based robot does not
have the capacity to be as effective in satisfying its
motivations as a symbol-based system. Behavior-based
systems can be made more adaptive by dynamically
changing the configuration of behavior set by factors
other than sensed conditions in the environment, thus
making a move toward increasingly cognitive means for
generating complex behavior. Therefore, the ability to
create and act to satisfy multiple goals, and a selection
mechanism to select between these goals are important
requirements.

Many of the available approaches of behavior-based
approach have centralized control. Some may argue that
the problem of action selection within behavior-based
control can be better solved with methods that centralize
knowledge about resolving conflicting actions.
Distributed approaches tend to be more robust to failures
of single system components and enable graceful
degradation. Behavior based systems enable modular
system development and this support the trends to choose
a decentralized control scheme, but distributed systems
add the overhead of coordination, synchronization and
communication between system components, which must
be overcome by powerful software engineering tools.

Important issues are still facing behavior-based
systems and need to have proper solutions, such as,
behavior generation, how to design simple behaviors that
guarantee robust operation in spite of the limited
knowledge available at design time, behaviors and
implicit representation, behaviors and experience,
distributed approach in behavior control, uncertainty
handing that reflects the problem of extracting reliable
evidence from unreliable sources of information, multi-
valued actions and action selection, and how to
coordinate the activity of several and possibly competing
behaviors in order to perform a complex task, etc. In the
behavior-based approach the control of a robot is shared
between multiple behaviors with different and possibly



incommensurable objectives. In most cases when
deciding what next action to take, multiple conflicting
objectives should therefore be considered
simultaneously. This is known as the action selection
problem.

4. Action Selection Mechanisms

Autonomous intelligent systems are characterized by
the fact that they select one from a set of equivalent
action alternatives in a given situation as appropriate.
Most of the existing action selection approaches that
have been implemented on a real mobile robots are hard-
wired have been carried out with fixed behavior outputs.
To make these systems more adaptable to various
situations and goals to pursue in the world, it is necessary
to dynamically select behaviors and to change their
respective priority to make the system behave
appropriately according to the situations it encounters in
the real world. Extemal and internal variables like
motivations can also be used to affect the selection of
behaviors. In addition, such intelligent and autonomous
systems can learn from their experiences in different
ways to improve their capabilities [11]. They can choose
completely different actions if they happen to be
confronted later with a similar situation. This learning
can be achieved differently: by adapting some
parameters, acquiring new knowledge of an application
field, or by evolutionary processes from which
generations of systems can be developed to approximate
a specific fitness function. An intelligent robot should
adapt its emerging behavior to its perception of the
environment, its needs, its knowledge and its ability to
satisfy its intentions

Behaviors typically produce a single-valued output
that is viewed as best to perform an action. But, at some
input states of the environment, several behaviors may
become active and there may- be multiple actions
competing for execution. The problem of run-time choice
between multiple, parallel, competing, conflicting and
overlapped goals demand that the system must respond
to unpredictable and passing opportunities in the world
where the robot is moving. This will tell how does a
mobile robot decides which goal to pursue at a given
moment, when to interrupt, and when to opportunistically
divert in response to events within its environment. Thus
a major issue in the design of systems for control of
autonomous mobile robots is the formulation of effective
mechanisms for coordination of the behaviors activities
into strategies for rational and coherent behavior.
However, due to several constraints such as
environmental complexity and unpredictability and due
to robot’s limited resources, action selection cannot be
completely rational or optimal. Thus, it is appropriate to
consider selecting good enough actions that satisfy the
objectives.

Behaviors can be categorized into two categories:
homogeneous behaviors that include behaviors with
common or similar objectives, and heterogeneous
behaviors that include behaviors with distinct objectives.
Action selection for homogeneous behaviors is easier

since the behaviors have the same objective and should
ideally agree on what action or set of actions needs to be
selected. Hence, it is the case that involves the selection
of an action that is optimal with respect to all objectives.
Homogeneous behaviors imply redundancy, and
redundancy can be exploited to improve the reliability of
the system and to enable uncertainty handling. In
contrast, action selection for heterogeneous behaviors is
more complicated since each behavior has different
objectives; thus conflict/contradiction occurs and optimal
solution might not exist and hence it is important to have
a mean to resolve conflict situations, decide and select
the most appropriate action from a set of competing
actions.

Action selection has been studied from several
different points of view. However, the main research
direction can be categorized into the following fields:
Ethology, Artificial life, Virtual reality and graphical
simulation, software agent, and physical robots. There
are a number of action selection mechanisms mainly for
control of robots and some for control of synthetic
creatures, these can be divided into classes of action
selection mechanisms. Among the available mechanisms
two groups can be classified; state based (arbitration) and
continuous (command fusion) [12, 14].

The arbitration is applied when a set of robot’s
behavior are relevant in a given context. It allows one or
a set of behaviors at a time to take control for a period of
time until another behavior or a set of behaviors is
activated. Only one action controls the system at a time,
hence no fusion of outputs is needed. The selection of the
next action is either done in a distributed way or by a
higher-level component [15, 19]. Advantages of this
category are reflected mainly by the ability of behavior
sequencing and the effective use of resources, but it has
no support for cooperative control. Some of the
approaches that are classified under this category are:

e  Priority-based. The example for this group is the
Subsumption architecture [15], where behaviors with
higher priorities are allowed to subsume the output
of behaviors with lower priority and hence be
eligible to take control of the robot. Most of the early
behavior-based approaches on action selection
employed hard-wired mechanisms, which involve
pre-fixing the behavior outputs at design time. Real
world implementations on mobile robots have been
carried out with fixed behavior outputs. However,
difficulties exist with hard-wired schemes on real
environments, i.e., unable to cope with unpredictable
real environment.

e State based arbitration. In this framework the
interaction of behaviors are formalized by the
Discrete Event System (DES) formalism in a
modular and hierarchical fashion [16]. The behavior
selection mechanism in this approach is
implemented using state transition, where states
correspond to execution of actions/behaviors and
events, correspond to observations and actions,
cause transitions between the states. Upon detection



of a certain event a shift is made to a new state and
thus a new behavior. The temporal sequencing
approach also known as perceptual sequencing and
sequenced coordination [17] is very similar to the
DES approach. A finite-state automaton is used for
formulating a mechanism for sequencing between a
series of behaviors based on perceptual triggers. At
each state a distinct behavior is activated and
perceptual triggers cause transitions from one state
to another. The advantage of this approach is
recognized because it is based on the finite-state
machines formalism and thus system observeability
and controllability can be shown for a particular
implementation. The major drawback of this
approach is that this modeling scheme is known to
be an NP-hard problem.

Bayesian Decision Analysis [18] addresses the
related problem of sensor selection. Sensor selection
can be considered a special case of action selection
where the actions are certain sensor operations. A
fundamentally different approach to action selection
is to learn the action selection mechanism. Several
approaches to learning of action selection exist and
the most promising among these techniques is the
reinforcement learning [14].

Winner-take-all. An example is the activation
network approach, where no central module is
required [19]. In this approach the system consists of
a set of behaviors or competence modules that are
connected to form a network. Action selection
results from the interaction of a set of distributed
behaviors that compete until one behavior wins the
competition and takes control of the robot.
Evidentially this action selection mechanisms deals
only with selection of behaviors and not with motor
actions. When a behavior is selected it will perform
the most appropriate action from its point of view.
This particular approach has been applied to
simulated problems and has not been evaluated on
real-world scenarios, which could help discover its
strengths and limitations. One shortcoming of this
approach might be that the state of the environment
does not include any uncertainty thus the system
assumes perfect sensors. However, due to its
distributed nature the system is fault-tolerant since
the failure of a single behavior does not necessarily
lead to the failure of the entire system [14].

The command fusion category is used to coordinate
activities of the set of behaviors that are active
simultaneously in a given context. To ensure a coherent
behavior, command-fusion or continuous coordination
mechanisms must coordinate activities of the set
behaviors that are active simultaneously and that are
related to one another. The advantages of this category
are supporting and facilitating cooperative control,
blending behaviors, and handling multiple objectives, but
it has no support for sequencing. The Approaches that
can be classified under this category are:

® Voting. The example for this group is the DAMN
architecture [20]. DAMN is a distributed architecture
for mobile navigation that consists of a set of
behaviors to pursue the system goals based on the
current state of robot’s environment. This technique
interprets the output of each behavior as votes for or
against possible actions and the action with the
maximum weighted sum of votes is selected. A
behavior can be a reactive behavior as well as a
planning module. These weights reflect the relative
importance or priority of the behavior in a given
context. However, there is no description on how the
mode manager determines the weights. A variety of
voting schemes can be used such as, wanimity
voting, majority voting, M-out-of-N voting; plurality
voting that selects action with maximum number of
votes, etc. It has been shown that plurality voting has
a higher probability of choosing the correct action
when compared to a number of other voting
schemes, under the assumption of statistical-
independence

e Artificial neural network architecture is proposed
where the emphasis is placed on making the action
selection mechanism adaptive to short and long-term
environmental and goal changes. This will facilitate
an adaptive estimation of each behaviors
contribution to the final result.
Also, fuzzy inference techniques are used to
formalize the voting approach by establishing the
relation between multiple objective action selection
and fuzzy inferencing in the context of action
selection.

e Superposition approaches. This approach combines
behavior recommendations using linear

combinations. It includes potential-fields, motor
schemas [21] and the dynamic systems approach.

In most systems the use of both mechanisms is
necessary because they are not competitive but
complementary. Additional factor can be used in
different ways to affect the selection of behaviors. This
factor is the observation of use of behaviors and their
effects. It gives indirect information on the interactions
between the system and its environment. Another
approach uses behavior exploitation to affect the
selection of behaviors b decrease the burden of the
designer in knowing everything about the environment.
The fundamental idea is that a purpose (applicability
conditions) is associated with each behavior, and this can

be used to reason about the way an intelligent robot is
behaving in its environment.

5. Conclusions

The presented work in this paper shows that it is
important for the knowledge capacity of an intelligent
robot to adapt to make it possible for the robot when
losing certain sensory capabilities or due to internal and
external uncertainty to navigate safely and purposely



throughout their environments. Also, it is important to
recognize that designing effective action selection
mechanisms is a major endeavor in the design of an
intelligent and autonomous robot. A related problem to
the action selection is the reliability of the decisions the
robot makes. It is clear that if each behavior generates a
multi-valued output a more moderate composition
scheme could be constructed. Multi-valued outputs seem
to make an appropriate basis for communication among
the behaviors, better means of compromise and to reduce
the amount of loss of information. Parallel, abstract,
distributed, and active representation is essential, in order
to accommodate real-time demands of the system.

Since behavior modules take part at different levels of
the control hierarchy, an efficient action selection
mechanism should be devised to deal with scheduling,
management, coordination and communication between
modules constituting behavior based systems © that
coherent behavior can be achieved. Learning to select
appropriate actions is still an open challenge in terms of
time it is required, complexity of task and the
environment.
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Abstract

Achieving walking balance is necessary for a
biped robot, no matter static walking or dynamic
walking. Due to the multi-rigid body, nonlinear, many
DoFs and the open loop structure in single support
phase and close loop structure in double support phase,
it is difficult to prove its stability for a dynamic
walking with present control method, especially when
the impact on the floor and vibration were considered.
The COM and ZMP are present tools to control
balance while walking. But they can only be
calculated approximately. In this paper, the finite
element analysis method was introduced to explore
the gait stability for a biped robot walking. The COM
and ZMP were calculated separately for each instance
in a gait cycle.

1. Introduction

How to keep balance is important for a biped
robot when it carries on a static walking or dynamic
walking. There are many factors that will destroy the
balance, such as the bad distribution of degrees of
freedom (DOFs), the clearance of installation and
fabrication tolerance, the vibration caused by walking,
the impact made by a foot stricken on the floor and the
bad gait design etc. Some factors can not be avoided.
For the static walking, a system will stay balance by
always keeping the center of mass (COM) of the
system vertically projected over the polygon of
support formed by the feet. While the dynamic
walking means the center of gravity of the robot is not

Tsinghua University, Beijing 100084, P.R.China

projected vertically onto the area of either foot by a
small period in the walking cycle. That is, there is a
period of controlled instability in the gait cycle. But
the COM in s static walking must not leave the area of
support formed by the feet still in contact with the
ground whenever a foot or leg is moved. In order to
keep balance for a dynamic walking, Zero Moment
Point (ZMP) is
dynamically stable walking, the ZMP must locate in

calculated. Therefore for a
the polygon of support formed by the feet, but the
COM may leave the support area formed by the feet
for periods of time. So dynamic walking is more
efficient than static walking. But it is difficult to
control balance in a dynamic walking.

In the view of above analysis, regardless of static
walking or dynamic walking, in order to keep balance,
it is necessary to calculate the COM or ZMP at every
instance in a step period. Till now, it is nearly
impossible to prove the stability of dynamically
walking two-legged robots using the present control
techniques. The effective solutions were how to
compensate such defects. More efforts were put on
how to design a more reliable and robust gait which
can keeps balance under different ground conditions.
And more researchers paid more attention on the
control strategies. Their effect will be verified with
various purposive experiments. It generally will take a
long time to design such experiment and prepare
necessary instruments and sensors. Moreover, some
information can not be gotten directly due to the limits
of present technical conditions. In this paper the finite
element model of our biped robot prototype was built
to analyze the balance of different gaits. In order to
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get reliable results of simulation, we try to build the
finite element model as the same as the biped
prototype. In the process of simulation, we will
separate the whole gait in each gait period into some
which
instances to keep a balance. Based on the simulation,
the COM and ZMP for each instance can be calculated,
the vibration in walking will be analyzed and the foot

independent postures include these key

impact of the swing leg on the floor will also be
calculated.

Fig.1 The 3D finite element model of the biped robot prototype

The three dimensional finite element model of our
prototype has been built, as shown in figure 1. All
components were meshed with hexahedral or
tetrahedral elements. The angle speed and acceleration
in each instance calculated by gait analysis for
controlling the prototype will be added to the
corresponding joints of the finite element model as
loads. Thus the COM and ZMP will be calculated.
The gait will be tested if it can make the robot keep
walking balance.

2. Conclusions

The three dimension finite element analysis
method will be applied to the study of the walking
balance of out biped robot. The three dimension finite
element model has been built. And the further analysis
will be carried on in the following research.
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Abstract

Walking balance, an important characteristic for a
biped robot, is difficult to kept in dynamic walking.
Although more control strategies were given till now,
the center of mass (COM_) and zero moment point
(ZMP) are two important targets that have to be
considered for a gait design. In this paper, considering
the control parameters: step length, step height and
step period, a gait for dynamic walking was developed
using periodic function approach. And the COM of the
robot at every instance were calculated in such a way
that coupling between joints are taken into account.
Each joint is servoed independent from the others.
Therefore, it is convenient to control the biped robot
to stabilize a dynamic gait, especially, to vary the
speed and position of the robot.

1. Introduction

Walks are complex activities. When a person is
beginning to walk, he not only raises one foot and
moves forward, but also moves his hips, knees, arms,
waist and head etc at the same time to maintain
balance. For a biped robot, it is required to design a
reliable gait before it can walk steadily. A gait cycle
can be simply divided into a double support phase and
a single support or swing phase. In the period of
double support, both feet are in solid contact with the
ground. It starts when the front foot begins to contact
with the ground, and ends when the rear foot
completely breaks contact with the ground. If it carries
on a static walking, the weight of its body moves from
the rear foot to the front foot in this period. In the
remainder part of a gait cycle, one foot keeps solid
contact with the ground, and another foot swings from
the rear to the front. For a dynamic walking, in the
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first half cycle of the swing phase, the weight of its
body is transferred to the front foot, and the knee
bends to absorb the shock. Then the second half of the
swing phase starts: the support knee straightens out to
uphold its body and swings forward like an inverted
pendulum until another foot beginning to contact with
the ground. The walking pattern alternates the single
support phases between each leg, and interspersed
with a double support phase between each alternation.
Till now we have no time to consider the movement of
the arms and head.

For the same distance, dynamic walking is more
efficient than static walking because the double phase
of former is shorter than the latter[1]. Here dynamic
walking is characterized by a small period in the
walking cycle where the center of gravity of the robot
is not projected vertically onto the area of either foot.
This requires there to be a period of controlled
instability in the gait cycle. Static balance or static
walking refers to a system which stays balance by
always keeping the center of mass (COM) of the
system vertically projected over the polygon of
support formed by the feet. While this is the case there
can be no horizontal acceleration due to tipping
moment caused by gravity. Therefore whenever a foot
or leg is moved, the COM must not leave the area of
support formed by the feet still in contact with the
ground. But for dynamic walking, the COM may
leave the support area formed by the feet for periods
of time. This allows the system experience tipping
moments, which give rise to horizontal acceleration.
However, such periods of time are kept brief and
strictly controlled so that the system does not become
unstable. In order to achieve balance while walking, it
is necessary to develop a dynamic gait or walking
pattern first. In this paper, considering the control
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parameters: step length, step height and step period, a
gait for dynamic walking was developed using
periodic function approach. Therefore, it is convenient
to control the biped robot to stabilize the dynamic gait,
especially, to vary the speed and position of the robot.

On the other hand, it is nearly impossible to prove
the stability of dynamically walking two-legged
robots using the present control techniques[2]. This is
because such system is highly nonlinear and naturally
unstable so that legged motion researchers are yet to
come up with a convincing, mathematically based
control system that can fully explain why a biped is
able to walk or fail to walk continuously. At the same
time, bipeds are multi-input, multi-output systems that
are both continuous and discrete. While in single
support, the system operates in a continuous fashion,
as soon as the support leg switches, there is
discreteness, as well.

In this paper, in order to realize dynamically stable
walking, the position of the center of the mass and
center of pressure of the robot at every instance were
calculated in such a way that coupling between joints
are taken into account. Each joint is servoed
independent from the others therefore making control
more intuitive. Position of the center of the mass and
center of pressure of the robot are controlled using
ankles, therefore every time the couplings between all
the joint of the robot are taken into account. The
control method is very simple to understand, and it
does not require dynamic calculations of the robot.
The Zero Moment Point (ZMP) can be calculated with
six-axis force sensors installed in each foot.

In the following part, we will give the method to
develop a gait with a periodic function approach. At
the same time, we will also discuss how to control

with six-axis force sensors.

2. The periodic function approach

There are many approaches to develop a gait for a
biped robot. Here we mainly discuss a method using
periodic function to design a gait. Firstly, we assume
the arms do not move and they keep a whole with its
body. Since walking is a repetitive motion which

repeats over time, it is possible to design a gait based
on the relationship of each joint angle over time. Here
we do not consider the influence of vibration and foot
impact etc. In order to alter the walking velocity and
scale the gait conveniently for different requirements,
three parameters: the step length, step height and step
period were considered to develop a gait. For a gait, if
we can specify the foot trajectory (mainly the swing
foot, the support always keeps contact with the ground
in the period of single support phase) and the above
three parameters, the joint angle of each link will be
solved based on the inverse kinematics.

Here we take the position of the support foot in the
first step as the origin for the coordinate system. The
position of the swing foot can be expressed as:

T — Lostep

. 2nt. .
y,=Hg, sm(7) sin@,,,

Zf :Hstep

.2
sin( 7711) cosd,,,

Where x; represent forward direction, y, represents
side direction and zs represents height direction in the
three dimensional coordinate system. Ly, is the step
lemgth, Hy,, is the step height and 7 is the step period.
64w 1s the angle of yaw and ¢ is the time.

At the same time, based on the trace of swing foot,
we can also get the position of the swing hip as
follows:

xhip = (LUleg Cos epitch + LLleg COos epitch) sin ghip

yhip = (LUleg cos epitch + LLleg Cos epitch)SIn ehip sin eyaw

Zpp = (Liyp,g COSO

pitch + LLleg €os Hpitch ) sin eh cos eyaw

ip
Where Xpip, Ynip and zy;, represents the position of the
swing hip in the three dimensional coordinate
respectively. Ly is the length of the upper leg and
Lyjeq 1s length of the lower leg. G5 is the pitch angle
to keep the position of COM before walk. 8, is the
angle of the swing hip joint in walking and 8,,, is yaw
angle of the whole body in walking.

Then, based on the Law of Cosines, we can get
the knee angle easily.



Thus we can get the trace for each joint in the
swing leg. Because the support leg keeps in touch
with the ground in the whole swing phase, for
simplification, we can assume the joints in the support
leg were locked at this moment. In figure 1 we give
the results for a gait of 6 second with step length of
30cm and step height of 5cm. Due to the periodic
characteristic, we only calculate the angles for each
joint of three representative parts: the start walking,
one whole step from the start of a single foot support
phase to the end of a double feet support phase, the
end walking.

60
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Figure 1 The illustration of the joint angle for each
leg in three representative walking state

At the same time, the corresponding angle speed of
each joint was also calculated. They were shown in
figure 2.
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Figure 2 The illustration of the joint angle speed for
each leg in three representative walking state

3. The Calculation of ZMP

Based on trace of the ankle and hip, we can
calculate the joint angle and speed for each joint with
the periodic function method. But we are not sure that
gait can keep the robot balance while walking. In
order to make the robot realize stable walking, the
COM and ZMP must be calculated for each instance
in a gait period. For our biped robot, we mainly use
the six-axis force sensor to determine the ZMP. The
ZMP can be calculated as follows:

O, 3~z +(, —)pE,—8)—z ), +M,+M,, =0
Z:Fx _(xs _xP)F; +Zﬂa _(xa _xP)n/(éa _g)+M +MPy :O

_(}{v _yP)F; -('x.'r _xP)Fy _(ya —yPWa +(xa _)QJ)”?"{: +M +A4Pz =0

Where, Mpx, Mpy and Mpz is the moment at the ZMP
respectively. Mx, My and Mz is the moment acted on
the sole respectively. Fx, Fy and Fz is the reaction
force acted on the sole respectively except the effect
of inertia.
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3. Conclusions

Considering the parameters of step length, step
height and step period, we can design various gait
with periodic function method. These parameters are
also important to control balance while walking.
Because the complexity of ground conditions in
practical applications, such as obstacle avoidance,
climbing stairs, this method is useful for such cases.
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Abstract

In the view of the special requirements of the
structure and control system of the biped humanoid
robot prototype, this paper presented a project of
the hierarchy servo control system based on
CAN-bus for the biped robot THBIP-I. The author
particularly describes the systemic project,
structure of servo card, communication protocol
and control algorithm, and realization of
prototype's system. It has been proved to be an
effective and feasible control system by practical

application.
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1 Introduction

Humanoid robot is a popular research in the
field of science and technology now, but there are
still many theoretical and technical questions to be
solved during the development, joint servo control
technology is such a key problem.

THBIP-I, the first model made by humanoid
robot research team in Tsinghua University ', is a
multi-input and multi-output, high coupling,
nonlinear and complex multi-rigid body biped
walking dynamic system. Our servo control system
should have the following features demanded by
the characters above.

1) High integration, small volume. The whole
system can be installed in the robot. There should
be fewer amounts of hardware and wires as
possible, and the size should be more succinct.

2) High servo behavior. It can fit complex
control variant

dynamic requests, such as

parameters, high coupling, and gravity effect. The
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system should have fast dynamic response, and
lesser steady-state error.

3) High reliability. When any unit is out of work
itself or has some trouble in communication, it can
alarm and auto-protect in time, in the meanwhile
the other units can't be influenced.

4) Strong anti-jamming ability. The control
system can work normally in the electromagnetic
interference, which is generated by running motor.
THBIP-I

efficiently, this paper studied on the joint servo

Therefore, in order to control
control technology and system design about the

humanoid biped robot.
2 Structure of servo control system

With the development of computer, control,

information, network and microelecfronics,
field-bus control system, the opening, digital,
decentral and intelligent bottom control network,
which is constituted by field-bus' based on
bi-direction, serial, multi-node communication, has
been used in various control fields successfully
now. The basic control unit gradually integrates
current-loop, velocity-loop, position-loop control,
forming entire digital motor servo driver of high
Based on the
field-bus

microprocessor and field-bus interface were put

performance. principle of

downloading control function,

into entire digital motor servo driver, thus

intelligent and independent digital control
executive unit come into being. The control system
made of this unit has many prominent advantages
on veracity, real-time, patency and reliability.

of field-bus and

intelligent drivers, but their large scale or high

There are many kinds
price make it difficult to fit our servo control
request. According to these requirements, we
presented a project of the hierarchy servo control



system for the biped robot based on CAN-bus,

combining with the system scale, working

environments, requirement of the signal

transmission and the local equipment conditions.
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Fig.1 Configuration of control system based on CAN bus

As Fig. 1 shows, The PC104 CPU-module is
used as the master computer in the system; it can
control dual port CAN-bus interface module by
PC104-bus. As a master-node, each CAN-bus port
communicates with 6 joint-nodes, which includes
the position control card designed by ourselves
with CAN-bus port, the digital
integrating current-loop and velocity-loop, and DC

servo-driver

brushless servomotor. Thereby the whole servo
control system forms two independent CAN-bus
networks.

After finishing mission programming, master
transmits command message to every node
(position control card, other field equipment) by
dual port CAN-bus interface module according to
communication protocol. Every node decipher
command, then make corresponding flow. When it
receives motion command, the control card gathers
current joint position and returns it to master, then
outputs command

executes control algorithm,

voltage to servo driver to drive joint motor. Other

normal nodes do this in the same way, and
communicate with master and other slaves to share
data.

3 Design of joint position servo card

The Controller Area Network (CAN) is a serial
which

supports distributed real-time control with a very

communications  protocol, efficiently
high level of security. It's the only field-bus
authorized as the international standard by now. Its
domain of application ranges from high speed
networks to low cost multiplex wiri=~. In

automotive electronics, engine contro. .nits,
sensors, anti-skid-systems, etc 2.

Based on the well features of CAN, this paper
designed a position control card shown in Fig. 1.
The card uses Intel 16-bit MCU 80C196KC, which
expands 32K program and data storage space. The
configuration of position control card is shown in

Fig.2. According to the input mode of servo driver

Tx current TxDy| CAN-bus 4%
isolation interface
D® CNWI3T < gp 820250 (< aani ™
\— al
CAN DB DB [EPROM
controller <1L V1 27256
82C200 1 N
CB CB
bus driver| ]
DBl 741 5245 —] RAM
£Li> 62256
Y4
address | YO
AB:'\V encoder | Y1 M DB N
CpPU 74LS138] Y2 “| DAC
80C196 Y3 n. | 1210
N
KC 10,INT ﬁ %
CB ﬁ ) control
circurt quadruple “ encoder
P1 potentiom frequency 4 position
port A/D<}: eter counter feedback
position 8253
Lfeedback |

Fig.2 The configuration of position control card

command and the scale of joint velocity, we select
12-bit paralle]l DAC1210 as DA conversion chip,
and design follower to improve anti-jamming
ability; considering full-loop and half-loop, we
designed two kinds of joint position feedback:
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encoder feedback and potentiometer feedback,
encoder signal. After being difference driven, the
encoder signal is disposed with fourfold frequency
in order to count in positive and negative direction.
A 10-bit AD converter of a MCU samples the
potentiometer signal. Port 1 is used as 1/0 port, for
controlling the brake and enable signal. We use
stand-alone CAN controller 82C200 produced by
Philips as CAN-bus interface. Combined with
photo electricity isolation, the drive bus interface
(82C250) has been selected, in order to support the
function of difference sending and receiving.

4 Communication protocol and control

algorithm

Master software presides over mission planning
and the globe controlling, it can be divided into
three modules according to function: initialization,
communication and display. The second is the most
important, which can transfer control data to

Start

Initialize CAN module
Initialize joints parameter

Communication normally?

| Reset joints position |

I Load gait file j

v

] Timer pickup I

[ Read next position value of joints |

Transmit next position value
to all joints and receive current position value
from them one by one

»

»

Timer interrupt?

I Transmit action command to all joints |

Mission complete?

)

End

Fig.3 The main flowchart of master machine

joint-nodes through communication prototype and
analyze current status by the feedback message,
then make corresponding actions. The main
program flowchart is shown in Fig.3. Since two
CAN masters transferring and receiving alternately
is used, the communication time is shortened
efficiently. A round of communication with 12
nodes can be completed within 1.2ms, which makes
it possible to shorten control cycle to S5ms. At the
same time, it can insure execution of two
CAN-networks synchronistically by using transfer
executive frame simultaneously. The maximal time
difference between two nodes is several CPU
cycles, about 10ns. Apparently, it should be
ignored in the control cycle (See Fig.4).

T00 R 00 TO1 T 0i R 0i TA

CO0 00
}t ‘E REH) Eli iRli |

T10 R 10
T = Transmit message to node ...
R = Receive message from node ...
TA = Transmit action command to all nodes

Fig.4 The communication order of nodes with master

The software of position control card consists of
monitor, communication and control algorithm.
When the biped robot walks, every joint-node can
get next target position from master and return
current

position, then execute corresponding

control algorithm by protocol, send voltage

command to servo-driver to drive joint-motor. The

Table 1: Communication protocol of control system

Flag Action description

0 Abort. Ask all joints to abort action, disable
: the motor and enable its break.

1 Get current joint position value from slave.

Communication test. Transmit a random

message and wait for return.

Disable the break of the motor and enable the

motor of the joint.

4 Reset. Reset all joints to original position.

Transmit target position value to one joint and

get current position value from it.

6 Execution. Run motion as setting.
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ID.2~ID.0 of communication message are used as
the action flag for communication protocol, as Table 1
presents. In order to insure reliability of control
system, Author programmed faultless error handling
module by cyclically checking position, velocity,
communication, DA and AD, etc.

These programs have some agility in adjusting
control parameters. Because the controlling ability
of each node varies, algorithm selection depends
on the actual condition. For example, we have used
simple PI and dual lag inertia loops (See Fig.5),
etc.

5 Experimental results

The effectiveness of the
joint servo control system
was examined by
experiments with humanoid
robot, THBIP-I. One view
of the robot is shown in
Fig.5. All sensors, motors,
drivers, cards and
computers have been
installed in the body and
tested.

Because the controlling
ability of each node varies,
algorithm selection depends
on the actual condition.

Fig.6 shows the motional

Fig.5 THBIP-I

curve of robot's left ankle
joint with P adjust and DLIL (Dual Lag Inertia
Loops) adjuster (See Fig.7). Apparently, DLIL
adjuster is much better than P adjuster on system

response.

position value for
interpolating at i

Fig.6 The comparison of two adjusters

Based on this servo corol system, our THBIP-I
accomplished static walking continuously by its own
master. With 20ms control cycle, his maximum speed
is 8s/step with 300mm stride [1], and it will be
improved by reducing control cycle in future.

6 Conclusions

The control system based on CAN-bus and the

position control card have been debugged
successfully on THBIP-I, the basic gait controlling
can be accomplished. The master and slave work
correctly and reliably, the system has a nice
expansibility, thus it is an effective and feasible

control system.
Reference

[1] Kai Xu, Ken Chen, Jinsong Wang, etc, A New
Method of Gait Generation for A Biped
Walking Robot[C].
IEEE _RAS
Humanoid Robots, pp.295-302, 2001.

Proceedings of the

International Conference on

[2] Philips Semiconductor, SJA1000 Stand-alone
CAN Control Application Note [Z], pp.3, 1997.

practical position
value after ith time
interpolation
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Abstract

In this paper we present the configuration, control
system, gait planning, and experiment of the biped
humanoid robot—THBIP- I , which possesses of
anthropopathic external form and skeleton. It has 32
DOFs in all, and the mechanical gearings of some key
joints are based on screw-nut system. As to control
system, THBIP- I adopts distributed hierarchical
architectures, consisting of organization layer,
coordination layer and execution layer. And the CAN bus
interface is employed between the two latter. Meanwhile,
the robot walking gait is planned according to the
expanded ZMP point on virtual plane, supposed
between the left foot plane and the right one, so the
ZMP track of actual robot motion conforms to the
desired one. In conclusion, the walking experiment
photos strongly demonstrate the whole research work,
and the final goal is to improve the dynamic walking
speed, stability and balance, and the intelligent degree of

this robot.

Keywords
CAN Bus, Expanded ZMP, Coordination Controller
1 Introduction

Humanoid robot is one of the most vibrantest
research directions in robot field. It has similar
function of human being, and integrates with
apperceive,  decision-making, activity  and
alternation. With a view of development of science
and technology, and giving service to human being,
we began to research a biped humanoid robot——
THBIP- 1 from May 2000.

At present, THBIP- |

biped humanoid

is the most excellent

robot in design level and

anthropopathic motion in China. Fig.1 shows the

WANG Ji-wu',
Zhang Wei?,
SHAO Li-jun’,
CHEN Ken'
2. DigitalChina Co.
Beijing, China. 100083

overview of prototype configuration. It is 174mm
in height, 122kg in weight, and has 32 degree of
freedoms, as Fig.2 shows, which are 2 of head, 6x2
of arms, 3x2 of hands.

Considering of bionics [1], minimum joint torque and
essential walking function, 3x2 DOFs (pitch, yaw and
roll) are settled for hips, 2x2 (pitch and roll) for ankles,
and 1x2 (pitch) for knees. Derived from the result of
HONDA biped robot experiment, when walking, it is the
heel and toe for supporting body. So there has no toe
joint for prototype. Thus robot may stand on uneven
surface, change the walk direction, span step and satisfy
the sudden discontinuousness of walking. So it can
realize flat walking, slope walking, spanning step, single
feet support, single feet swing and squat, etc. Because
ankle has no roll joint, it needs 4-5 steps to rotate 90
degrees.

Two CCD video cameras and a stereo microphone are
settled inside head, for environment scanning and voice
recognizing separately. A  notebook computer,
coordination controller, is located into the trunk; an
on-board battery system is set on the back; a gyroscope
lies in the center of two coxae, for gaining the center of

gravity of robot; and two Universal Force-Moment

o = 2y

Fig. 2 Configuration of THBIP- ]

Fig. 1 THBIP- |



Sensors are built in two ankles, for measuring the ground
reaction force. For each joint, a potentiometer is used for
obtaining the present absolute position.

In mechanical design, upper limb uses worm-wheel
transmission. For low limb, the screw-nuts gearing is
different from the robot of HONDA [2] and SONY [3]. It
can reduce transmission radio and friction damp, and
provide high torque and high velocity.

2 Control System

From the point of view of the intelligent control, and
based on fieldbus technology, THBIP- I adopts
hierarchical structure and distributed control system,
consisting of organization layer, coordination layer and
execution layer, and the configuration and function of
each layer is shown as Fig.3.

The first layer is located outside of prototype, and
takes charge of system management, human-machine
interface, project assignment and off-line simulation.

The second one, embedded into the trunk, consists of a
notebook computer and two PC-104 computers. Two
CCD video cameras connect with notebook computer
through two USB ports. Also the voice recognition
system connects with notebook computer through COMI.
The upper limb controller (PC-104 computer) controls
the motion of two arms; the low limb controller

organizition layer syslem manage
(workstation) vision scanning
(two OCD viedo carmeras)

voice recognition (microphone) |

the upper limb motion control (PC-104) |

—]
_;l
N
o

coordination layer
pose control (gyro scope) l
(PG104)
the low limb motion control (PG-104) |
ground counterforce
(Universal Force-Moment Sensors)
> distance between feet and ground
Y (photoelectric switch)
execution layer > servo control of each joint
(PG-104) (position card, amplifier and EC motor)
Fig. 3 Structure of control

(PC-104 computer) controls the motion of two legs.
Combined with a 16-bit AD convert card, the pose
computer (PC-104) gains the data of gyroscope, and
calculates the center of gravity of THBIP- I, which is
sent to the low limb controller via ISA. These data are
used for ZMP planning and on-line gait modification. All
of the coordination computers compose of a LAN
through Ethernet card, and coordinate the motion control
between arms and legs. The organization layer and
coordination  one via  wireless

are  operated

communication. Between coordination and execution,

@

| ,
Dynamic\
é—_j < Robot ¢
gait mode| | instruction compensating Simulation
; ; Model —(
selection setting n control of y -
\J ' upper limb
] v y  Plaming motion |
planning gait 9.9 A -
of the DU . . correction
t —» modification| gesired Dynamic JOI,H t Actual control of
gal control P Robot . motion .
K > reference Robot signal
trac \ Model 4.4 | control actual .
i3 T becy ’ 2 ¢.¢ |observation
exterior : displacement
| environment Swing error g‘rour.ld
foot |« reaction
landing model force by
position il control inclination
control control .
9 ground reaction force
A
pose body
modification = inclination
control control
]

Fig.4 The software structure of harmony control system
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the authors make a success of applying CAN bus
interface to humanoid robot for the first time.

The software structure of coordination control system
is shown as Fig.4. Robot has three modules: dynamics
calculation module, dynamics simulation module, and
real robot module. The main control modules include
gait planning, gait modification, joints motion control,
and model ZMP control, etc.

The execution layer completes the joints servo control
of the upper limb and the low limb. In view of many
joints message, environmental interference and field
equipments, Based on CAN bus, the first author designs
the distributed servo control system. The joint servo unit
is composed of position control card, numeral servo
amplifier with speed loop and current loop, and EC
motor. All of them are settled into the robot. The position
control card includes a 16-bit MCU, D/A, A/D, I/O port,
and CAN bus interface. On the basis of communication
protocol, the execution layer receives instructions from
the coordination layer. Each node analyses the
instructions, and runs corresponding follow. The other
fieldbus nodes also collect message, communicate with
master or other nodes, and share data with them.

3 Gait Planning and the Expanded ZMP

Because the actual planes contacting with robot
sole are two or more planes, of which the normal
heights and directions are different. The researchers
supposed that there is a virtual plane varied between
the first plane (left foot) and
the second (right foot), and the
desired ZMP is supposed on
virtual plane. Fig.5 shows the
foundation of virtual
coordinate system and the
definition of expanded ZMP
point, which equals to the Ej3;
coordinate origin. The x-y plane
of the first coordinate system
is the first foot sole plane, the
coordinate origin is located at
the junction of ankle joints;
the x-axis direction is same to

robot forward direction; the

| Initialization of basic gait parameter |
v
[ Planning of motion track of hip flag point |

| Planning of motion track of two legs |

v
i Planning of track of desired ZMP Je—

| Regulating of the pose of the upper body

Checking the resitriction terms
such as the angle range

erifying all o
esitriction term

| Calculation of the present track of ZMP |
IMP errors
githin allowance?

Kg. 6 Ranning of Gait Based on Expanded ZMP

z-axis is the normal direction of ground and points
to the outward of ground. The foundation of Virtual
plane commendably solves the transition from flat plane
to incline plane, and the problem of going to or downing
stairs. Also in actual flat walking, the error produced by
uneven surface can be eliminated. (Conferring
reference [4] for details).

In addition, there has no uniform criterion in
body modification, so on condition that robot
walking speed is not high, the position of center of
gravity of the whole system is selected as reference

to instructing to modify the angle data of body. At

'»-’::-'L \r ol . .
ground 3@&@3

Directisns of ¥y uxes of tith, 2ist
* and st coordingte systems
ail the soma

Fig, 5 Definition of Expanded ZMP
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the same time, the track of ZMP and the center of
gravity are smoothed as possible, and the latter
inclines to corresponding point of static state.

Then as Fig.6 shown, gait is planned according
to the desired ZMP point, meanwhile, make the
ZMP track of actual robot motion conform to the
desired one. Thus, the new gait plan system not
only can make robot walks on uneven surface
steadily, but also can maintain the continuity of
reaction forces and

composition of ground

moments, and ensure the smoothness and
continuity of robot motion.

Now, THBIP- [ can independently and continuously
walk 4 step by the speed of 8seconds/step, and the stride
is 200mm. As Fig.7 shown, the photos demonstrates the
process of static gait walking experiment in detail,
including two legs kneebend, moving center of gravity,
single leg support, single leg swing; two legs support;

and two legs stand.

4 Future Plan

In the middle of April, 2002, without manpower
support, THBIP- I can execute static walking
independently and continuously, one gait is 8 steps
by the speed of 20s/step to 12s/step, the stride is
200mm. The other gait is 4 steps by the speed of
8s/step, and the stride is 300mm. More and more
experiments have proved that the whole work is
successful, and the
distributed
system based on CAN
bus is reliable, and the

control

screw-nuts gearing
mechanism is favorable.

In the research of
biped humanoid robot,
the critical technologies of
anthropopathic ~ walking
are the motion capacity of
joints and the balance of
walking. The final goal
of THBIP- [ will
realize flat walking,

uneven surface walking,

spanning step and swerving. And the stride is
200-300mm, the static walk is 10-20s/step, the
quasi-dynamic walking is 10-20s/step, and the
dynamic walking is 0.5-2s/step. In addition, it is
integrating sensors

system for improving the

intelligent degree of the robot.
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Abstract

In this research, we regard deadlock phenomenon in
multi-agent robot toward the destination while avoiding
plural obstacles as a local minimum solution in a search
problem. We propose the method that can avoid dead-
locks efficiently, by changing singleton values of fuzzy
rule that described the action in an individual agent in
accordance with the intermittency chaos with the mod-
ified logistic map. Furthermore in this paper, we report
the result of confirming the efficiency of our proposed
method by using the multi-agent robot simulator.

Keywords: Intermittency Chaos, Deadlock Avoidance,
Logistic Map, Multiagent Robot, Fuzzy Rule

1 Introduction

Recently, the chaotic theory is frequently used in the
engineering field of information processing and robotics.
Y.Nakamura et al. [1] confirmed that an autonomous
mobile robot can move chaotically by applying Arnold
equation to the motion equation of a two-wheeled mobile
robot. Matsumura [4] proposed an obstacle avoidance
method that makes a few loss in locomotive distances
and consumption energies by the intermittency chaos.

Recently, the chaotic theory is frequently used in the
engineering field of information processing and robotics.
Y.Nakamura [1] confirmed that an autonomous mobile
robot can move chaotically by applying Arnold equa-
tion to the motion equation of a two-wheeled mobile
robot. K.Matsumura [2] simulated the obstacle avoid-
ance motion for an autonomous mobile robot using the
intermittency chaos with the modified Bernoulli system.

In this research, we regard deadlock phenomenon in
multi-agent robot toward the destination while avoiding
plural obstacles as a local minimum solution in a search
problem and attempt to avoid this problem efficiently
by the chaotic method. We have already proposed the
method that can avoid deadlock as a group efficiently,
by changing singleton values of fuzzy rule that described
the action in an individual agent in accordance with a
network of chaotic elements.

Network of chaotic elements is a lattice model con-
nected many elements that have chaotic behavior. The
most typical models are Globally Coupled Map (GCM)
structure that every element is connected globally and
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Masaharu Mizumoto
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Coupled Map Lattice (CML) structure that two differ-
ent neighboring elements are connected locally proposed
by K.Kaneko [3].

We produced a multi-agent robot simulator in the
research and reported the result of confirming the effi-
ciency of our proposed algorithm by using our simula-
tor [4] [5]. As a result, we confirmed that each agent
gradually becomes possible to avoid deadlocks, but in
the method using GCM we found that is difficult to
take efficient avoidance action because a change of one
agent have an influence on all agents. However, in CML,
we confirmed that each agent was possible to avoid effi-
ciently as a whole group.

In this paper, we propose the method that can avoid
deadlocks efficiently, by changing singleton values of
fuzzy rule that described the action in an individual
agent in accordance with the intermittency chaos with
the modified logistic map. Furthermore we performed
the simulation to confirm the efficiency of our proposed
method by comparing with the modified Bernoulli sys-
tem. In this paper, we report the result of confirming the
efficiency of our proposed method by using the multi-
agent robot simulator.

2 Fuzzy Obstacle Avoidance Model

At first, we establish a multi-agent robot model toward
the destination while avoiding the obstacles and the
other robots. The robot carries out sensing of the cir-
cumference and computes the relative distance to ob-
stacles within the sensor area and the relative angle to
the obstacles in the viewpoint of a robot with its coor-
dinates.

Each obstacle avoidance angle is calculated by the
fuzzy reasoning for every obstacle and the avoidance vec-
tor is decided by these angles. The robot calculates the
destination vector toward a desired point and computes
a composite vector weighted according to the distances
to the obstacles. This composite vector is equal to steer-
ing vector for the robot.

The vectors to avoid all obstacles within the sensor
area are calculated by the simplified fuzzy rules. Robot
moves to the direction for a unit vetor which is com-
pounded with some avoidance vectors weighted accord-
ing to the distance between a robot and an obstacle.
Membership functions of three labels for the distance
and six labels for the direction, and singletons of six
labels for the steering are described in the fuzzy rule.
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3 Modified Logistic Map

In this research, we propose the intermittency chaos
with the modified logistic map for changing singleton
values of fuzzy rule to avoid deadlocks efficiently. This
function has a symmetrical shape for the ordinary lo-
gistic map, but has also same structure of the logistic
map.

az(t)(1 — =(t)) (0.0 < z(t) < 0.5)
a(t+1)= { —az()(1 —z())+1 (0.5 < z(t) < 1.0)
)
a : Parameter to decide the degree of chaotic behavior
(1.0 < a < 4.0)
z(t) : Output value of modified logistic map at time ¢

In the equation (1), z(t) shows a value of the func-
tion at time ¢ and a shows a parameter which decides the
chaotic behavior between 1.0 < a < 4.0. As same as the
ordinary logistic map, the values of this function gradu-
ally became chaotic when a parameter a approaches 4.0.
Figure 1 a) shows a return map with the horizontal axis
z(t) and the vertical axis (t+1). We confirmed that the
modified logistic map function has a value of the param-
eter a which generates the intermittency chaos similar
to the modified Bernoulli system.

The attractor of this modified logistic map is shown
in Figure 1 b). As shown in this figure, the system shows
chaotic behavior when the value of parameter a is be-
tween 3.57 and 4.0. Specially, this attractor is symmet-
rical vertically for the horizontal line z(t + 1) — z(t) = 0.
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Figure 1: Modified Logistic Map

Furthermore, blank windows in a chaotic part of
the attractor between 3.57 < a < 4.0 are called edge
of chaos. In this blank windows, the modified logistic
map has the characteristics of the intermittency chaos
which intermittently repeats a periodical behavior and
a chaotic behavior.

Figure 2 a), b), c) show the typical trajectory of
the modified logistic map in time scale with a=3.63557,
3.7453, 3.8575, respectively. In the figure, the part of a
periodical behavior is called laminar’ state and the part
of a chaotic behavior ’burst’ state. Each trajectory has
the characteristics as shown in Table 1.

Table 1: Characteristics of Intermittency Chaos

Characteristics a = 3.6356 | a = 3.7453 | a = 3.8575
Laminar State short short long
Burst State short long midium
Periodicity 8 8 6
Intermittency Interval short long midium

x(teD)=x(t)
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b) a=3.7453
Figure 2: Trajectory of Modified Logistic Map

a) a=3.63557 c) a=3.8575

4 Fuzzy Obstacle Avoidance Method by
using Intermittency Chaos

Deadlock avoidance behavior of the agent robot is real-
ized by giving a chaotic vibration of the above-mentioned
modified logistic map to the singleton in THEN part of
fuzzy rule. Chaotic vibration is given by the following
equation (2).

Fiabel(t + 1) = Flaper(t) + a(z(t) —z(t - 1)) (2)

: Singleton value of obstacle avoidance angle

Fiaper(t)
a : Chaotic vibration gain

In this research, three typical types of the intermit-
tency chaos mentioned in the last section are given to
the singleton of fuzzy rule according to the condition
of the deadlock. Intermittency chaos proposed in this
paper repeats a laminar or a burst part, but laminar
part performs normal obstacle avoidance behavior and
burst part shares random search behavior. We define
the judgement mechanism of the deadlock condition ac-
cording to the number of nearest obstacles Ox.

In case of O, = 1, that is, when a robot came across
only one obstalce, a = 3.7453 with long burst states is
selected. In this case, an agent robot can avoid the dead-
lock by using choatic behavior with random vibration.

Next in case of O, = 2, there are two conditions,
that is, when a robot can not go forward physically and
when a robot stops because the direction of the steering
angle obtained by fuzzy obstacle avoidance rule is equal
to the direction an obstacle exists. In the first case, that
is, when the interval of two obstacles Ouwide is smaller
than an certain distance Wp, we use the intermittency
chaos with a = 3.63557 which the chaotic parameter a
continuously repeats burst and laminar states. By using
this method, a deadlock escape motion by the random
vibration of the burst state and an obstacle avoidance
behavior by the stable vibration of the laminar state are
repeated at short interval.

In case of Oyigde is larger than an certain distance
Wp, a = 3.8575 is used as a chaotic parameter. In
this case, the time width of burst state for the deadlock
avoidance is shorter than the case when Oy;qe is small.

5 Judgement of Deadlock Condition

In this research, whether an agent robot falls into a
deadlock or not is judged by the following algorithm.
Deadlock condition is recognaized by the vector for an
absolute position Pr-(t) of an agent robot.



t
Step 1: If | Z P.(i)]? < e and t > m, then robot
i=t—m
recognizes to stop at same position and T is in-
creased only m.

Step 2: If T, is larger than Ty, then go to Step 3 else
go to Step 1.

Step 3: Deadlock avoidance mode is started and chaotic
vibration is given to fuzzy obstacle avoidance rule.
And T, is started to count.

t
Step 4: If | Z DL(i)]* > w, then deadlock avoid-
i=t—T,
ance is successful and go to Step 1 else go to Step
5.

Step 5: If T, is larger than Tyeep, then robot recognizes
to fall into a deep deadlock, a is increased only Aq,
w is increased only Aw and go to Step 4.

T : Total time robot is stoping at a same position

m : Positive constant value

Tq : Time constant to judge falling into a deadlock

D, (t) : Absolute vector when robot falls into a deadlock
To : Total time robot is falling into a deadlock

T4eep : Time constant to judge falling into a deep deadlock
€ : Constant value to judge stoping at a same position
w : Constant value to judge depth of deadlock

By this algorithm, deadlock condition is recognized
by using only local informations an agent robot can ob-
tain. Furthermore, we can change the chaotic vibration
according to the depth of deadlock by the parameter T,.

6 Simulation

We performed simulation to confirm the efficiency of our
proposed method by comparing the following intermit-
tency chaos with the modified Bernoulli system [2].

(0 < z(t) <0.5)
(0.5 < z(t) < 1.0)

(3)

_ z(t) + 2B-1(1 — 2¢)x(t)B + ¢
s(t+1) = { z(t) —2B-1(1 — 2e)(1 — z(¢))B —

B : Parameter of chaotic degree
e : Positive small constant value
Trajectories of the modified Bernoulli system when

the parameter B = 1.0, 2.0 in the equation (3) are shown
in Figure 3. As shown in this figure, the chaotic de-
gree becomes high and burst states occupy the majority
when the parameter B approachs to 1.0. On the other
hand, the system becomes gradually intermittent when
the parameter B approachs to 2.0.
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Figure 3: Trajectories of Modified Bernoulli System

In this simulation, we applied the simulated anneal-
ing method that deadlock avoidance is performed by us-
ing the trajectory in B = 1.0 and B is gradually ap-
proached to 2.0 according to the total time an agent
robot is falling into a deadlock.

We performed simulation by using the following
three method. Simulation parameters are also shown
below.

e CASE1l: Modified logistic map
e CASE2: Modified Bernoulli system
e CASE3: Random search

Velocity of Agent v constant
Initial Agent Position random
Initial Obstacle Position random
Number of Agents A, 20
Distance of Sensor Limitation S, 30.0
Range of Sensor 180 degrees forward
Priority Area for Obstacle Avoidance 9 12.0

Expiration of Simulation Time > 2000(sec)

Table 2 shows the results of simulation in each case.
Each number in the figure shows the average time for
ten trials of simulation that an agent reached at a goal
area within a constant time (Time < 2000) was falling
into deadlock. Some area without number shows there
is the agent which could not reach at goal area.

Table 2: Simulation Results

. Number of Obstalce
| Type of Vibration 100 120 140 | 160 180 200
CASEL 136.1 | 2263 | 228.0 | 257.4 | 288.2 | 4093
CASE2 221.2 | 2061 | 2068 | 343.5 | 390.5 B
CASE3 2405 | 6545 | 6714 B B -

Each total time of falling into deadlock in case of
120 and 140 obstacles is shown in Figure 4, 5. Figure
6 shows transitions of the distance between each agent
robot and a goal aerea, and Figure 7 shows real trajec-
tories of agent robots in the simulation field in case of
140 obstacles.

In case of the simulation using the modified Bernoulli
system, we confirmed that total escape time of avoiding
obstacles is shorter than that of random search and all
agent reach at a goal area up to 180 obstacles as shown
in Figure 4, 5. The intermittency chaos generated by
the modified Bernoulli system is more efficient in dead-
lock avoidance than the random search. However, it is
difficult to decide the parameters about the annealing
time according to the condition of simulation.

In case of the simulation using the modified logistic
map, we confirmed that this method is more efficient
in the deadlock avoidance behavior than the other two
methods. By using chaotic vibration of the proposed
modified logistic map, the agent robot can perform the
symmetrical search of the avoidance angle for the mov-
ing direction. Furthermore, we found the modified lo-
gistic map has better performance than the modified
Bernoulli system because of the periodicity of the lami-
nar part in the proposed method.
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7 Conclusions

In this research, we regard deadlock phenomenon in
multi-agent robot toward the destination while avoid-
ing plural obstacles as a local minimum soluti on in a
search problem and attempt to avoid this problem effi-
ciently by the chaotic method. We proposed the method
that the multi-agent robot can avoid deadlock as a group
efficiently by giving the chaotic vibration of the modi-
fied logistic map to singleton values of fuzzy rule that
described the action in an individual agent. And we
performed a multi-agent robot simulation to confirm the
efficiency of our proposed method. By the result of sim-
ulations in case of the proposed method, the modified
Bernoulli system and random search, we confirmed that
the agent robot with chaotic vibration of the proposed
method performs the deadlock avoidance behavior most
efficiently.

As a future work, we consider to perform the simu-
lation for the other complex problem and to apply the
proposed method to the experiment by real robots.
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Abstract

The goal of this research is to design an intelligent
agent which learns to behave cooperatively with other
intelligent agents to carry out a common task. First,
the present paper shows an experimental result. In the
experiment, a human subject is required to perform a
task on a computer terminal. The experiment is done
under the following 3 conditions given to the subject.
A subject executes 12 trials under each of 3 conditions,
and the performance is measured by the time required
to attain the task, namely, to move the object to the
goal. The result strongly suggests that the modeling
of another agent is essential for a successful coopera-
tive behavior, and that more information on the agent
through its direct detection is not necessarily helpful
to develop the model. Next, a learning agent is de-
signed as a layered neural network, which outputs the
actions of holding and moving from inputs of sensory
data on the carrying object and the surrounding en-
vironment with several obstacles. Based on the above
experimental observation, a module to predict the mo-
tion of another agent is added to the network, which
has a potential to learn an internal model of the other
agent. The neural network learns via an unsupervised
method through the repetitive processes of the same
task as the above experiment of a human subject.

1 introduction

According to the study by Baron-Cohen etc.[1], the
hypothesis that the autism is owing to the ”theory
of mind”is proposed. In 1978, David Premack and
Guy Woodruff[2] who paid attention to the fact that
the primates conduct the behavior as if they surmised
their company’s condition of mind, and called this kind
of behavior the ”theory of mind.” In order to enable
social behavior, the system to forecast the behavior
of the partner is said to be necessary, however even in
the case to conduct a simple cooperative behavior, it is
thought to be effective to have the system to forecast
the thought(behavior) of the partner. Therefore first

Ikuko Nishikawa
Dept. of Computer Science
Ritsumeikan University
Kusatsu, Shiga 525-8577 Japan

this study verifies whether a man needs to have the
system to forecast the partner’s behavior, resorting to
the simulation that the two robots conduct the cooper-
ative behavior of carriage of an object. Next we show
the validity for cooperative behavior, by mounting the
system in the robots to forecast partner’s behavior.

2 The human cooperative behavior

In order to verify whether even in the cases to con-
duct a simple cooperative behavior, below-mentioned
simulations are experimented.

2.1 Purpose

The purpose is to carry an object to the destination
by the cooperation of two robots. One robot is con-
trolled by a computer and the other is controlled by a
man to measure the time for reaching the destination.

2.2 Environments

The robots move by the wheels without the dy-
namic influence from the floor and an object. Ow-
ing to the positive and negative values of two mo-
tors on both sides of right and left as well as the size
relation between the values, the robots can move in
8 ways, namely forward, forward to left, forward to
right, round to left, round to right, back to left, back
to right and back, as shown in the Figure 1 to make a
choice of behavior from 8 options by the mouse.

Aotor

’ Behavior 5
K Behavior 4

Behavior 3 Behavior 7

"

Behavior 8

—i

\Behavior 6

Figure 1: Eight type of behavior
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In this study, two simulations are proposed, namely
one for exercising and the other for conducting coop-
erative behavior. The simulation image for exercising
is displayed in the Figure 2.

Figure 2: Simulation of control practice

This figure shows that the singluar robot moves to
the goal and evade the obstacle to be trained for the
training to control the robot.

The simulation image for conducting cooperative
behavior is displayed in the Figure 3. As for the ob-
ject, the robots hold both edges and in case where the
robots get farther or nearer more than in a measure,
they are supposed to drop the object. The subject
moves to the goal, controlling the part of an object
of the different color to overlap the indication of the
robot.

Figure 3: Experiment of cooperative behavior

The robot under the control by the computer has
the same function, restricted to conducting the simple
following behavior. The simple imitation behavior is
realized by the following 3 rules.

o In case where the object is attracted to the right
side against the advancing direction or pushed to
the left side, it moves forward to right.
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e In case where the object is attracted to the left
side against the advancing direction or pushed to
the right side, it moves forward to left.

e Other than two cases mentioned above, the object
moves forward.

On account of the movement that is composed of 3 be-
haviors, namely forward, forward to right and forward
to left, without paying sufficient attention to control-
ling the other robot, the object will be dropped.

2.3 Method of experiment

In the first place, the subject conducts moving the
robot to the destination and evading the obstacle to
get accustomed to the operation of his/her robot. The
12 sorts of environments of diverse initial conditions
and the location of goals are provided and the time of
reaching the destination in the respective environment
under the following 3 conditions is measured.

(a) Without displaying the counterpart robot nor in-
dicating its existence.

(b) Without displaying the counterpart robot and in-
dicating only its existence.

(c) Displaying the counterpart robot.

In the first step of the course of experiment, the
subject gets accustomed to the control of the robot
sufficiently, which is judged by the self report of the
subject. Next the purpose is indicated on a panel, and
its content is as follows: ”Please move to the destina-
tion without dropping the object. If the robot parts
from the part of the object of the different color, it is
equivalent to dropping the object. The object jitters
freely, so please pay attention not to drop it. The time
to reach the destination is measured.” After measur-
ing the time in the 12 sorts of environments under the
condition (a), the next purpose is indicated on a panel,
and its content is as follows: ”To be frank with you, on
the opposite side of the object there exists a robot sim-
ilar to yours, moving so as not to drop the object. On
the display the robot is not indicated, however please
move to the destination considering it. The time to
reach the destination is measured.”

After conducting the same simulation under the
condition (b) again, the next purpose is indicated on a
panel, its content is as follows: ” This is the last mea-
surement. This time the counterpart robot is indicated
on the display. Please move to the destination again.
The time to reach the destination is measured.” The
simulation with the display of the counterpart robot
is held to measure the time under the condition (c)
again.



2.4 Result

The result of experiment conducted by 4 subjects
is shown in the Figure 4.
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Figure 4: The result of expriment by 4 subjects

Because the behavior of the counterpart robot is
diverse according to the difference between the ini-
tial location and the location of goal, there are facile
cases and difficult cases. However, among the cases
of (a),(b) and (c), the time to reach the destination
apparently differentiates, the 4.7 times of while is nec-
essary at most. It is difficult to forecast the next
behavior under the condition (a) in the observation
of the movement of an object, but it is considered
that the time to reach the destination is consequently
shortened under the condition (b), where the existence
of the counterpart robot is recognized to forecast the
movement of an object with ease. From this result,
it is considered that the establishment of the internal
model to recognize the existence of the partner and to
forecast the movement of the partner is an effective
method, despite the cooperative behavior such as the
simple carriage of an object.

3 Cooperative behavior by robots
3.1 Simulation model

To establish in a robot the internal model to fore-
cast the partner to build up the learning system of
cooperative behaviors. The simulation is conducted
in the same environments as the Chapter 2, namely
the robot under the control of the computer conducts
the imitation behavior under the same condition as
the Chapter 2. To build up the learning system of co-
operative behaviors for the robot under the control of
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a man to let it learn. As is shown in Figure 5, the in-
formation the robot can obtain is the direction of the
goal and that of an object both of them against the
advancing direction as well as the distance of move-
ment of an object. No direct communication between

robots is set up.
oL

e

Proceeding
direction

Robot

Figure 5: The robot and object

3.2 Learning network

The network to select a behavior out of the 8 op-
tions according to the condition of an object and the
information of the goal is shown in the Figure 6.

The upper side of the Figure 6 is the network com-
posed of 8 input units z;(i = 0...7) based on the ob-
ject and goal as well as 8 output units y;(j = 1...8)
corresponding to the respective behavior. The input
value into x;is the normalization of 0 to 100. The lower
network of Figure 6 is the internal model to forecast
the behavior of the counterpart robot.

Hereby the input-output relations are expressed in
the form of a weight-sum with the following total com-
bination.

7 7
yi(t) =D wymi(t) + > wi () (1)
=0 k=0

At this time the behavior J corresponding to the
largest y; is chosen.

The payment is given according to the Hebb type
learning-behavior results on the basis of the payment,
the weight values w;; and wyg; are updated by the Hebb
type learning.[3][4] The payment obtained at the time
t is distributed in a discount toward the behavior at
the same time and a past series of behaviors. The
learning by the payment r(t) is given in the following
formula.

100
wii (t+1) = wi(t)+or(t) > ¥zt —n)dj50-n) (2)

n=0
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100
Wiy (t4+1) = wi () +ar(t) Y Y 2k(t—n)8;5t-n) (3)

n=0

a is the learning rate, y(< 1) is the discount rate,
and d;; is the Kronecker’s delta. The payment r(¢) is
determined by the arrival to the destination(> 0), the
approach to the destination(> 0), the risk of dropping
the object(< 0), the dropping of an object(< 0). The
part of internal model is used to analyze the movement
of the counterpart robot from the later results and is
used as the teacher data(zteqcn)and is made to learn
in the following formula.

Wik (t + 1) = Wik (t) + ﬂ(zteach - Zk):l!i (4)

3.3 Cooperative learning’s result

The 12 sorts of different initial locations and desti-
nations are bundled as the singular trial and the robots
are made to learn by 20 trials. Its result is shown in
the Figure 7. After the 20 trials the average reaching
time comes to be 16 seconds, which is almost the same
result as in the cases of humans. Additionally, the
accuracy rate expressing whether the internal model
exactly functions or not is making progress by degrees
according as the reaching time gets shorter.
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60 F internal model exactly function -------- 160

1 50

4 40
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130

420

10 410

ol v v v
123 456 7 8 91011121314151617181920
Number of trials

Figure 7: The result of cooperative behavior experi-
ment

4 Conclusion

Using simulations, this study verifies that it is nec-
essary for a human conducting cooperative behavior to
recognize the partner and build up the internal model
even in the case of the simple carriage of an object.
By establishing the internal model to forecast the be-
havior of the counterpart robot in the cooperative be-
havior learning by 2 robots, it comes to be possible
to acquire the cooperative behavior. It is expected
to be effective for the cooperative and social behavior
among plural numbers of robots to build in the sys-
tem to forecast the partner’s behavior based on the
”theory of mind.”
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Abstract

Recently, multi-agent robot systems that
can perform team operations such as explo-
ration of hazardous environments have been
developed. These robots help each other by
sharing location information.

Normally, in hazardous environments,
geo-navigation cannot be used, because
landmarks are hard to prepare in advance.
We propose a detection method of mutual
location information for multi-agent robot
systems. In this method, all robots that are
communicating with each other provide the
role of landmarks. These robots detect the
angle of arrival (AOA) of communication sig-
nals and compute location information by
triangulation.

We designed an optical wireless inter-robot
communication system. In this system, sev-
eral transceivers that detect the AOA are put
on the circumference of the robot body and
they face outwards. We tested the accuracy of
the AOA detection and then tried computa-
tion of mutual location information using
triangulation based on the AOA.

1. Introduction

In recent years, multiple autonomous mo-
bile robots that can perform group operations
have been developed [1]. These robots are
used for planet investigations, deep ocean
surveys, assistance to rescue operations,
maintenance of nuclear reactors, and so on.

When the number of robots increases in the
same working area to accomplish their tasks,
they will often collide with adjacent robots.

Therefore, these robots have to communicate
with adjacent robots to cooperate. Radio
waves or infrared rays are used as carrier in
inter-robot communication.

Usually, radio waves are used for the re-
mote control of mobile robots. However, radio
waves spread out omni-directionally and
cause communication interference in unex-
pected places.

On the other hand, infrared rays have strong
directivity and limited beam width. Accord-
ingly, infrared communication has to track
communicating partners to maintain com-
munication links. -
When the number of robots increases in the
working area, omni-directional signals in-
crease the communication interference.
Consequently, infrared communication would
be suitable for such a communication
environment.

Location information and mutual commu-

nication is extremely useful to avoid colli-
sions and to execute tasks smoothly. In haz-
ardous environment, because landmarks are
hard to prepare in advance, detection of
global location is difficult. However, if robots
spread out the communication networks in
the working area, landmarks will not be nec-
essary for the detection of mutual location
information, because these robots can pro-
vide the role of landmarks.
Multi-robot mutual localization can be
achieved by the triangulation that is based
on angle of arrival (AOA) of communication
signals from adjacent robots.

This paper describes the method of
multi-robot mutual localization using in-
ter-robot communication.



2. Inter-robot wireless communication
using infrared rays

As previously mentioned, infrared com-
munication would be suitable for mutual ro-
bot communication to reduce the communi-
cation interference encountered when radio
waves are used. Infrared rays have strong
directivity and limited beam width. There-
fore, infrared communication easily loses the
connection, when communicating robots
move or rotate.

We designed an optical wireless communi-
cation system. In this system, several trans-
ceivers are put on the circumference of the
robot body and they face outwards. Figure 1
shows the arrangement of transceivers.
These transceivers detect AOA of communi-
cation signals to maintain communication
links by switching to transceivers that face
communicating partners.

Center direction of
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Fig.1 Arrangement of transceivers

Infrared communication suffers from
hardly any interference, when an infrared
receiver faces the different direction from
transmission signals. Therefore, the commu-
nication system is able to communicate at the
same time in parallel with different partners
in different positions by using transceivers
independently. Space-division communica-
tion can take place.

When each robot relays information be-
tween different partners, a communication
network is created in the working area. It is
an ad hoc communication network because
each robot is independently mobile and may
change position depending on the task.

Figure 2 shows an inter-robot communica-
tion network.

Robot F

(Receive from C)

(SendtoBandD) "

Robot B

(Receive from A)

Robot E
(Send to D)

Fig.2 An inter-robot communication network

When a receiver catches signals from two
or more partners at the same time, received
signals are confused. On that occasion, these
robots are making triangles. From the geo-
metrical nature of triangles, if each reception
angle is restricted to 60 degrees or less, a
robot that has the biggest interior angle can
communicate without confusion. Each inte-
rior angle computes from AOA of communi-
cation signals. Therefore, these robots ex-
change interior angle information and select
the one that has the biggest interior angle to
become an arbiter. After that the arbiter con-
trols their transmission. Figure 3 shows a
selection of an arbiter. When robots move and
the triangle changes shape, the arbiter role is
handed over to another robot.

terminal terminal
A C

Arbiter
(6:>05,6¢)

terminal
B

Fig.3 A selection of an arbiter

3. Multi-robot mutual localization using
infrared wireless communication

Location information is extremely useful
for multi-robot cooperative operations. Nor-
mally, geo-navigation is used for detecting
global location information. However, in
hazardous environments, geo-navigation is
difficult to use for localization, because
landmarks are hard to prepare in advance.
These robots detect preferentially mutual
location information rather than global loca-
tion information to execute their tasks, be-
cause these robots help with adjacent robots.



Mutual location information computation
is achieved by triangulation based on mutual
robot communication. When these robots are
communicating with each other, they can
detect AOA of communication signals, and
they provide the role of landmarks that is for
triangulation. Mutual location information is
computed in the following method from the
AOA of communication signals.

Computation method of mutual location
information requires three known landmarks
in the working area. These landmarks are
arranged on coordinates from Pi(xi,y1) to
Ps(x3,y3), and P2 is the origin. When, the co-
ordinate of the robot is P(x,y) and the move-
ment direction of the robot is 6, these pa-
rameters are computed from equation 1.

X = pypcos @
y = p,psing (W)
0=¢—-06, -6, +7

Parameters are computed as follows.

¢ = tan! P1Ps Si"(elz + a)Sin 02 — Pyp; Sin 6, sin Gy
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Fig.4 Localization using triangulation

Figure 4 shows localization using triangu-
lation based on the AOA of communication
signals. The robot detects AOA (o1, 012, 23)
of communication signals and computes co-
ordinate P(x,y) by triangulation.

In hazardous environment, these land-
marks will be set on the entrance of the
working area or the supply base, because
landmarks are hard to prepare in advance.
After that, each robot computes its own loca-
tion information and then creates a triangu-
lation network.

4. Hardware design and performance
measurements

This infrared communication system finds
the direction of a communicating partner and
gets location information about each robot.
This process depends on the detection of the
AOA of infrared signals. The PIN photo diode
(HAMAMATSU S6560) is the detection de-
vice of the infrared rays in this experiment.
Figure 5 shows a schematic view of the PIN
photo diode.

Anode Cathode
a common
-
Infrared
a b signals
| = g — |
Cathode Anode LD—D—I
common b

Fig.5 A schematic view of photo detector

The electric current output ‘a’ and b’ of the
PIN photo diode has the relations of the
equation 2 with the AOA of the infrared sig-
nals 0.

6=(a—-b)/(a+b) 2

Figure 6 shows the angle detection error of
this infrared detector.

&0 -

detecting angle[deg]

Fig.6 Angle detection error of detector

In this communication system, eight
transceivers are arranged at 45 degrees in-
tervals on the circumference on the robot
body, as shown in figure 1. Each transceiver
has a limited reception angle of 60 degrees
overlapped by 15 degrees on each side by
adjacent transceivers. Barriers that have the
opening angles of 60 degrees are set in front
of detectors and restrict reception areas.
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Fig.7 Reception areas of two detectors

Figure 7 shows the reception area of the
two adjacent detectors. This result confirms
the feasibility of the layout of figure 1.

The accuracy of location information com-
putation was tested based on the detected
AOA. When three landmarks ware arranged
at apexes of an equilateral triangle and a
robot moved inside the triangle, results of the
localization had approximately 90% accuracy
with the true value.

Conclusions and future works

We proposed a space-division infrared
communication system for mobile robots in
this paper. We verified the communication
system that can separate receiving signals
from different direction using different re-
ceivers.

In an experiment of detection of AOA, the

result is able to detect an AOA precisely. The
accuracy of localization is approximately 90%
with the true value based on the detected
AOA. Using statistical methods will reduce
the AOA detection errors and the localization
errors. '
If the robot is placed where the AOA is a right
angle, accurate location information cannot
be computed by triangulation. In this system,
robots can create communication networks.
Therefore, robots will be able to find desir-
able landmarks to compute accurate location
information.

For cooperative operation smoothly, each
robot will share the working area map. The
location information will be integrated with
other sensor data such as ultrasonic sonar to
make the working area map.
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Abstract

This paper explores the effects of information shar-
ing on diversity and adaptivity of behaviors in compet-
itive populations. We focus on the information supple-
ment of congestion status at the events or theme parks.
We have conducted a multi-agent simulation, in which
each agent visiting the attractions is able to avoid the
crowded ones by using the shared information among
agents with a certain probability. Experiments have
shown that there exists the optimal probability that
minimizes the congestion deviation among attractions.
We also discuss the cause of a sudden decrease in this
effect of information sharing, which has been observed
in long-term experiments.

Keywords: information sharing, behavioral diver-
sity, collective behavior, El-farol bar problem, Minor-
ity Game.

1 Introduction

The origin and maintenance of diversity have been
explored in various fields concerning complex systems.
Especially, behavioral diversity in social populations
of agents has been discussed mainly in social and eco-
nomic sciences, because it is one of the essential factors
that determine the dynamics and adaptivity of com-
petitive populations.

Arthur devised the El-farol bar problem [1] to study
a competitive interaction of boundedly rational agents,
in which each agent faces the binary choice of either
attending or not a bar which is enjoyable only if it is
not too crowded. He had shown that inductive rea-
soning of agents yielded a diversity of behavior among
agents and made the average attendance self-organize
to around the desirable capacity of the bar. Challet
and Zhang also proposed a simple version of Arthur’s
model, which is known as the Minority Game [2]: N
agents have to choose an action from 0 or 1. Those
agents who have chosen the minority win, the others
lose. Each agent possesses a finite set of strategies

which are represented as mappings from possible M-
length history of minorities’ choice to its next action,
and uses the one which would have been the most re-
warding if it had been used since the beginning. Savit,
Manuca and Riolo have found an environmental con-
dition (p = 2™ /N) that minimizes the volatility (the
standard deviation of the number of winners) which is
smaller than that in the case when all agents randomly
choose actions [3].

Diversity of information shared among agents is
also an essential factor because it can directly or in-
directly affect the diversity of collective behaviors.
Hogg and Huberman constructed an abstract model
which is composed of interacting agents choosing re-
sources based on imperfect or delayed information
about rewards which depend on the frequency of
agents’ choices [4]. In their model, the population dy-
namics becomes chaotic as the delays and the uncer-
tainty of information increase. But if each agent has
an additional delay or imperfection about information
that are genetically defined, the population evolves to
a heterogeneous genetic composition, and the chaotic
behavior is completely freezed out. Akaishi and Arita
focused on adaptive property of misperception that
can increase the diversity of information that facili-
tates flocking toward a limited resource in a foraging
task [5]. They had shown that diversity of information,
which was increased by misperception, could also in-
crease the diversity of behavior and adaptivity of pop-
ulation. These studies imply that sharing with the
same information among individuals does not always
yield a desirable result for whole population.

The purpose of this study is to explore the direct or
indirect effects of information sharing on diversity and
adaptivity of behaviors in competitive populations by
focusing on the information supplement of congestion
status at events or theme parks. In particular, we aim
at clarifying the dynamic properties of these effects so
as to understand them in more realistic situations. We
have constructed a model in which each agent visiting
the attractions is able to avoid the crowded ones by



using the shared information among agents with a cer-
tain probability. By altering the probability of infor-
mation sharing in our model, we consider the correla-
tion between informational and behavioral diversities.

2 The Model

There exist N, attractions on the event space that
is represented by two-dimensional (W, X W) grid as
shown in Figure 1. There are N, agents (visitors) and
at most N, agents can enter the space from the en-
trance every time step with the restricted admission
that the total number of agents in the event space
should not exceed the maximum number N,,. Ini-
tially, each agent decides whether it will visit each at-
traction A;(i =0, ---, Ny —1) or not with a probability
P; respectively. P; represents the popularity of each
attraction. Each agent also chooses one from them
randomly as a first destination to visit.

In every time step, the order of each agent’s turn for
action are randomly decided, and each agent can exe-
cute an action in its turn based on its current mode:
walking, waiting and ezperiencing. In walking mode
(initial mode for all agents), each agent can walk to-
ward its destination with the probability 1—(n+1)/10,
where n is the number of neighboring cells within a 3
by 3 window that are already decided as next position
of other agents or outside of the event space, except
for attractions. This factor stands for the interference
among agents caused by congestion. If the agent can
walk, the z and y coordinates of the agent are updated
by the following equations:

x « x +rsgn(A;, — ), (1)

Yy y+rsgn(Ai, —v), (2)

where A;_ and Aiy denote the z and y coordinates of
the destination A;. rsgn(k) is a fuction which returns
a randomly chosen value from —1,0, or 1 with proba-
bility p,; otherwise returns —1,0, or 1 if k <0,k =0,
or k > 0 respectively. If the agent is going to take an
oblique direction, it is allowed to walk with an addi-
tional probability 2705 which makes an average walk-
ing speed per step independent of its direction.
Agents who have arrived at their destinations en-
ter into waiting mode, and wait for their turns at the
tails of waiting lines until they have their turn. It
is because that each attraction A; is capable of giv-
ing entertainment at most C; agents at once. Agents
are in ezperiencing mode while they are going through
the programs for L; time steps. When an agent has
finished going through the program there, it chooses
next destination from its remaining attractions to visit
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Figure 1: The screenshot of the simulation.

using the information about congestion status of all
attractions, and then enters into walking mode again.
The information is provided for each agent with a cer-
tain probability r through an information equipment
such as PDA. If an agent receives the information, it
heads for the attraction with the shortest waiting line
at present among its remaining attractions to visit;
otherwise it heads for the nearest one from its current
position in slant distance. The probability of infor-
mation sharing r is the parameter which decides the
informational diversity among agents in our model.
The agent who has no remaining attractions to visit
is eliminated from the event space. A simulation ends
when all agents have been eliminated.

3 Experimental Results

3.1 Effects of Information Sharing on Be-
havioral Diversity

We arranged each attraction A;(i = 0,---,9) as
shown in Figure 1 and adopted the same parameters
for all attractions: P; = 0.7, L; = 30 and C; = 10.
We also used the following values as the other envi-
ronmental parameters: W, = 70, W, = 50, N, = 10,
N, = 2000, N, =2, N, = 1000 and p, = 0.05.

Firstly, we clarify the basic behavior of population
caused by the environmental condition (arrangement
of attractions). Figure 2 shows a typical trial in case of
7 = 0, in other words, no information is shared among
agents. Horizontal axis shows the time step and each
line shows the number of waiting agents (agents in
waiting mode) at each attraction (the line “Ax” corre-
sponds to the attraction x in Figure 1). In this paper,
we consider behavioral diversity of whole population
by focusing on these values.
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Figure 2: The number of waiting agents at each at-
traction (r = 0.0).
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Figure 3: The number of waiting agents at each at-
traction (r = 0.5).

From the initial condition, many agents entered into
the event space and headed for their destinations, then
the number of waiting agents increased at all attrac-
tions. But there were large differences among their
peaks through the trial. The centrally-located attrac-
tions on the event space (such as attraction 3 and 7)
had many waiting agents. In contrast, peripherally-
located attractions (such as attraction 1 and 8) had
few waiting agents. The centrally-located attractions
are close to many other attractions and they are pref-
erentially selected by agents as next destinations, be-
cause each agent always chooses the nearest one from
the remaining attractions to visit when r = 0. Thus,
the centrally-located attractions tend to be crowded
with agents. It means that the behavioral diversity
among agents is decreased by the environmental con-
dition in the sense that agents have an inclination to
concentrate into certain attractions.

Next, we have conducted experiments using various
probabilities of information sharing r. Figure 3 and 4
depicts the examples in case of r = 0.5, 1.0, and Figure
5 shows the standard deviation of the number of the
waiting agents among attractions in various cases of r.
As r increased, the transitions of the number of wait-
ing agents dramatically got closer as shown in Figure
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Figure 4: The number of waiting agents at each at-
traction (r = 1.0).
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Figure 5: Correlation between r and the standard de-
viation of the number of waiting agents among attrac-
tions.

3, and then the deviation reached the minimum value
when r = 0.5. However, as r increased, the deviation
slightly increased when r > 0.6. Figure 4 (r = 1.0)
tells us that it is caused by the large fluctuations in
the number of waiting agents compared with Figure
3 (r = 0.5). This is due to the fact that sharing of
the same information among too many agents rather
causes new concentration of agents into another at-
traction that was not crowded a little time ago. Thus
there exists an optimal informational diversity that
maximizes the behavioral diversity that was basically
decreased by the environmental condition.

3.2 A Dynamic Shift in the Effect of In-
formation Sharing

Subsequently, we have conducted experiments us-
ing the condition: r = 0.5, N, = 20000, so as to clarify
how the effects of information sharing shown in pre-
vious section changes through long-term experiments.
We have observed the dynamic shift in the effect of
information sharing in about 50 percent out of 30 tri-
als in this setting. Figure 6 shows a typical example
of such a phenomenon. We can observe the sudden
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Figure 6: The number of waiting agents at each at-
traction (r = 0.5, N, = 20000).

increase in the number of waiting agents at the at-
traction 7, from step 15000 to 20000 and after 25000.

The reason for such a decrease in the effect of infor-
mation sharing is explained by the side effect of infor-
mation sharing on future behavioral diversity. Agents
who have received the information tend not to choice
the centrally-located attractions such as the attraction
7. Thus, the deviation of the waiting agents among
attractions was kept small in early period of the trial.
However, at the same time, it gives rise to the gradual
decrease in future behavioral diversity: the increase
in the deviation of the number of agents who are due
to visit each attraction (who have each attraction in
their remaining attractions to visit) in the event space.
Figure 7 depicts the number of agents who are due
to visit each attraction in the same trial as Figure 6.
Since the agents’ destinations are chosen from their re-
maining attractions to visit, the deviation of these val-
ues reflects on the future behavioral diversity among
agents. In fact, the number of agents who were due
to visit the attraction 7 relatively got larger as time
elapsed. This means that the future behavioral diver-
sity was gradually decreased in the sense that more
agents were due to visit the attraction 7 than other
attractions. This decrease in the future behavioral di-
versity tends to make agents choose the attraction 7
even when they receive the information (especially in
case where they have only the attraction 7 in their re-
maining attraction to visit). Then the concentration
of agents into the attraction 7 occurred at last.

4 Conclusion

We have discussed how information sharing affects
diversity and adaptivity of behaviors in competitive
populations by focusing on the information supple-
ment of congestion status at events or theme parks.
By conducting multi-agent simulations, the following
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results were obtained: First, the behavioral diversity
among agents is decreased by the environmental con-
dition such as the arrangement of attractions on the
event space. Second, there exists an optimal proba-
bility of information sharing that minimizes the stan-
dard deviation of congestion degree among attractions.
Third, the dynamic shift in this effect in long-term ex-
periments, the sudden increase of the waiting agents
at a certain attraction, is caused by the side effect of
information sharing, in other words, the gradual de-
crease in the future behavioral diversity among agents.
We believe that this series of study on the effects
of information sharing would not only deepen our un-
derstanding of the collective behavior in human so-
ciety but also could develop a new design principle
for multi-agent robotic systems with a population of
robots having complex interaction among them.
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Abstract

During cooperative behavior with other people, we
can coordinate our own actions to adapt to their be-
havior. To behave in this way, we need to understand
the other’s intention and goal through the observation
of their behavior and the estimation of their state by
using a mechanism such as the "other’s model”. In
this paper, we propose a model of a learning agent
that changes its own or ”self” actions through obser-
vations and predictions of other agents’ actions in a co-
operative task in a multi-agent environment. In order
for the learning agent to learn prediction of another
agent’s actions, we made several functions to repre-
sent the ”other’s model” and mechanisms to switch
these functions to the learning agent, based on the
model proposed by Nagayuki et al (2000). In our sim-
ulation, the learning agent acquired several ”other’s
models” and selected the appropriate one. Moreover,
the agent changed its behavior by using the ”other’s
model” when the other agent changed identity and
strategy.

keyword : intention, Q-learning, cooperation, other’s model

1 introduction

In a cooperative situation, humans are able to
change their behavior appropriately by adjusting to
other people’s behavior. When we perform a cooper-
ative task with several people, such as carrying a long
table, we should observe the behavior of the other peo-
ple or communicate with them. If, for example, one
person moves to one end of the table, another person
should move to the other end. In such situations, we
estimate the other person’s intention and determine
our own behavior (i.e. which end we should move to)
just by observing the other persons behavior.

In this study, we propose a computational model of
another agent’s intentions and simulate how an agent
acquires the ”other’s model” through several coop-
erative tasks in a multi-agent environment. In the
experimental simulation, the agent acquires several
"other’s models” which are dependent on the other
agent’s probable intentions and selects the most ap-
propriate one in order to determine the intention of
the other agent by observing his/her behavior. The
agent then acts based on the prediction of the other
agent’s strategies derived from the model. Next, we
analyze the agent’s learning mechanisms for acquiring
the ”other’s model” and the flexibility of the agent’s
decision making in terms of its behavior in response
to the other agent’s strategy.

2 Model for estimating other agent’s
intention

2.1 Estimation of intention

Here, we propose a model of the human cognitive
process in a cooperative task, which has several goals
as follows: a human observes and evaluates another’s
behavior to determine what his behavior should be to
achieve the goal of the cooperative task. Looking at
this process from the perspective of information pro-
cessing, we can say that the agent observes the other
agent’s behavior and calculates its likelihood using the
”other’s model”. This model is defined as a probability
of action a in the current state s when the ”other” has
a different intention. If the likelihood is high enough,
the agent judges that the observed agent is ”identi-
cal” with the ”other’s model”. Moreover, we propose
that the agent estimates the other agent’s intention
depending on its chosen.”other’s model”. The agent
calculates a likelihood of an observed sequence of ac-
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Figure 1: estimation of other agent’s intention.

tions using its ”other’s model” and selects the most
suitable ”other’s model”. Thereafter, the agent judges
the intention of the other agent by using the selected
?other’s model” (Fig. 1).

2.2 Other’s model

We used a model proposed by Nagayuki et al [1]
as a mechanism to predict another agent’s action. In
that model, an agent has a total Q-value function
Q(s,as,a,), where the variable s represents current
state, as self action and a, other’s action, as an exten-
sion of Q-Learning[2]. Among the variables, the learn-
ing agent must predict the other agent’s action a, with
a function I(s, a,), which is called the ”model function
of another agent” because the agent cannot know the
exact value of a,. When the agent has observed the
actual act (a*)the other agent on a particular state s,
the I(s,a,) function can be recalculated as follows:

0 (ao=aj

I(s,a0) = (1= 0)I(s,00) + { 0 an = otl)zerwise)

The learning process of ”other’s model” is as fol-
lows:

1.The agent estimates a self Q-value function
Q(s,as) from the estimated other agent’s action a,
derived from I(s,a,) on the current state s. Then, a
self action a; is chosen based on the stochastic policy
¥

Q(sa as) = (Q(S, as,ao))l(s,ao)
= ) 1(5,8,)Q(s, a5, a,),

as€EA,
eQ(s,a:)/7
ZakEA eQ(siak)/T

2.The agent executes the action a; and the other
agent executes the action a, simultaneously. There-
after, the environment changes to a novel state s’
and the agent is given a reward r from the environ-
ment. Then, the agents update I(s,a,) depending on
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Figure 2: estimation of other agent’s action.

the equation described above and the total Q-function
Q(s,as,a,) as follows:

Q(s,as,a;) A (1 - a)Q(s,as,a;)

+a(r +v max Q(, a;,a,)),
a;eAs

1 _ ’ ’
where a, = argmax, ¢ 4 I(s',a,).

3.The agents update s to s’, and then repeat steps
1 and 2 until the state s satisfies a terminal condition.

2.3 Selection of other’s model

In this experimental condition, we designed the
other agent so that the action strategy would change
suddenly. Therefore, the agent with the ”other’s
model” can identify the change in action strategy by
using the model function of the other’s I(s,a,) de-
pending on observed action a,. The model function
I(s,a,) should have a higher value if the other agent
has estimated correctly. For example, when the other
agent approaches a prey from the right side, then the
self agent should catch the prey from the left side by
looking at the behavior of the already known strategy
of the other agent (Fig. 2). In this case, the next step
action a can be predicted with a high value of I(s, a,).
On the other hand, the model function I(s,a,) has a
lower value if the other agent intends to approach from
the upper side.

To adapt to the sudden changes in intention of the
other agent, the self agent must have a mechanism for
selecting the appropriate other’s model I(s,a,) from
multiple other’s models by calculating likelihood Ips
using a memorized other agent’s action sequence con-
sisting of the last 75 time steps:

—-74

M= arg maxmehavingmodel Z log Im(s(t)’ ao(t))
t=0
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where s(t) is the state in time ¢, a,(t) is the action of
other’s in time ¢.

The self agent uses the Ip(s,a,) as the model of
the other agent’s action if the likelihood M is higher
than a defined segmentation threshold. If that is not
the case, the self agent makes a novel ”other model
function” (I),) from the current Ips(s,a,) and learns
for a certain period until the new Ip(s,a,) becomes
stable enough. It is assumed that the other’s agent’s
strategy does not change during the learning period.

3 Experiment
3.1 Environment

To evaluate the performance of the model in a co-
operative task, we prepared a variation of the pursuit
problem [3]. In a 7 x 7 toroidal grid world, two hunter
agents catch one prey (Fig. 3). The hunters simulta-
neously perform one of five actions, such as staying at,
or moving up, down, left, or right from the current po-
sition at a discrete time step.,The prey does not move.
The goal of this task is for the hunter agents to cap-
ture the prey. The hunter agents are placed at random
positions on the grid world and are able to capture the
prey only when both agents approach the prey simul-
taneously from point A or B on the grid world of Fig.
3. When the agents capture the prey, one episode ends
and the agents each receive a reward. We represented
the current state s of the agents using a combination
of relational positions between the self agent and the
prey and between the other agent and the prey. In
Fig. 3, s is represented as ([1, 3], [-2, —2]).

3.2 Task

We divided this experiment into two phases.

First phase : We made four kinds of other agents,
that had learned to approach the prey from up-side
(up agent), down-side (down agent), left-side (left
agent) or right-side (right agent). Each agent learned

its particular strategy by receiving a reward only on
achieving its goal state. The self agent acquired
four kinds of other model functions, Im(s,a0)(m =
1..4), and the total Q-function Q(s,as,a,) during
3000 episodes of initial learning. Thereafter, a new
Q-function, whose initial value was a mean value of
the four different Q-functions, and the other’s model
function I,,(s,a,) with a flat initial value were gen-
erated. The self agent had the integrated Q-function
and received one ”other’s model” at the beginning of
the next phase.

Second phase : The self agent experienced the
first 3000 episodes with the up agent, the next 5000
episodes with the down agent, the succeeding 5000
episodes with the left agent and the final 5000 episodes
with the right agent, with no notification of the change
to a different agent. From this, we evaluated whether
the self agent acquired a satisfactory ”other’s model”.
During these 18000 episodes, we inserted 40 evaluat-
ing episodes after every 10 learning episodes in which
the self agent tried to capture the prey with each of
the four other agents and we counted the time steps
taken to achieve the goal in each case. The self agent
was only able to change the other’s model function,
but did not update these functions in the evaluating
episodes. We developed three kinds of self agents in
order to evaluate the self agent’s ability to estimate
the other agent’s action. One was a self agent that
had a mechanism for the selection and segmentation
of other’s model functions (Self A). The second self
agent had no other’s model function (Self B) and the
third self agent had just one other’s model function
(Self C).

The learning parameters were o = 0.3,y = 0.9 in
both phases. The value of 7 = 0.2 x 0.998892™*™meP
in the first phase (where numep was the number of
learning episodes and tau was initialized to 0.2 at the
beginning of the learning episodes with a novel other
agent). The value of 7 was fixed to 0.05 in the second
phase. The segmentation threshold for making the
novel other’s model function was -35.0 and the number
of learning periods after the making of a novel other’s
model function was 3000. The initial value of total Q-
function was zero and the initial value of the other’s
model function was 0.2.

3.3 Result

In Fig. 4, we show the number of averaged time
steps during the evaluation episodes from 20 simula-
tion examples. Comparing Self A with Self C, there
was no difference in performance during the first 3000
episodes. However, Self C had greater time steps than
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Self A when a novel other agent appeared, whereas for
Self A there was not a great difference in the num-
ber of time steps. Moreover, Self A segmented novel
other model functions at the appropriate time when
novel other agents appeared at the 3000th, 8000th and
13000th episode in the second phase (Fig. 4). We show
that, for Self A, the transitions of likelihood are depen-
dent on the emergence of novel other agents: in Fig. 5
(up agent to down agent), Fig. 6 (down agent to left
agent) and Fig. 7 (left agent to right agent). The Self
A agent selected a suitable ”other’s model” evaluating
the other agents as soon as they appeared, decreased
the values of likelihood of another ”other’s model” be-
low the segmentation threshold, and was able to es-
timate the intentions of the other agents correctly.

4 Discussion and Conclusion

We proposed a computational model in which the
learning or self agent evaluates another agents inten-
tion by using its internal ”other’s models” which de-
pend on its own observation of the other agent’s action
at a particular state. Furthermore, we confirmed that
the self agent consistently made an appropriate novel
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Figure 6: likelihood for left agent from episode 7990
to 8050. Other’s model is divided into old one and a
novel one at 8004.
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Figure 7: likelihood for right agent from episode 12990
to 13050. Other’s model is divided into old one and a
novel one at 13002.

”other’s model” when the current other’s action strat-
egy was changed to a novel one without notice.

In this paper, the self agent needed long episodes to
learn a new "other’s model” and it observed only four
other agents. That the agent should learn ”other’s
models” more quickly and adapt to the actions of
many of other agents are future problems which need
to be addressed.
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Abstract

Matching of stereo images is a fundamental task for
3D recovery. We have matched with feature points of
a direct image and its mirror image by using GA and
the information of apexes connections. In this paper,
we propose a matching algorithm of feature segments
by using cut set graph and IA. First, the stereo images
are specified to a standard and reference image, respec-
tively. The feature segments of standard image are
classified to 3 groups; left (inner), cut set (center) and
right (outside) group. An affinity of reference image is
defined how many the remark segments are included
in each groups correctly correspond to the standard
groups. Here, in spite of high fitness, miss matching
is occurred because of graph imbedding problem. We
introduce an IA partly in IA to cope with these multi-
peaks of fitness cases.

keywords: matching, stereo images, IA, affinity, an-
tibody, cut set

1 Introduction

We have proposed a method of 3D recovery by us-
ing a direct image and mirror images, where we uti-
lized the plane symmetry of images [1]. Here, first the
apexes and line segments of images are extracted to
estimate a vanishing point (VP). Next, the apexes are
matched with each other using mirror constraints and
3D has recovered. However, the more the number of
the apexes and line segments increase, we copy with
the selection of apexes to estimate VP. The matching
points are known before hand, 3D recovery is easily
done.

In this paper, we propose a matching algorithm of
two stereo camera images, which we search for the or-
ders of based image apexes matching with those of ref-
erence image (MBR) by using immune algorithm (IA).
Here, we avoid death genes production. Travel sales-
man problem (TSP) by GA is similar to the above
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orders search problem. TSP searches the order of
visiting cities how the integrated distance be mini-
mized. The different points between TSP and MBR
are as follows: (1) inverse order is error, (2) there
exist connect/non-connect constraints among apexes
and occlusions in images, (3) even the approximation
orders of cities is one of the solution for TSP, but
the solution of MBR is one and only one. Besides, a
similar figure, symmetry and rotational symmetry are
the same maximum valuation in MBR, (4) there exist
plural maximum peeks of adaptation value in case of
graph embedding (i.e., same connection matrix).

TA generate many variety of antibodies by antibody
manifold production mechanism and self-adjustment
mechanism. Therefore, we are possible to search the
optimum solution globally by avoiding local maxi-
mum.

2 Matching with feature segments of
stereo images by IA

Immune means ”get rid of disease”, ex. contagious.
When antigens irrupt into a living body, the clones of
lymph that is fitting best to the antigens are produced
selectively. They remove the antigens and protect the
living body. They have a memory mechanism to the
antigen. The lymph or the antibody of IA regards as
“ a solution to a task " . IA utilized the flame work of
immune mechanism.

2.1 Immune Algorithm (IA)[2]

Comparing IA to the search of optimum problems’
solution, the antigen coresponds to the constraints and
the purpose function, the antibody coresponds to op-
timum solution and the affinity between the antigen
and the antibody coresponds to the evaluation of the
solution respectively. The algorithm of IA is as fol-
lows:

(Step 1) recognition of antigen



The system recognizes the antigen as input infor-
mation.

(Step 2) generation of initial antibody group

We generate antibody groups from memory cells,
which were effective to antigens in the past. Practi-
cally, we read the effective antibodies (candidate of
solution) in the saved database. Here, we generate
them randomly in initial condition.

(Step 3) calculation of affinity

We calculate an aflinity az, between an antigen and
an antibody v and an affinity ay, ., between the an-
tibody v and an antibody w. When az, is 717, the
antibody succeeds to remove the antigen.

First, we calculate a connection strength opt, be-
tween an antigen and the antibody v.The opt, is de-
fined as matching rate of the apexes and the line seg-
ments of the base image and those of reference image,
namely,

* the line segments matching in the three groups of
the cut set matrix.

The affinity az, between an antigen and the antibody
v is defined as Eq.(1).

1

AL, = ————
Y 1—opt,

(1)
(Step 4) specialization to memory cell

We add the antibody with high affinity obtained
from (Step 3) to memory cells. The size of memory cell
is limited the lowest antibody is removed. Practically,

the affinities among the antibody and those of data are
calculated by Eq.(2), and the highest one is exchanged.

1

1+ H (2 (2)

AYy w =

(Step 5) promotion and suppression of antibody pro-
duction

An information entropy H;(N) of a gene coordi-
nates of a antibody is expressed by Eq.(3),

S
H;(N) =Y —p;logps (3)

Jj=1

here, p; ; is the probably of which i-th symbol appears
at j gene coordinate.

bij =

Total number of i-th symbol appears at j gene coordinate

N
(4)
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Figure 1: Immune Algorithm (IA)

Therefore, average information entropy of antibody
gene H(N) in the immune system is defined as Eq.(5),

1 M
H (N) = MZHj (N) (5)

Jj=1

and we keep the variety of the immune system.

Eq.(1) and Eq.(2) mean that the higher the affin-
ity between an antibody and the antibody and the
density, the higher the probability of survive in next
generation. Therefore, Eq.(2) has two functions to ad-
just the immune mechanics variety; (1)promotes pro-
duction of antibody with high affinity, (2) suppresses
production of antibody with high density.
(Step 6) production of antibody

First, instead of removed antibody, a new antibody
of which gene is randomly determined is produced.
Next, this antibody are made crossover between one
of the antibodies that is selected randomly among the
remaining antibodies in (Step 5) and a new antibody
multiplies. In addition, its gene is made change in
certain probability by mutation process and we return
back to (Step 3). We can product an antibody which
respond to infinity number of antigen by this produce.
Flow chart of IA is shown in Figure 1.

2.2 Coding of IA

We adopts Grefenstette algorithm[3], which gener-
ates no death gene for the coding of IA. When we mul-
tiply the antibody, we select two antibodies and their
genes  coordinate randomly and make crossover. The



method does not succeed parents’ genes, and the evo-
lution is slow. Ex[4], Exx, and Sxx etc are proposed
to succeed the parent’s genes and promote the evo-
lution for the case of TSP. However, it is possible to
connect every city arbitrarily. MBRs’ connections in
this report are limited to the contrary. In addition, we
cannot mark all apexes with one stroke generally. It
is difficult to apply them to the matching.

First, we prepare a list Y = (c1, ", ¢n) of which
order is arranged from Bj, to B, arbitrary. Now, we
code the order of B! = (by, b2, ", b,). We express how
the i-th line segment c; corresponds to the order of
list B! assign to k;. Here, k; is integer ranged 1 <=
ki <=n—i+1. Alist K!' = (ki,"", k) in which
the line segment is described as k; is coupled with list
B! = (b, ", bs) and we implement IA. All the genes of
list K* are made correspondence to those of B! as one
to one. We adopt mutation operation as the exchange
of two genes of which coordinate is chosen randomly.
When the operation is done to K ! the order of list B!
shift all after some order. When the operation is done
to B! directly, only the two segments are exchanged
and all the remaining segments are no-changed, i.e.,
we operate two points crossover to list K ! for the case
of crossover and we only operate the exchange to list
B! for the case of mutation. The gene of list K' is
exchanged with that of list B! is done. The inverse is
the same.

3 Apexes matching by graph search

We regard the connection information’s of segments
and apexes obtained from G1 and G2 as an anti-
gen and we evolve groups of antibody which gene are
apexes order to be maximum affinity.

3.1 Connection matrix and cut set
matrix

Suppose n is the number of apexes in base image,
the number of branch in G1 tree is n — 1 and the cut
set number is n — 1. We assign independent cut set C;
to be Eq.(6),

n—1

Ci= (k) (i=1,n-1) (6)

k=1

here, C; = 4 C; + g C; is the apex number and affix A
and B of C; correspond to G1 and G2 respectively.

v antibody’s opt, is the evaluation number how the
features of reference image match with those of base

()

Gl G2

Figure 2: Ex. (Gl:base image, G2:reference image)

image. The algorithm of opt,, calculation is as follows;
(Step 1)

Obtain the connection matrixes of G1 and G2 from
data (shown in second team of Eq.(13) and Eq.(19),
respectively).

(Step 2)

Determine non-singular matrix of G1 and G2 so
as the level of apexes increasing order (shown in first
team of Eq.(13) and Eq.(19), respectively).

(Step 3)

Calculate cut set matrix (mod 2). All that the ele-
ment of cut set matrixes equal “1” correspond to the
direct segment-cut (Eq.(13) and Eq.(19)).

(Step 4)

In addition, we group the features of graphs to three
sets Si<*>. Using connection cut set matrix Sf*) is de-
fined as follows;

(1) cut set = SV
(2) inmner part set of cut set matrix = Si(2>

(3) outer part set of cut set matrix = S;*’

The procedure is as follows; First, we turn the ele-
ments of cut set matrix (0, 1) and pick up the non cut
segments. Next, we judge them whether each of them
belong to inner part or cuter part, respectively.

3.2 Verification

We verify whether the G2’s cut segments corre-
sponded to those of G1 are cut. The inverse verifi-
cation (G2 to G1) is the same procedure. Namely,
the cut segment in G1 is whether connect between the
matched apexes of G2.



3.3 Matching

The task of matching search for the maximum f,
n—1
f =maz Z C; (7)
i=1

For example, if the matching is correct, f is 0. In
the case of occlusions of segments/apexes or anything
features missing graph, f = > C; < 0.

(Ex.) Cut set C3 {(0),(1),(2) } evaluation opt,

Ex. opt, calculation for cut set C3 {(0),(1),(2) } in
Figure 2. Suppose an apex order of G1 to be 4,

AD 1 2 3 4 5 (8)
the correct apex order of G2 in B,
B3 2 4 5 1 0 (9)
Now, suppose a gene of antibody B® to be
-4 3 1 5 0 2 (10)

Put Y = A = [y(0), y(0), -, y(5)] and the coding of
B* is as follows;
@® 33[4 1 5 0 2Ly0)
4(K),
15 2Lyl
2(K),
35[4 35 2Ly(2)
= 3(Bi) — 3(K),
Bi4 3 5]y(3)
= 1(B}) = 1(K),
Bil4 5ly(4)
=0(B) — 0(K),
B;[5],y(5)
=0(Bj) = 0(K),

©@ © ® © ©

Therefor, K* is
Ki=[4 2 3 1 0 0 (11)
Now, the non- singular matrix of G1 is @,
(11100 0) (12)

cut set matrix of A for 4 Cs is

01100010
00110000
00011001

(L1 1000)] 454001100
10000110
11000001
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=(0 100 1 0 1 1)(mod2) (13)

(1) cut segments 4 C3 is
4SSV = (A1, A4, A6, AT) (14)
(2) turn the elements of [0, 1] for Eq.(13) is
(1011010 0) (15)

Referencing Eq.(15) and (G1) the matrix of inner
matrix of non-cut set segments is

(00011000 0)

Then, the inner part of non-cut set segments 4 5352)
is
452 = {42, 43) (16)

(3) outer matrix is

(1000010 0)
Then, the inner part of non-cut set segments 4 Sé?’) is

4553 = { A0, A5) (17)

The calculation is the same for G2. Referencing
Eq.( 10), apexes of G2 corresponding to apexes (0),
(1) and (2) are as follows;

(4) (= G1:(0)), (3) (=G1:(1), (1) (= G1L:(2)
Non-singular matrix of G2 is
(001 011 0) (18)

Cut set matrix is

00000111
11000001
00110000

(0101 10) g1 100010
00011100
10001000

=(1 11101 10)Gmod2 (19)
(1) cut segments g S(1>
5 SV = (B0, B1, B2, B3, B5, B6}  (20)
(2) turn the elements of [0,1] for Eq.(19) is
(0000100 1) (21)

Referencing Eq.(21) and (G2) the matrix of inner
matrix of non-cut set segments is

(0000O0O0GO 1)



Then, the inner part of non-cut set segments p ngm

is
552 = (B7) (22)

(3) outer matrix is

(0000100 0)

Then, the inner part of non-cut set segments g 53(3>

is
5 S3 = {B4) (23)
The cut set of 4 C3 is Eq.(14). Referencing the
correspondence of Eq.(8) and Eq.(10), their attached
relations and connection matrix Eq.(13) and Eq.(19)
(left side second term), we correspond the A’s seg-
ments to the B’s segment as follows;

A1 ((0),(5)) = ((4),(2)) = B3
A4 ((2),(3) — ((1),(5)) = BO
A6 ((0),(4)) — ((0),(4)) =B5
A7 ((2),(5)) = ((1),(2)) = NC

here, NC means Non Connect. The segment corre-
spond to A7 is NC, the count of evaluation Sé” =
-1.

In the same manner, we check the terms (2) and
(3) . For non-cut segments from the point of G2 to
G1, we obtain the following results;

5 = -2
53 = 2
SV =3
532 = -2
B S =2

C3 becomes,

4 Experiment

It is shown some examples of experiment in Figure
3,5,6,8,9, and the results of producted antibodies to f
are shown in Figure 4, Figure 7 and Figure 10. All
case are matched.

5 Conclusive Remarks

We proposed a matching algorithm of stereo seg-
ment images by using IA and demonstrated its effec-
tiveness.
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Abstract

In the industrial world, many robotic manipulators
are used in the automated factory. In the point-to-
point control, a manipulator’s trajectory planning can
be determined from various viewpoints. Many of these
trajectory planning may give priority to operation ef-
ficiency, and it may not be taking the consumption
energy. If the environmental problems are taken into
consideration, we must decrease the consumption en-
ergy even of manipulators.

Since the dynamical equation of the multi-link ma-
nipulator is non-linear, it is difficult to solve the differ-
ential equation of two-point boundary value problem.
In this case, the angle functions of the manipulator are
approximated by the sequence of functions. The coef-
ficients of the function space are searched by using the
genetic algorithm so that the objective function can
be optimized with satisfying the boundary conditions.
This paper uses the Taylor series, Spline function and
Fourier series for the approximating function. We pro-
pose a new searching method of genetic algorithm.

Keywords: Manipulator, Genetic Algorithm,
Consumption Energy.

1 Introduction

There are many papers dealing with the trajec-
tory planning of a manipulator. However, most of
them are concerning the workability and the time opti-
mal. Few of the paper attends to the saving energy of
manipulators.l] Considering environmental problems
such as global warming of the earth, it is necessary to
take into consideration for minimizing the consump-
tion energy in a manipulator’s trajectory control. In
optimal control problem, if the system is linear, it is
easy to obtain the optimal solution analytically. How-
ever, the dynamical equation of the multi-link manip-
ulator is non-linear due to the inertia and centrifugal

- 50—

Teruyuki Izumi
Dep. of Elecrtonic and Control Systems Engineering
Shimane University
1060 Nishi-Kawatsu, Matsue, Shimane 690-8504, JAPAN
E-mail: izumi@riko.shimane-u.ac.jp

force. Especially, when the joints of the manipulator
have Coulomb friction, it is difficult to solve the dif-
ferential equation of Lagrange’s equation of motion.

The genetic algorithm is familiar with searching the
solution in combinational optimization problems.[]
Moreover, it is also expected to obtain optimal so-
lution for minimizing the objective function which is
restricted by some complicated differential equations
with strong non-linearity.

This paper describes the application of the genetic
algorithm to the trajectory planning of the manipula-
tor with non-linear friction and boundary conditions.
Moreover, the paper proposes the technique not to
lapse into the local optimal solution and the method
to obtain a global optimal solution in a short time.

2 Dymamic Equation and Consumed
Energy of 2-link Maniipulator

Figure 1 shows a horizontally articulated manipula-
tor with two-joints which is considered in this paper.
The angle and angular velocity vectors are function
of time t as shown by @ (t) = [6:(t),02(t)]T and w
(t) = [w1(t),w2(t)]T, respectively. Dynamic equation
of a manipulator is represented by

H(®)& + C(0,w) + F, = Ki(t) (1)

where H(6) is the inertia matrix shown in Eq.(2),
€ (6,w) is the centrifugal and Coriolis’s force vector
shown in Eq.(3). Coulomb friction force F, is made
into a constant.

B hi1 + malyls cos s
H(f) = [ ha1 + (malyl; cos 03) /2

hia + (malyls cos63) /2 @
hao
_ 2
0(07“)) =m2l1 l2 sin 02 |: (w1w22+ w2/2) ] (3)
wi/2
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Figure 1: 2-Link Manipulator

where hi;,h12 = hoj,hao are constant depend on the
moment of inertias about the center of gravity, m is
mass, | is the length of links. The manipulator is
driven by torque vector Ki(t). The vector i(t) is the
current of motors rotating the joints. Consumption
energy includes the Joule’s heat loss due to the re-
sistance R of the motor and mechanical loss due to
friction. If the friction of the 2-link manipulator is
ignored, the consumption energy of the manipulator
moving in a time interval [to, ts] is given

ts
J= / iT ()R i(t) dt (4)
to

The manipulator is assumed to be moved from initial
posture to final posture as shown in Fig. 1 . These
postures give the following boundary conditions.

0(to) = 6 0(ty) = 0y (5)
i) =0 wlty) =0 (©)

Since 6(t) and w(t) are continuous functions of time ¢
due to the characteristic of a manipulator, they can be
approximated by various function systems. In order to
minimize the energy of Eq.(4), we propose the method
of determining the coefficients of these approximated
functions by using the genetic algorithm.

3 Optimization by Genetic Algorithm
3.1 Approximation Function

The angle and the angular velocity are continu-
ous functions which determine the optimal trajec-
tory. However, the genetic algorithm is the method
of searching for the finite values in discrete solution
space. The angle and angular velocity functions must
be represented finite parameters which correspond to
the genes in the genetic algorithm. This paper pro-
poses the method of obtaining these parameters. The

differentiation of the angle function is the angular ve-
locity, and that differentiation is the angular acceler-
ation. Therefore, the approximation function has to
be differentiable in second order. Moreover, it can be
necessary to set the boundary conditions. Then, three
approximation functions are considered as follows.

3.1.1 Taylor Series

The angle function is approximated by the Taylor se-
ries shown in Eq.(7). The angular velocity function is
given by differentiation of Eq.(7) as Eq.(8).

M-1

o(t) = Y ait’ (7)
=0
M-1

w(t) = Z ia;ti ! (8)
1=1

where M is the number of coefficients. These coeffi-
cients of the higher order are computed by the genetic
algorithm search. This optimization problem has four
boundary conditions of Eq.(5)(6). Therefore, coeffi-
cients of the lower order a; (i = 0,---,3) are deter-
mined from these boundary conditions.

3.1.2 Spline Function

The method of using Spline function searches the po-
sitions of sample points. In order to take boundary
conditions of the start and the final angles into con-
sideration, the angles are given as edge conditions of
the Spline function. Similarly, in order to take bound-
ary conditions of the start and the final angular ve-
locities into consideration, the angular velocities are
given as edge conditions of the gradient of the Spline
function. Therefore, the number of unknown design
variables decides the number of sample points which
do not contain edge points of the Spline function.

3.1.3 Fourier Series
An angle function can also be expressed by the Fourier

series as

M
o(t) = A0+Z (an sin nwt + b, cos nwt) . (9)

n=1
The angular velocity function is written by

M
w(t) = Z nw (a, cos nwt — b, sinnwt) . (10)

n=1
The number of design variables is 2M + 1 in Eq.(9).
The 2M +1 unknown design variables can be decreased



30 .......... Taylor series
c 3 Spline function
.g Fourier series
3] [
C [
S 200
0 s
=
©
2
o)
O b
100g_ >

0 1000 2000
Number of generations

Figure 2: Transition of the objective function for the
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by 4 from 4 boundary conditions of Eq.(5)(6). In the
Fourier series by contrast with the Taylor series, the
lower order coefficients are computed by the genetic
algorithm and the higher ones are determined from
boundary conditions.

3.2 Transition of the Objective Function

The objective function is consumption energy of
Eq.(4) to be minimized. The consumption energy were
calculated 50 times for each method of Taylor series,
Spline function and Fourier series. The transition of
the averaged objective function are shown in Fig.2. In
the first stage of the generation, the evolution of genes
is advanced dramatically. This phenomena are the
characteristic of the genetic algorithm. On the con-
trary, the evolution has declined in the last stage of the
generation. For converged energy at 2000 generation,
Taylor series is 111.5[J], Spline function is 107.2[J] and
Fourier series is 104.8[J]. Most of the results have re-
markable errors to the true solution of 102.3[J]. Es-
pecially, when Taylor series is used for the approxi-
mation function, it may lapse into the local optimal
solution. They may exceed the consumption energy of
over 130[J].

4 Proposed Method

In order to search for the minimum value of the con-
sumption energy, the following method may be consid-
ered.

e Increment of the design variables.

e Using continuous solution space.

If the number of design variables is increased, an
obtained solution may be approximated to the true
solution more precisely. However, it makes increase
the calculation time for obtaining the solution. It is
presupposed that the number of the local optimal so-
lution increases. If the discrete solution space becomes
continuous, the approximation function is considered
to become more accuracy. However, the unknown de-
sign variables is increased, it is difficult to express the
optimal solution by the approximation function.

In order to examine the effect of increasing the num-
ber of the design variable, they are changed from 3 to
5 or 7. There are many local optimal solutions when
the number of the design parameter is increased. And
it was not able to escape from there to the global op-
timum. The method of using Fourier series can obtain
the good solution as compared to the others. However,
it lapsed into the local optimal solution in many cases.
So, we propose the new method shown below.

e A few design variable is selected in the first half
of the generation.

o The design variables are added in the second half
of the generation.

The calculated solution in the first half of the genera-
tion is used to the initial genes of the second. In the
second half, the genetic algorithm searches the opti-
mal solution by using the increased genes. In order
to examine these methods, the example is considered
about three methods.

In the first half of a search generation, when the
number of coefficients is 7, the method using Taylor
series searches 3 unknown variables of a; (i = 4, 5, 6) of
Eq.(7). And, the other 4 variables of a; (i = 0,---,3)
are calculated by 4 boundary conditions. Then, when
the number of design variables is change from 7 to 11
at the turn generation of the first half to the second
half, the obtained solutions of the former are used as
the initial gene’s information of the latter. These ob-

tained values of a; (¢ = 0,---,6) are used for initial
genes in the second half of a generation. And, the ini-
tial values of a; (i = 7,-- -, 10) are set to 0. The genetic

algorithm searches for a; (i = 4,---,10) of Eq.(7) in
the second half of a generation. And, a; (i =0,---,3)
are determined from boundary conditions.

In the Fourier series, searching is started with 7
unknown variables as same as the Taylor series. GA
searches 3 unknown design variables of Ag,a;,b1 of
Eq.(9) in the first half of a search generation. And,
the other 4 variables of a;,b; (i = 2,3) are calculated
by 4 boundary conditions. Then, the number of design
variables is change from 7 to 11 at the turn generation.
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Figure 3: Transition of the objective function for the
number of generations.

The genetic algorithm searches the unknown values of
Ao, ai,b; (1 =1,2,3) of a Eq.(9) in the second half of
a generation. And, a;,b; (i = 4,5) is calculated from
boundary conditions.

The search using Spline function cannot be used the
genetic information to the second half of a generation,
it does not discussion in this paper.

5 Obtained Results

The methods of using Taylor series and Spline func-
tion could not find the good solutions, even if the num-
ber of coefficients is increased at a half of generations.
So, we show the result only of using Fourier series.

The results of the transition of the objective func-
tion are shown in Fig.3. Three curves are the aver-
age of transitions in performed trial 50 times. A dot-
ted line in Fig.3 shows the result of searching for 7
unknown design variables (Model 1). It is the way
of evolution even at 2000 generation, and it has not
obtained the good solution. A thin solid line shows
the result of searching for 3 unknown design variables
(Model 2). The obtained solution is not so bad. A
thick solid line is result by using the proposed method.
This method changes the number of genes from 3 to 7
at 1000 generation. The effect of the proposed method
can be seen after changing the number of genes. The
distribution of the error rate of the final solution is
shown in Table 1. These numbers are calculated so-
lution of consumption energy on the final generation
(Model 1:10000, Model 2 & 3:2000). Even if Model 1
searches to the 10000 generation, the good solutions
within 1 [%] were only 8 times. The obtained solutions
of Model 2 were not bad, however, they are not at all
within 1 [%]. In Model 3, all solutions of 50 times are

1
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© |
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Figure 4: Angle functions

Table 1: Error distribution of solutions.

Error rate Model 1 Model 2 Model 3

1[%] 85 0 50
2[%) 1 30 0
5[%] 8 20 0
10[%] 6 0 0
Other 27 0 0

attained into within 1 [%] . Finally, we show the result
of the angle function shown in Fig. 4. The obtained
trajectory function satisfies the boundary conditions.
The proposed method:-is useful for minimization of the
consumption energy.

6 Conclusions

We described the method of the genetic algorithm
of using approximation function. We showed the
new method for improving accuracy of the solution
and shortening the computation time. The proposed
method is able to obtain the good solution for two
points boundary value problem.
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Abstract

In this research, we studied about the
distributed effect of the real-coded Genetic
Algorithm (DRGA). With a general GA, it uses
binary coding for coding process. Real-Coded
GA (RCGA) does not need a coding process.
Because the phenotype and the genotype are
the same type for RCGA. And the crossover is
different to bit type. Therefore, RCGA can
search large scale. And then Distributed
Genetic Algorithm (DGA) divides population
into more than some sub-population and it does
genetic among sub-population. Then it does the
replacement (migration) of individual among
sub-population every  constant  period
(migration interval). In DGA, the division of the
population maintains the variety of the solution
and various schemata grow every sub-
population. The better solution is generated by
schemata with
migration. When comparing with single
population GA, it is reported a high quality
solution is gotten. This time, it proposes
Environmental distribution type and elite sub-
population generation type for Real-coded GA.
Then we verify these techniques and are

crossover among those

comparing a performance.

Key-word: Distributed genetic algorithm, Real-
Coded GA, elite sub-population.

1. Introduction
The Genetic Algorithm (GA) is the probable
optimal algorithm imitating evolution of a
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living thing. The technique can be adapted for
the complicated continuation and a dispersed
problem, which was difficult to solve by the
conventional optimization technique. Further-
more, there is the strong point in which
practical use is comparatively easy. However,
since GA needs huge repeated calculation, its
calculation cost is high.

Then, Distributed GA (DGA) that can
calculate a solution in the amount of calculation
fewer than the conventional GA according to
the distributed effect attracts attention.

Regarding DGA, the research about various
crossover and migration has been reported until
now. However, we have still desired the
improvement of efficiency about DGA. In
addition verification is not made about the
effectiveness of DGA in RCGA Therefore, we
investigate the generation of sub-population,
the interval and the time of migration in order
to improve the efficiency RCGA.

2. Genetic Algorithm

2.1 Real-coded GA

In Real-coded GA, a chromosome of
genotype is used real number. Traditionally,
there is a bit string GA using a binary or gray
expression as coding. As compared with
that, coding of RCGA is unnecessary, and
since it does not change, it is not dependent
on resolution. And RCGA uses a real number
vector directly. In the search, continuity is
taken into consideration, there is also report
that a solution search performance is obtained



to a continuous function optimization problem.

2.2 Crossover

Recently, the various crossover techniques are
proposed to RCGA. It introduces to below about
the technique, BLX- @« and UNDX which we
used this time.

(1) BLX-«

BLX- @ generates a child at random according
to a uniform variable from the section where
only @[7extended the section 7 of each variable
parents' real number vector to both sides. In
fact, each surrounding neighborhood of parents
performs a random search in the domain of a
super-rectangular parallelepiped parallel to an
axis. BLX-a is shown in Fig.1.

C1i>Cai :u(min(pli’pZi)_a[i’
max(pli’pZi)+aIi)
]i :|pli ‘"pzil

(1

parents, Cl = (cli""acln) and C2 =(cy; ,...,Czn) are

children, u(x,y)is the uniform random number
of the section.

A o d2 Parent2

Child1

ad:

-

<
-t}

<
-
P

\

Parentl

Fig.1 BLX-a

(2) UNDX

UNDX (Unimodal Normal Distribution
Crossover) is shown in Fig.2. A child is
generated according to the normal distribution
it is decided by parents and the 3rd parents
that will be the straight line top, which
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connects parents, and it's near. A child is
generated not around an axis of coordinates,
but around the axis to which parents are
connected according to a normal distribution.
Therefore, The probability to generate the
distant child from axis connecting parents is
low.

n
¢, =m+ze +) z.e
k=2

n
c,=m-ze - ze
k=2

m=(P +P,)/2

z, ~N(O,0'12), zz~N(0,0'22l (k=2,.,n) 2
ad,, o,= A, [\In

e, =(P,-P)/P,-P|

e, Le, (i#j) (,j=1..n)

Where P: and P2 are parents, C: and Cz are
children, and m is the middle point of parents.
The d: is the distance between parents P1, P2
and d: is the distance between 3rd parent Ps
(random select) and the line of parents. The z1
is normal distributed random number of

average 0, distribution 0'12 . Tthe z2 is normal
distributed random number of average O,
distribution o. The parameter o and pare

constants value given by the user. The ei is
verticality to e1 and linear independency unit
vector.

Parent3

Fig.2 UNDX



2.3 Distributed GA

The population divided into
sub-population in DGA, and genetic operation
independently for every
sub-population.  Also the
individual information what is called migration

1S some

is performed
we exchange
among sub-population every constant interval.
There is Migration interval and Migration rate
as a unique parameter in DGA. Migration
interval is defined as the rate of generation
interval to migrate. As for featuring DGA, the
division of population maintains the diversity of
a solution, and various schemas grow for every
sub-population. And then, a better solution is
generated by transfer of those schemas by
migration. In case that we want to get the
solution with high probability, DGA is better
than single population GA.

3. Experimental method
3.1 Environmental distribution type

In the usual DGA, the same sub-population
type is used to parallel. This means that
parameters, such as the crossover rate and the
mutation rate are constant value in each
sub-population. In this case, only the migration
is used for diversity maintenance of a solution.
There is a tendency depending on an initial
population.

And so, we thought that environmental
distribution type GA. There is DGA from which
the parameter differed for each sub-population.
From different
maintained more.

parameters, diversity is

3.2 Elite sub-population generation type
Generally, DGA makes the migration from one
sub-population to another. The elite individual
migrates another sub-population, be generated
and the solution is obtained. So, we thought of
make an elitist sub-population. If the elitist
sub-population collected elite individual is
made, that can obtain the solution earlier. So,
we make genetic operation to them and we
think that a still better individual will be
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generated. We think that promotion of
evolution and quality improvement of solution
is expected by experiment on this operation.

3.3 MGG

The MGG (Minimal Generation Gap) is the
desirable model in maintenance of diversity.
Parents are chosen from maintenance of
collective diversity at random, and a change of
generation is performed locally. This technique
of MGG used this time is described below.

1) select two parents for crossover in random
from population 2) create children 3) evaluate
each individual 4) select one elite individual
and one individual randomly from parents and
children 5) add selected two individuals to
population

Elite sub-population

Elite individual

Individual

Migration

Fig. 3 Elite sub-population generation type

4. Simulation

In this time, it is comparing a performance in
proposed DRGA and conventional GA. It uses a
standard function in GA that Dejong proposed
as the object problem (F1~F3). F1 is Sphere
function, F2 is Rosenbrock function and F3 is
Rastrign function. F1 is unimodal function, and
a
parameters. F2 is unimodal function and has a
parameters. F3
multimodal function and does not have a

does not have dependency between

dependency between is

dependency between parameters. And then, we
set the design parameter of each function to 10.
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5. Experiments and Results
In the experiment, we use individuals 300,
crossover rate 1.0 and mutation rate 0.1. And
we use migration rate 0.5, migration interval 5.
The experiment results are average of 10 irials.
As a result of the experiment, the following
graph was gotten (Fig.4, 5).
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Fig.4 The effect of distribution

The effect by the distribution of Real-coded
GA in F3 is shown in Fig. 4. In this experiment,
we used BLX-a as the crossover method. The
value of a is 0.5.

Compared one sub-population, the good perfor-
mance was shown. By distributing, this is
considered because the number of individuals
was reduced and it searched efficiently.

Moreover DRGA affects the number of
sub-population.

The result of the influence by environmental
distribution is shown in Fig. 5 In this
experiment, we used BLX-a as the crossover
method and five sub-populations.

As environment distribution, each sub-
population parameter o and mutation rate

100

E-DRGA
----- DRGA

Fitness

0 2000 4000 6000 8000 10000
Generations

Fig.5 Environmental distribution type

we used. In this time, we used {0.3, 0.5, 0.7} as
value of o and {0.001, 0.01, 0.1} as value of
mutation rate for sub-populations.

As compared with usual DGA, it turns out
that environmental distributed type is conver-
ged early. Because of the search methods differ
by the each sub-population, the convergence
comes out early.

6. Conclusions

In Real-coded GA, the distributed effect was
verified. We obtained the result good for DRGA
as compared with single RCGA. But DGA is
dependent on parameters, we need to study the
parameters in DRGA.
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Abstract

It is one of the important problems to maintain the
diversity in genetic algorithm. Generally, when the di-
versity is not fully maintained, it is difficult to find good
solution, and it is easy to stagnation the premature con-
vergence. In this paper, we propose an Elite Correlation
Selection (ECS) operator as a new selection operator to
improve the genotype diversity in genetic search pro-
cess. In the proposed method, a candidate for selection
are evaluated the genotype similarity among individu-
als, and the individual is selected based on the above
new evaluated values. As a measure of the similarity,
we use the hamming distance of the genotype. The
proposed method also is the improvement of the selec-
tion operator of the Minimal Generation Gap (MGG)
model. The performance of the proposed method is
evaluated with the standard test functions. The per-
formance of the proposed method are compared with
the MGG model, the Steady State Genetic Algorithm
(SSGA) and the Simple Genetic Algorithm (SGA). The
simulation results show that the proposed method is
very effective.

Keywords: Genetic Algorithm, Selection Opera-
tor, Generation Alternation Model

1 Introduction

A Genetic Algorithm emulates biological evolutionary
theories to solve optimization problems. A GA is the
stochastic search and optimization algorithm. A GA
searches the solution based on the biologically inspired
operator (crossover, selection and mutation operator)
in multiple searching points|[1].

In this GA, the SGA is one of well-known models|2].
In the SGA, we select individuals using the roulette se-
lection based on the fitness values. In addition, we re-
place all individuals in population with the generated
individuals. In the above selection operator, there is the
following two problems. One is the problem of the “pre-
mature convergence” in the first stage of search process,
the other is the problem of the “evolutionary stagna-
tion” in the middle and last stage of search process[3].
From the above problems, we need to consider the new
selection operator which makes the various individuals
survive in the population.

In order to maintain the diversity of population,
many improvements are proposed. As a major meth-
ods, the MGG model proposed by Satoh et al.[4] and
the SSGA proposed by Syswerda[7]. Generally, the GA
has two types of the selection operator[5]. One is the
“Selection for Reproduction”, the other is the “Selec-
tion for Survival”; the former is for crossover and the
latter is for individuals which survive to the next gen-
eration. In the MGG model, we select two individu-
als for the selection for reproduction. For the selection
for survival, we select two individuals by elite selection
and roulette selection based on the fitness values. From
these selection operators, the MGG model prevent the
premature convergence in the first stage of search and
the evolutionary stagnation in the middle and last stage
of search. However, this selection operator uses only fit-
ness values in the MGG model. We apply the similarity
among individuals to the selection operator, and we can
expect the high genotype diversity.

In this paper, we propose the ECS operator as a new
selection operator. The proposed method is an-exten-
sion of the selection for survival in the original MGG
model. In this method, we select one individual by elite
selection, and we evaluate the similarity between elite
individual and the other individuals. We select other
one individual by roulette selection based on the sim-
ilarity. In this paper, as a measure of the similarity,
we use the hamming distance of the genotype. The
hamming distance is the count of bits different in the
two individuals. In this paper, we evaluate the pro-
posed method using standard test functions, and we
compare the proposed method with both the original
MGG model and the SGA. We show the effectiveness
of the proposed method in the third section.

2 Proposed method

In this section, we propose the ECS operator as a new
selection operator to maintain the genotype diversity.

In the first subsection, we review the MGG model as
the basic model of the proposed method. In the second
subsection, we propose the ECS operator in order to
improve the genotype diversity.

2.1 Minimal Generation Gap : MGG

The MGG model proposed by Satoh et al. is an effective
one of models. In this MGG model, we randomly se-
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Reproduction
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Elite+Roulette
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Fig 1: Minimal Generation Gap.

lect parents from population, and we generate children
by crossover. From the parents and their children, we
select the elite individual and a random one using the
roulette selection based on the fitness values. The
original parents are replaced by the selected children.
In this model, the original parents are two individuals,
and replacing individuals are also two. It should also
be noted that this model only uses fitness values of each
individuals. Fig 1 shows the outline of the MGG model.
In this model, the selection operators are summarized
as the following,.

o Selection for Reproduction : Randomly.

o Selection for Survival : Elite + Roulette (fitness
values).

2.2 Elite Correlation Selection : ECS

In this subsection, in order to improve the genotype di-
versity, we propose the ECS operator as a new selection
operator for survival in the original MGG model. Fig
2 shows the outline of the proposed method. In this
figure, the number in brackets corresponds to the serial
number of the following procedure.

In the proposed method, like the MGG model, we
randomly select parents, and we generate children by
crossover. As a crossover operator, we use the 2-point
crossover. From the parents and their children, we se-
lect the elite individual and a random one using the
roulette selection based on the genotype 81mllar1ty
The original parents are replaced by them. Then we
leave the elite individual for solving problem, and leave
a random low similarity individual for maintaining the
genotype diversity of population.

The procedure of the ECS is as following:

1. Initialize and evaluate P.
2. Randomly select C from P.
3. Create children C’ from C.

4. Select elite E from C’.

Generation of Children by crossover
Initialize and evalute
individuals (1)

Selection for

Fig 2: Elite Correlation Selection.

5. Evaluate similarity H.
H; = |h; — he| 1)

H is the similarity, h; is the hamming distance in
each individuals, H, is the hamming distance of
elite individual.

. Select other one R form C'.
. Mutation R.

. Replace.

© 00 N O

. repeat from 2 to 8 until it satisfy the terminal
condition.

For this method, we can expect the proposed method
to maintain the high genotype diversity and contribute
to the high searching ability. In the proposed method,
we use the hamming distance as a measure of the sim-
ilarity H.

In the proposed method, the selection operators are
summarized as the following.

o Selection for Reproduction : Randomly.

o Selection for Survival : Elite + Roulette (similar-
ity).

3 Simulation and Results

In order to confirm the effectiveness of the proposed
method, we compare the ECS with the original MGG
model, the SSGA and the SGA using several standard
test functions.

In the first subsection, we show the test functions.
In the second subsection, we show the experimental set-
ting. In the third subsection, we show the simulation
results and discuss the simulation results.

3.1 Test functions

In this paper, the performance of the proposed method
is examined with standard test functions[6]. The op-
timization problems used here are the minimization of
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Table 1: Test functions and its domains.

Fi(z:) =0, 23
-5.12<z; < 5.12

Fy(z:) = 30, 100(z} — 22)? + (1 — 1)?
—2.048 < z; < 2.048

Fs(z:) = 10n+ 3.7 (27 — 10 cos(2nz:))
~5.12 < x; < 5.12

2 o
Fa(es) = 1+ Sy a5 — T (05(2))
—-512 < zx; < 512

Table 2: The number of variables, gene length per vari-
able, and total length in test functions.

[ Functions | #var. | #gene/#var. | #total length |
F1 10 10 100
F2 5 12 60
F3 10 10 100
F4 10 20 200

the Sphere function (F1), the Rosenbrock function (F2),

the Rastrigin function (F3), the Griewank function (F4).

Table 1 shows the test functions and its domains.

The Sphere function is the unimodal function and
it has the independence on its variables. The Rosen-
brock function is the unimodal function and it has the
dependence on its variables. The Rastrigin function is
the multimodal function and it has the independence on
its variables. The Griewank function is the multimodal
function and it has the dependence on its variables.

The unimodal functions have only one global op-
tima. On the other hand, the multimodal functions
have many local optima, but only one global optima.

Table 2 shows the number of variables (#var.), gene

length per variables (#£gene/#tvar.), and total gene length

(#total length) of all test functions. The all variables
in the chromosome are encoded by gray code.

3.2 Experimental setting

In this paper, we compare the performance of the pro-
posed method with the original MGG model, the SSGA
and the SGA. An experimental setting is shown in Ta-
ble 3.

We use the 2-point crossover (2X) as a crossover
operator in all methods, and the crossover rate are 0.8
and 1.0. In all methods, we use the mutation operator,
and the mutation rate is 0.05. In the SGA, we use
the roulette selection and elite selection as a selection
operator. In the selection for SSGA, we replace the
worst individuals with the new individuals. In the each
methods, the population size is 50 and 100, and the

Table 3: Experimental setting.

| | ECS | MGG | SSGA | SGAJ
Crossover 2X 2X 2X 2X
Crossover Rate 1.0 1.0 1.0 0.8

Mutation Rate 0.05 0.05 0.05 0.05
Population Size | 50/100 | 50/100 | 50/100 | 50/100
Max Generation | 10000 10000 10000 10000
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Fig 3: Function Values at last generation.

max generation is 10000 generations.

3.3 Simulation results

Fig 3 shows the best function values at the 10000 gen-
erations. In this figure, the y axis is the function values
and the x axis is the test functions. These results are
the average of 10 trials. We see from this figure, the
proposed method approached the best function values.

Fig 4,6 show the histories of the best function values
on the Sphere function and Griewank function, respec-
tively. These results are the average of 10 trials. In
these figures, the y axis is the function values and the
x axis is the generations. The x axis also is log scale.
In these figures, the convergence speed of the proposed
method is slower than the conventional methods. This
point, the selection pressure of the proposed method is
lower than the conventional methods.

Fig 5,7 show the histories of the genotype diversity
on the Sphere function and the Griewank function, re-
spectively. These results are the average of 10 trials.
The genotype diversity (GD) is given by

GD—lNh h)? 2
—N;(i_) )

where N is the population size, and h; are hamming
distance of each individuals, and % is the average of
hamming distance of population. In these figures, the
y axis is the genotype diversity and the x axis is the gen-
erations. The x axis also is log scale. In these figures,
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the proposed method maintain the genotype diversity
in all search stage.

From these results, the proposed method can main-
tain the high genotype diversity. This high genotype
diversity contribute the high searching ability.

4 Conclusion

In this paper, we proposed the ECS operator as a new
selection operator for survival to improve the geno-
type diversity. We compared the performance of the
proposed method with the conventional methods (the
MGG model, the SSGA and the SGA). The proposed
method showed higher performance than the conven-
tional methods. The simulation results of all experi-
ments suggested that the proposed method has a high
diversity maintaining ability and the high searching abil-
ity.
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Abstract

This paper presents a new concept that provides users
access to remote virtual and real facilities (robots)
through virtual environment. This system integrates a
virtual laboratory to help in transferring theoretical knowledge
into practice and enables geographically dis persed people
to interact individually or in a group by immersing them
through shared interactive 3D virtual environment. This
virtual ~ environment  enables  individual  users
manipulating data, manipulating objects, remote
diagnostics and analyses, and simultaneously control,
monitor, view and discuss results within a team as if they
are all were interacting with each other in the same place.
This concept has been implemented and a virtual robot

that mimics the robot structure, control panel, along with _

operations and control features of a real robot called
KUKA KR-6 has been integrated. Authorised users can
access both physical and virtual robots. The physical
robot has been integrated to facilitate telecontrol
operations in real time through the interactive 3D virtual
environment. Three modes of operations have been
implemented, individual robot training through virtual
robot, multi user mode, and group-based training by
instructor. Also, The control of the real robot is
facilitated by simulation and direct control while
enabling monitoring during command execution.

Keywords:

Virtual Environment, Web Based, Internet, Interactive

User Interface, Virtual Robot, Virtual Education, Virtual
Learning, Telecooperaion.

1. Introduction

Information, expertise, facilities and other resources
are scattered across the globe and may not be available
where they are needed. The quality of communication
technology and infrastructures of networking are forcing
for definite move towards a rethinking of the physical
structures and spaces needed for living, working and
learning. As physical presence is no longer a prerequisite
for physical influence there is a need to look for
alternative forms of physical movement of people,
equipment, records and information, etc. This approach
is evolving to address the issues of universal sense of
connectivity and global access to information, easy

control and use of globally linked physical devices and
processes, facilitating real time interaction and awareness
along with supporting mobility and portability of people
and enhances access to experts and other dispersed and
valuable resources.

Telecooperation is an outstanding example for the
power of enabling technologies as well as it is the latest
appearing manifestation of those guiding visions and
paradigms that have governed application development.
Telecooperation stands for the fusion of computer
science, telecommunication and multimedia facilities to
carry out a cooperative process among organizations,
individuals, systems or combination of them by having
better access to resources and share timely information
over geographically distributed locations that lead to
make a well informed decisions.

The most suitable environment that realizes
telecooperation among dispersed teams B the Internet.
The Internet represents the suitable infrastructure
technologies that facilitate virtual presence via electronic
communications between entities, human populations
and machines. The Internet provides low cost and widely
available media rich interface that can make resources
accessible to a broad range of users regardless of
geographic location and the type of operation system
they are using. Internet based systems with tools
supporting human communication and interaction with
real world, will inevitably lead to many useful
applications in various sectors of the society,
professionally and socially. Internet is a rich, interactive
and engaging environment and it is a challenging way of
providing training and education to assist learner in
developing knowledge and skills through a well planned,
well designed educational/ training environments.

Within the global and rapid development of
educational needs “virtuality” indicates to the aspect of
introducing a telematic network into the process and
interaction of teaching and learning. The characteristic of
virtuality encorporates a vision that no physical campus
or training center as a separate organization will be
needed but that learning place with its facilities and
supporting organization may be created as a virtual
network of elements and contributions of different
organizations. The virtual campus refers to the
environment that supports its research/educational and
administrative activities that leap over the boundaries of
time and space.
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2. Web Based Virtual Robotics Education

A web based virtual robotic educational system has been
developed. This system contains the duplicate of an
actual industrial robot that is integrated within a 3D
interactive virtual environment delivered through the
Internet browser. The virtual robot that mimics robot’s
structure, control panel, along with operations and
control features of a real robot KUKA KR-6. The
developed system helps users to have real-like
experiences of the most of functionalities of physical
industrial robot system. Also, enables users to learn
about robots individually and cooperatively and to
enhance their skill beyond time and space constraints.
Users can observe basic kinematics in robotics including
robot configuration, joint movement, mathematical
transformations and coordinates. The virtual robot can
be accessed by unlimited number of clients (depend on
the resources of the server) through 3D web-based
environment  that  support  multi-user  access
simultaneously. With this virtual model, an authorised
user can interact with other users, move through the
environment to see the robot from any angle, and go as
close or as far away while interacting with the
environment. The real industrial robot is integrated with
the environment and an authorised user can establish a
link between the virtual world and the physical robot and
interact with it through integrative and flexible user
interface. Technically, the concept and architecture of the
developed web based virtual robotic system was
implemented on the bases of VRML as a tool for virtual
reality and 3D modelling. In addition, the External
Authoring Interface (EAI) and Java programming have
been used. A system with such features can support cost
effective approach for training, program development,
and safety during remote task execution. The physical
robot has been integrated to facilitate telecontrol
operations in real time through the interactive 3D virtual
environment. Three modes of operations have been
implemented, individual robot training through virtual
robot, control of a real robot, and group-based training by
instructor. The affect of time delay over the Internet has
been studied for the purpose to overcome or minimise its
effect. Fig. 1 shows the overall structure of the developed
system

3. The Interactive 3D Virtual Environment

Merging virtuality and reality in unique and innovative
ways takes new meanings and its implication is
extensive. Users of the system are immersing themselves
into a 3D based virtual environments, that create illusion
of physical presence at the physical place where the robot
and other equipment are available and supported by
sensory devices that can develop a better understanding
and appreciation of reality. The 3D virtual environment
is easy re-configurable and it is divided into segments
called zones. The functional capabilities of each zone are
adaptable and it is not necessary to be the same in all
zones. Users of the system can move between the zones

of the virtual environment seamlessly. The appearance
and capabilities of graphically represented task
environment as space, equipment and people are
displayed and tracked when they are logged in to the
system. The system can be described as a four-tier
architecture, beginning with the device-level hardware
(sensors and equipment to be controlled), the process
server (which handles the direct communication between
the central server and the hardware), the central server
(which handles client administrative functions), and the
clients themselves.
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Virtual With lgg in accetvs,
. messaging, tracking, Robot
Robot ; . p
multimedia, etc... Simulator
P 4 .
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With supporting
Robot controller
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Figure 1: Overall System Architecture

The 3D virtual environment that include the virtual and
real robots and enabling multi-users has the following
structure:

1. A virtual environment that reflects a university
campus.

2. Training center through virtual robots. This center
includes training cells to facilitate training using
virtual robot.

3. A virtual robot laboratory that integrate physical
robots and has simulation capabilities.

4. The virtual robot and its virtual control panel that
mimic the real one.

5. A high-end seamless integrative and interactive user
interface that enable the interaction with the virtual
robot, with the physical robot and with the users
accessing the environment.

6. Physical camera and sensors to facilitate monitoring
and feedback about the physical environment along
with conferencing and awareness puposes.



4. The Client User Interface

Intuitive, coherent, integrated and multimedia based user
interfaces represent a trade off between ease of use and
the capacity for complex task. The designed client side
of user interface maximizes quality information transfer,
and the usability of wide range of users. The user
interface allows the operator to navigate the virtual
campus and to have seamless control over the virtual and
physical facilities. The user interface represents the
system in an abstracted hierarchy that details the
structure of the system at different level of abstraction.
The need to facilitate team members perception through
proper information transfer and a better situational
awareness, and to have variety of command generation
tools that enable and speed up efficient and accurate
motion command generation. Fig.2 show the hierarchical
structure of the Client user interface.
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Virtual
Panel Chatting
Virtual ¢ Tracking 4 Client
World
Video
Process -
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Control
t Fte
Physical
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Env.
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T};aining Lab., .
ooms Robots, net
Virtual Virtual Rooms 1Son
Panels Robot ete.
Cells

Figure 2. The hierarchical structure of the Client
User Interface

5. The Server

The main server is acting as the center of the system. It
basically acts as the provider of client administrative
functions. All features of the system, whether multi-user,
chat, or control, will have to pass through the central
server. On a related note, the central server handles the
task of firstlevel security or authentication. Access-
Control is a feature integrated to the central server. Each
command sent by a client is checked against his/her
permission group and allowed or denied as defined by
the designated permissions. The server also runs a basic
logging service, which logs important events such as
logins, logouts and access violations. To perform
teleoperation with physical robots, the server must make
a secure connection with the process server to enable
data interchange.

Figure 3: The Main Server

6. The Physical and Virtual Robot

The physical robot KUKA KR-6 has been simulated and
integrated within the 3D virtual environment. Fig. 4
shows the laboratory environment with the interactive
user interface that enables control and test through
simulation and direct telecontrol of the physical robot.
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Figure 4. The user interface that enables interaction
with the robot through simulation and
direct telecontrol.

The potential applications of having a virtual robot are to
use it for training and educational purposes, where
students and trainees can experience programming and
controlling a real-like robot. Another important
application area is in testing and validation, whereby
users may test their commands and programs within the
simulation environment before gplying it to the actual
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robot. Through this potential errors can be detected and
fixed, and risk can be minimized. Fig. 5 shows the virtual
robot with its virtual control panel. The user can interact
with the robot through the control panel by following the
exact procedures that applied to the real robot.

Figure 5. The virtual Robot with the Virtual Control
Panel

7. Modes of Training

Three modes for training have been designed and
integrated with the developed system. In each modes, the
user will have different functional capabilities provided
by the system that is dependent according to the
requirements of that mode. Brief explanation about the
three modes is shown below:

7.1 Individual Training Mode

In the Individual training mode, the user is given the
right to learn how to control the virtual robot within a
virtual training cell where a virtual control panel and a
virtual robot are available. Upon entering this mode, the
user will be able to navigate inside the environment of
the virtual cell and move around the robot while the

panel control will be always in the view of the user. In
this mode, each trainee has the opportunity to control the
virtual robot that he/she initiates. Currently there are 10
virtual training cells and users can access and use them
simultaneously. Each virtual cell is dedicated to one user.

Figure 6. View of the Virtual Training Cells

7.2 Multi-user Training Mode

The multi-user mode has been implemented to enable
group of users (more than one) to communicate,
coordinate and cooperate with each other inside the
shared virtual cell. The users can recognize each other
through avatars with a name attached to it representing
each user. All communication, messaging, conferencing,
tracking and other functionalities integrated with the
virtual environment are available for the users to use

7.3 Instructor Guided Training Mode

The reason for this mode is to provide a real time guide
through an expert for the trainees to enable them to refer
or to discuss with when they are face problems during
their training. Also, the instructor may have a class with
multiple users to demonstrating either a virtual robot
programming or an implementation and execution of
programs on the physical robot integrated with the
system.

8. Conclusions

In this paper a new concept that provides users access to
remote virtual and real facilities was presented though
collaborative 3D virtual environment. The presented
system enables geographically dispersed people to
interact (communicate, cooperate and coordinate)
individually or in a group by immersing them through
shared interactive 3D virtual environment. The main
purpose of the developed virtual robot system (but not
limited to) is the education/training of robotics as well as
web-technology and virtual reality. Current work is
focusing on enhancing robot functionalities, seamless
interaction capabilities, awareness capabilities among
users and environment, and adding more features to the
currently implemented training modes.
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Abstract

In this study we have developed a new gait simu-
lator to get more freedom of walking styles, that is,
straight walking, direction change, going up and down
stairs and so on. Moreover we have developed a Vir-
tual Walkway System by combining this gait simulator
with a HMD as a virtual display.

The gait simulator has two foot plates and the
user stands on these plates. Simulation procedure for
straight walking is as follows; 1) the right foot plate
follows the right foot while right foot is in swing phase,
and the left foot plate pulls back the left foot dur-
ing stance phase, 2) all foot plates stop during stance
phase of both feet, 3) the left foot plate follows the left
foot during swing phase, and the right foot plate pulls
back the right foot during stance phase. The user can
freely stop, because all foot plates stop during stance
phase of both feet.

The results show that the user can walk straight at
3 km/h and can go up and down stairs on our gait
simulator.

1 Introduction

Virtual reality that allows man to experience vari-
ety things often needs man to walk in a virtual space.
Therefore a gait simulator is necessary to realize the
walking in the virtual space. Many attempts have been
devoted to develop a gait simulator. Of course the ba-
sic gait simulator is a treadmill. However, this tread-
mill can simulate only straight walking. Darken and
others developed Omni-directional Treadmill [1] and
Iwata developed Torus Treadmill [2]. These systems
have two perpendicular 2 DOF treadmills. User on
these treadmills can walk straight and change direc-
tion. Hirose employed a handle to change direction
[6]. Iwata and Fujii developed a sliding interface. In
this system the user wears roller-skates or shoes with
low-friction films and is rigidly attached to a frame
by a belt set around the waist [3, 4]. Iwata and oth-

ers developed Gait Master with two 6 DOF motion
platforms [5]. Gait Master simulates omni-directional
uneven surface.

In this study we have developed a new gait simu-
lator to get more freedom of walking modes; straight
walking, direction change, going up and down stairs
and so on. Moreover we have developed Virtual Walk-
way System by combining this gait simulator with a
HMD as a virtual display. Figure 1 shows the picture
of our Virtual Walkway System.

Hydraulic‘ -

4 Compressor |’

Figure 1: Virtual Walkway System

2 Virtual Walkway System

The Virtual Walkway System consists of a gait sim-
ulator and a virtual display system. Figure 2 shows
the configuration of Virtual Walkway System. The
virtual display system provides the user with various
virtual space images through HMD.
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Figure 2: Composition of the Virtual Walkway System

3 Gait Simulator

The gait simulator has two foot plates and the user
stands on foot plates. Figure 3(a) illustrates the ac-
tion of foot plates when a user is walking straight on
the simulator. The simulation procedure for straight
walking is as follows;

e The right foot plate follows the right foot during
swing phase of the right foot, and the left foot
plate pulls back the left foot during stance phase
of the left foot.

All foot plates stop during stance phase of both
feet.

The left foot plate follows the left foot during
swing phase of the left foot, and the right foot
plate pulls back the right foot during stance phase
of the right foot.

The user on the gait simulator doesn’t lose his foot,
because the foot plate is always under his foot during
swing phase. The user freely stops, because all foot
plates stop during stance phase of both feet.

Figure 3(b) illustrates the action of foot plates when
going up stairs. The simulation procedure for going up
stairs is as follows;

e The right foot plate follows the right foot in the
horizontal plane and simultaneously rises up in
the vertical plane during swing phase of the right
foot. The left foot plate pulls back the left foot
and descends in the vertical plane during stance
phase of the left foot.

o All foot plates stop during stance phase of both
feet.
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e The left foot plate follows the left foot in the hor-
izontal plane and simultaneously rises up in the
vertical plane during swing phase of the left foot.
The right foot plate pulls back the right foot and
descends in the vertical plane during stance phase
of the right foot.

Figure 3(c) illustrates the action of foot plates in
changing of direction. When the user on this simulator
changes of direction, the plate follows and pulls back
the foot while rotating.

Figure 4 illustrates foot plates, rack-geared arms
and PSD cameras. The gait simulator has two foot
plates, these plates are controlled by three rack-geared
arms and three AC motors change the length of these
arms. Hydraulic cylinder mechanism is built under the
foot plates and these plates can move up and down.
Each motion range of the foot plate is 100cm in the
forth and back direction, 20cm in the left and right
direction and 20cm in the up and down direction, and
is sufficient for normal human walking.

Two LEDs are set on user’s shoes and their move-
ments according to user’s locomotion are monitored
by two PSD cameras set in front of the gait simulator.
As described before the LED position information is
utilized for the control of rack-geared arms. Pressure
sensors are also set on the shoe sole and these sen-
sors monitor the phase of swing and stance of the user
locomotion.

PSD Camera

PSD Camera

Figure 4: Foot plates, rack-geared arm and PSD cam-
eras
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Figure 3: Operation principle

4 Virtual Reality Display System

In our Virtual Walkway System HMD (Glasstron,
SONY) is used as the virtual reality display. A magne-
tometric sensor (Fastrak, POLHEMUS) is set on the
HMD as a head tracking sensor.

The Virtual Reality Display System receives the lo-
comotion data from the gait simulator and the head
tracking data from the head tracking sensor. 3D vir-
tual space moving images are generated by the Virtual
Reality Display System using this information of user
locomotion. Therefore the user can look at free direc-
tion of a virtual space.

We did not adopt the stereoscopic display. There-
fore, the user should understand the position or the
height of the stairs without the binocular parallax
when he goes up the stairs. Of course this is a hard
work for the user. Then user’s foot is drawn in the
virtual space.

Figure 5 shows an example of virtual space image.
Figure 6 shows an example of virtual stairs and virtual
feet.

FPS 27 35 100NN
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Figure 5: Virtual space image

Figure 6: Virtual stairs and virtual foot

5 Evalution experiment and Discus-
sion

Users with HMD are asked to walk on the gait sim-
ulator, enjoy virtual space walking and evaluate their
walk on the gait simulator.

At first, we asked users to walk straight and the vir-
tual space image was displayed in user’s HMD. Next,
we asked users to go up virtual stairs. Figure 7 shows
sequential pictures of user locomotion during straight
walking. As a result the user could walk at 3km/h,
and could have an impression of walking in the virtual
space.

Figure 8 shows sequential pictures during going up
stair. The user could not go up stair without virtual
feet, because he didn’t understand the position of each
stair. However, when the virtual feet were displayed,
the user could go up stair. Virtual feet help the user
to understand his behavior in a virtual space.



Figure 8: Sequential pictures (Going up stairs)

6 Conclusion

It was proved that the straight walking at 3km/h
and going up stair on this system is possible in our
Virtual Walkway System. For now we did not evaluate
the direction change, because one foot plate clashed
with other foot plate. We are now studying the way
of direction change.

Any way this system has been proved to be effective
for the simulation of various walking style. We are ap-
plying this Virtual Walkway System for rehabilitation
and gait analysis.
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Abstract

We study high-resolution data of foreign currency
exchange rates and a newly taken data on the velocity
fluctuations in three-dimensional turbulence in order to
clarify the controversial issue of a proposed resemblance
between turbulence and high-frequency exchange rates. It
is found that both have scale invariance, both are fitted
well by Lévy distributions of appropriate values of index
0., and the moments follow the Kolmogorov scaling by
assuming the analogy between {price, time, information}
for market and {velocity, space, energy} for turbulence,
though the indices of the two moment rules are shifted by
a constant. For turbulence, the index ¢ of n-th moment

follows n/3+0.3, and for currency exchange market, the
index & follows n/3+0.7.

1. Introduction

It is assumed in the conventional financial engineering
that price fluctuations (of stocks or foreign exchange
rates) follow the Gaussian statistics, which is equivalent
to assume that each price movement is independent of
the previous move. Although it is a convenient
idealization for the sake of mathematical treatment, the
real data show us various kinds of deviations from the
perfect randomness.

The most notable point is the scale invariance,
which introduces Lévy statistics instead of Gaussian.
Mantegna and Stanley pointed out that the price
increments of a stock index per minute (S & P500 for
several years) actually follow the Lévy distribution of
parameter 0.=1.4 [1].

Based on this, Ghashghaie, et. al. connected foreign
currency markets to the world of turbulence [2]. It has
been known that three-dimensional isotropic turbulence
has a property of scale invariance, in the manner of
Kolmogorov. It is characterized by the power-law
behavior of the power spectrum S(f) as a function of
frequency f. This region in f is called as the inertial range
and the power (i.e. the slope in log-log plot) —5/3 is
derived from a simple dimensional counting [3].

This further derives the scale-invariant behavior of
moments (of velocity fluctuations) in the inertial range

{(av)") = c(Ar)~ M
and determine the index ¢ to be n/3. (Kolmogorov’s
theory). It is known that Eq. (1) holds well for small n.
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They compare the probability density distribution of
very short-term foreign exchange rates and that of
turbulent flow and confirm their similarity. Then they
attempt to view a currency market in analogy to
turbulence, by comparing the time in the mar’ * and the
space in turbulence, information in the marke. and the
energy in turbulence, and examine if a correspondent
quantity as Eq. (1)

((Ax)") = c (At @
holds or not in the market. They found that turbulence
and currency exchange resemble very much in this
context.

Stimulated by this work, we have done extensive
numerical analysis on this line of research and, not only
confirmed the resemblance between the two processes,
but also found that the index £ of foreign exchange rates

stays longer on the slope 1/3 than the index { of

turbulence [4].

In this paper, we discuss on this similarity based on
our new analysis of foreign exchange data as well as
newly taken data of turbulent flows.

We use two foreign exchange data FX1, FX2 and a
turbulence data TRB. FX1 is the foreign exchange rates
of U.S. dollar versus German mark from 1992 to 1993
having 1,470,000 data points. FX2 is the foreign
exchange rates of U.S. dollar versus Japanese Yen from
1995 to 2000 having 9,800,000 data points. TRB is the
data of turbulent flow having 250,000 data points taken
at the turbulent wind tunnel located in Miyazaki
University in May 2002.

2. Probability Density Distribution

We first calculate the probability density distribution
function (p.d.f. hereafter) of price increments P(Ax) for
various values of time resolution parameter At, and that
of velocity increments P( Av) for various values of space
resolution parameter Ar. The price increment is defined
as Ax =x(t)-x(t+ At ), and the velocity increments Av is
Av=v(r)-v(r+ Ar).

We can immediately recognize the similarity
between P(Ax ) in Figure 1 and P(Av) in Figure 2. Both
distributions are well fitted by Lévy distributions of
slightly different indices, 0.=1.6 for Figure 1 and 0.=1.8
for Figure 2.
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Fig. 1: Dots show the probability density distribution of
price increments for time resolution At=600, for foreign
exchange data FX1. The vertical axis is log(P,, (Ax)) and

the horizontal axis is Ax . The dashed line shows the
Lévy distribution of index 0.=1.6.
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Fig. 2: Dots show the probability density distribution of
velocity increments for space resolution Ar =10, for
turbulence data TRB. The vertical axis is log(P, (Av))

and the horizontal axis is Ar. The dashed line shows the
Lévy distribution of parameter 0.=1.8.

3. Lévy Distribution

3-1. Scale Transformation

As both P(Ax) and P(Av) are fitted by Lévy distribution,
we review some properties of this distribution. It is
defined as

1 = a+ikx
P,s(x) = j‘eﬁlkl dk Q)
It has scale invariance as follows.

P p(x)= }”l/aPa,w()‘] "“x) 2

which means that P,,(X) at different values of f

overlap each other by adjusting the scale. The scaling
region is the range of ) within which the scale
invariance holds.

Using Equation (2), we find the scaling region by
changing the scale A as long as they overlap on the same
function. The scaling region thus obtained for FX1 is
At =20-5000 as in Fig. 3, for FX2 is At =30-40000 as
in Fig. 4, and for TRB is Ar =10-70 for TRB as in Fig. 5.

10000

1000

100

-0.002 -0.0015 -0.001 -0.0005 0 00005 - ;)001 0.0015 0.002
Fig. 3: The probability distributions of price increments
P,.(Ax) for various values of time resolution At (for

data FX1) are shown to overlap each other by the scale
transformation in Eq. (2).
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-0.3 -02 -0.1 0 0.1 02 03

Fig. 4: The same as in Fig.3, for another data FX2.
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Fig. 5: The probability density distribution of velocity
increments P, (Av) for various values of space

resolution Ar by using turbulence data TRB are shown
to overlap each other by the scale transformation in Eq.

Q).

- 71 -



3-2. Rate of Return to the Origin P(0)

If we set x=0 in Equation (2), we obtain
— -1
P,;5(0)=1""P,;(0) €);

which provides us a simple way of identifying the scaling
region by finding a region of a straight line in the log-log
plot of P(0) vs. A , and the index o is obtained from the
slope of this line [1]. Figure 6, 7, 8 show the results of
this analysis for FX1, FX2, and TRB, respectively.

1000

"~

.

‘-.\h
>

10

Fig. 6: The rate of return to the origin P(0) as a function
of time resolution At is shown in log-log scale. The data
used here is FX1. From the range of the straight line the
scaling region is identified to be At=20 - 5000.

10

e

01

Fig. 7: The same plot as in Fig.6 for another data of
currency exchange rate FX2. From the range of the
straight line the scaling region is identified to be At=30 -
40000.

10

Fig. 8: The same plot as in Fig.6 for turbulence data TRB.
From the range of the straight line the scaling region is
identified to be Ar=10 to 70.

4. Moment Scaling Laws

Now we compute n-th moments as functions of the scale
parameter A and see whether the indices { and & _in

the scaling region can be fitted by n/3 as in

Kolmogorov’s theory.

Figures 9, 10, 11 show the n-th moments of FX1, FX2,
and TRB, respectively. The index & of FX1 and FX2,

and ¢ of TRB are calculated by the least-square fit, and

the results are shown in Fig.12, 13, and 14.
The index ¢ of foreign exchange rates can be fitted

by a line n/3+0.7 for n<3, and the index ¢_of turbulent
flow overlaps n/3+0.3 for n<2.
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Fig. 10: The n-th moments of currency exchange rate
FX1 for n=2, 4, 6. The vertical and the horizontal axis are

log({(Ax)")) and logAt .
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Fig. 11: The same quantities as in Fig.10 for FX2.



1000

100

0.0001

1 10 100 1000

Fig. 9: The n-th moments of TRB for n=2, 4, 6. The
vertical and the horizontal axis are log(<(Av)“)) and

log Ar .
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Fig. 12: The solid line shows the exponent ¢ as a
function of n for FX1. The dashed line is n/3+0.7.
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35 /
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Fig. 13: The solid line is the exponent ¢_ as a function of
n for FX2. The dashed line is n/3+0.7.

35

3 /

Figl4: The solid line shows the exponent ¢ as a
function of n for TRB. The dashed line is n/3+0.3.

5. Conclusion

We have examined the controversial issue of
proposed similarity between turbulence and foreign
exchange, by comparing the p.d.f. of appropriate
quantities, and the indices of moment scaling laws. We
have shown that both p.d.f. can be fitted by Lévy
distributions for similar values of index a (1.6 for
currency exchange and 1.8 for turbulence). Then we have
computed the index & of foreign exchange rates and the

index £ of turbulent flow in the scaling region. It is
found that the index ¢ both for FX1 and FX2 overlap
the line n/3+0.7 for n<3, and the index ¢, for TRB

overlaps the line n/3+0.3 for n<2. This result shows that
both { and ¢ has the same n-dependence, and both

shifted by constant intercepts from n/3 derived in
Kolmogorov’s theory.
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Abstract

Although financial time series are highly random,
they have many characteristic features, especially in the
high frequency data (tick data). We expect, therefore, to
utilize those deviations from the perfect randomness for
the possibility of prediction. We have found so far an
extreme regularity in the conditional probabilities
observed over years, and the meaningful memory length
is about two or three ticks, based on an extensive
analysis of large volume data. We also discuss on the
minimum size of the data for computing conditional
probabilities.

1 Introduction

It is widely believed that the financial time series
are maximally random and fine movements of prices
behave as the perfect random walk. This leads to a
conventional view of financial markets being efficient,
thus no arbitrage chance exists. However, there have
been many evidences suggesting non-Gaussian statistics
[1], imperfect random walks, and existence of arbitrage
chances [2] (Arbitrage means to take a profit by using
unequal prices at the same moment.) for price dynamics
based on the real data analysis of short-term fluctuations.

We first examined how much arbitrage chance is
observed in the triangle trades among three currencies,
U.S. Dollar, German Mark, and Japanese Yen, by using
the test data called HFDF93 (High Frequency Data in
Finance), taken for one year from 1992 to 1993. We have
found that almost ten percent of the total data
corresponds to arbitrage chance, which means we could
in principle make a profit just by exchanging from USD
to DEM, from DEM to JPY, and JPY to USD, or to the
opposite direction to this order. Although most of such
chances quickly disappear, we found that some continues
for a very long time, and the average relaxation time of

Shinya Komaki
Department of Computer Science
and Systems Engineering
Miyazaki University
Miyazaki, 889-2192 Japan
cs9815 @eagle.cs.miyazaki-u.ac.jp

such a chance is 6 seconds, once it occurs. [3]

Knowing that the very fine motions of the
financial time series are not perfectly random and
arbitrage chances indeed exist, we seek for more explicit
knowledge on the behavior of financial time series in
order to predict when such chance may occur.

It was first pointed out by Ohira, et. al. [4] that
certain conditional probabilities are almost identical in
two distinct sets of tick data of foreign exchange
separated over some months, if we neglect unmoved
ticks and focus only on the directions of up and down
motions. Those conditional probabilities are thus
represented by binary numbers, {0,1}={down,up}, and
there are 2™ conditional probabilities when we consider
m steps of memory.

We have examined this property in more
systematic way [5]. We have analyzed a large continuous
data of USD/JPY exchange rate (‘ask’ position)
extending for 5+1/2 years from 1995 to 2001 having
more than ten million ticks, by automatically generating
all the conditional probabilities in the computer and
found that those binary conditional probabilities are
indeed very stable for the entire range of this data.

For example P(1|0) stays around 0.71, and P(1|00)
also stays around 0.78, with very small variances. This
stability keeps for memory depth up to 4, and becomes
worse for m > 4. We have also attempted to use this
knowledge for predicting the future time series (in one
tick).

In this paper, we report some of our new findings in
this line of research. We use the same data as before, and
examine how far the same feature holds if we change the
size of a piece of data over which we compute the
conditional probabilities, and also investigate if the
conclusion is consistent with other results such as the
length of auto-correlation, and the behavior of mutual



information.

2 Conditional Probabilities

In this section, we show our result of the conditional
probabilities for the case of binary fluctuations {up,
down}={1,0} neglecting unmoved data points. We have
examined the regularity of the conditional probabilities
in the following way. First we split the 10,000,000 data
points to calculate the conditional
probabilities. We then compute all the 2™ conditional
probabilities for each data in the case of memory depth
m. At this point, we do not know what is the appropriate
size we should split. We have tried various sizes and
compare the variances. Figure 1 shows the result of this

analysis on the conditional probability P(1]0).

into pieces

0.006 Py ‘gosaP0’ ——
0.0055
0.005
0.0045
0.004
0.0035
0.003
0.0025
0.002
0.0015

0.001 g <

0'00050 10000 20000 30000 40000 50000 60000 70000 80000 90000 100000
Fig. 1: Stability of the conditional probability P(1]0) is
represented by the mean squared errors as a function of
the data size over which P(10) is calculated. MSE
reaches the stable point when the size exceeds 20,000.

We can see that the result is stable if the size of each
piece to compute P(1]0) exceeds 20,000. Choosing the
size 50,000, we split the total 10,000,000 data boints into
two hundred sets, each of which contains 50,000 data
points. We then compute all the 2™ conditional
probability for 200 data sets for memory depth m=1-4.
Figures 2 - 5 show the conditional probabilities for
memory depth m=1- 4.

These graphs tell us the following things. If price
fluctuations were perfectly random, i.e., each step of a
time series is independent of its history. In this case we
expect P(1[0)=P(1]1)=1/2. Figure 2 clearly shows that
this is not the case. Our result shows that the motion
to the opposite direction is much larger than the

motion to the same direction, P(1/0)=0.71 >>
P(1/1)=0.29. Figure 3 tells us a benefit of taking
account of two steps of the history. Namely, P(1|0)
splits into P(1j00) = 0.78 + 0.05 and P(1]10)
=0.68 + 0.03, which indicates we can get more
information by considering longer history. Figure 4,
however, tells us that it is of no use considering longer
history than m=2. For example, P(1/00) does not split
into P(1j000) and P(1/100) any more. In fact eight
conditional probabilities are bunched into four groups.
This situation is more clearly shown in Figure 5 for
the case of m=4, where sixteen conditional
probabilities are again bunched into four groups. Thus
we conclude that there is no need to consider m > 2
according to Figures 2-5.

As a result we have confirmed that memory depth is
two or three as described in Ref. [5].

0.8

NSNS . :r"'\\
W .

06

04

0.2

0

0 20 40 60 80 100 120 140 160 180 200

Fig. 2: Conditional probabilities of depth one, P(1]A)
where Ais O or 1 is plotted as a time series.

AT fe A~y i

08} A

o B aa

0.6

0.4

02 fre ™

0

] 20 40 60 80 100 120 140 160 180 200

Fig. 3: Conditional probabilities of depth two, P(1|AB),
where A and B are binary numbers, are plotted as times
series.
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Fig. 4: Conditional probabilities of depth three,
P(1|ABC), where A,B, and C are binary numbers, are
plotted as time series.

0 20 40 60 80 100 120 140 160 180 200

Fig. 5: Conditional probabilities of depth four,
P(1|ABCD) where A,B,C, and D are binary numbers, are
plotted as time series.

3 Memory Depth of Auto Correlation and
Mutual Information

We have so far confirmed that the memory depth
m < 3 is relevant to predict the future. In this section we
consider the relevant memory depth by two other
methods, the
information.

auto-correlation and the mutual

Auto correlation of the price x is define as follows:

o1 = < AX(T+0Ax(t) >- <2Ax(T+t) ><Ax(t) > "

()

where AX is the price differential of foreign exchange
rate and O is its standard deviation. C(T) vanishes if
AX (t) and AX (t+T) are uncorrelated. C(T) computed
for the currency exchange data is shown in Figure 6,
which vanishes quickly after T=3 or 4. We conclude,

therefore, that the relevant memory length in C(T) is also
3 steps or around.

‘WALL-cor’ —o—

Fig. 6: Auto-correlation C(T) as a function of T for
foreign exchange data explained in Section 1 vanishes at
around T=3 or 4.

Next we analyze the same issue by using the mutual
information. The mutual information M(x,y) is defined
as follows:

M(x,y) =H(x)-H(x| y)

=- ZP(x)log, P)+ 2 LP(x|y)log, P(x|y) @

In using Eq.(2), we have computed P(x) and P(x|y)
by using the initial 52,000 ticks out of the 10 million data
points. Namely, 1-50,000 points are used to obtain the
initial points of P(x) and P(xly), and 2,001-52,000 are
used to obtain the final point of P(x) and P(x]y). M(x,y)
thus computed have 2,001 points. In Figure 7, four lines
of M(x,y) are plotted. The line at the bottom corresponds
to m=1 (y=0 or 1), and the line next to the bottom
corresponds to m=2 (y=00,01,10,or 11), the two lines
almost overlapping are the ones for m=3 (y=000,..., 111)
and m=4 (y=0000,..., 1111).

We can see that M(x,y) for m=1 and that for m=2
are well separated each other, and M(x,y) for m=3 is also
distinct from the previous two lines. However, the line
m=4 is indistinguishable from the previous line. This fact
tells us that the history longer than m=3 does not give us
extra information for the sake of predicting the direction
of the future move.
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Fig. 7: Time series of mutual information M(X,y)

obtained in the way explained in the text.

4 Conclusion

We studied in this paper tick data of foreign exchange
rate of US dollar versus Japanese Yen from 1995 to 2001
having 10,000,000 data points. We have confirmed the
previous result on the conditional probabilities being
very stable over several years. We also determined the
effective length of memory by means of three different
ways. It is found that the auto-correlation disappears
after 2 or 3 ticks, and mutual information between the
next motion and the past m motions for m > 3 overlap
the same quantity for m=3, indicating that the memory
for more than three does not give us any extra
information.
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Abstract

In this paper, autonomous learning of reward distri-
bution in multi-agent reinforcement learning was ap-
plied to the 4 player game named “not100”. In this
game, more shrewd tactics to cooperate with the other
agents is required for each agent than the other tasks
that the learning was applied previously. The reward
distribution ratio after learning was varied among sim-
ulation runs. However, the validity of the average
non-uniform reward distribution ratio was examined
in some ways. The three agents with higher win proba-~
bility after learning cooperated mutually, while strong
cooperation was not observed in some cases when the
agents learned with a fixed distribution ratio.

1 Introduction

In multi-agent systems, since it is difficult to know
the policy to solve a given task in advance, au-
tonomous learning such as reinforcement learning is
useful. However, it is one of the difficult problems to
decide “reward distribution among agents” that af-
fects to generate cooperative behaviors. There are
some methods proposed already, but the reward dis-
tribution ratio is decided in advance. For example,
one agent gets the whole reward, or the reward is dis-
tributed uniformly to all the agents. There is also the
method that the agent who contributes directly to get
a reward gets a part of the reward, and the rest of it
is distributed to the other agents uniformly(1]. How-
ever, since appropriate distribution depends deeply
on a given task, enough knowledge about the task is
required to determine the distribution. Accordingly
there is much possibility that this spoils the effective-
ness of reinforcement learning, which is useful when
the knowledge about the given task is not enough.

Then the method has been proposed that the agent
learns the reward distribution ratio to the other agents
together with the learning of actions[2]. The learning
is based on the principle that by the distribution of
the reward, the other agents become to help him, and
finally he gets more reward or gets the reward earlier.
This method was applied to a simple two-agent and
three-agent competitive problems. It was shown that
(1) the state that no agents get any rewards by a con-
tinuous conflict can be avoided, (2) the distribution
ratio becomes small to the agent whose help is not
needed, and (3) not only the ratio but also the change
of the ratio affects the action learning. In the three-
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agent problem, the tactics of an agent was observed
such that he disturbs the goal of another agent who
gave him less reward than the other one.

In this paper, the reward distribution learning is ap-
plied to a different type of problem, and the effective-
ness in wide area is verified. The problem has different
properties as (1) more shrewd tactics is required, (2)
some agent always can get reward in a finite time, 3)
the time to get the reward is not considered, and (4)
not only one agent can get reward. The problem is
the four-player game named “Not 100 game”. In this
game, since one player always loses the game when the
other three players cooperate mutually, shrewd tactics
is necessary. It was verified whether cooperation with
the other agents emerges, and whether the distribution
ratio obtained by the learning is valid or not.

2 Learning of Reward Distribution

The reward distribution is learned together with the
action, but the time scale is different between them.
The action is learned at each time step, while the re-
ward distribution ratio is fixed for some trials, and is
updated according to the total reward obtained dur-
ing the period when the ratio is fixed. Concretely,
dist;; that is the reward distribution ratio from agent
i to agent j is changed using random numbers, and is
fixed for one cycle that is defined as N trials. Since
the distribution ratio should always satisfy

A
> dist;; = 1.0, (1)

j=1

the change of the ratio Adist;; is calculated as

Adistji = 'rndﬁ - rnd(j+1)%,4,,~, (2)
where A: the number of agents and rnd: a random
number. When dist becomes larger than 1.0 or less
than 0.0, it is set to be 1.0 or 0.0 respectively. The
difference is distributed uniformly to the ratio to the
others. In order to remove the effect in the transition

period, the total reward R in the latter half of the
cycle is calculated using the reward r; of agent i as

N A
Ri = Z Z distji'ri(n) (3)
n=N/2+1 i=1
and is evaluated. The learning is so simple that when
R is larger than the previous value, the distribution
ratio is set as the default value, and otherwise, the
distribution ratio is restored to the previous value.



Here, each agent acts sequentially, and the state
transition is deterministic. The action learning is
based on Q-learning. Since the time to get the re-
ward is not necessary to be considered in the problem
in this paper, the discount factor + is set to be 1.0. As
an example, the learning of the agent j = 0 is shown in
the followings. The state evaluation Vj(s;(t + 1)) just
after his action is calculated from the possibility Pfin
that the game finishes before his next tern, expected
reward in that case 7fin, and the expected maximum
Q-value marQ; at his next tern as

Vi(s;(t + 1)) = Pyin;(s;(t + 1))7fin;(s; (¢ + 1))
+(1 = Prin;(s;j(t + 1)))mazQ;(s;(t + 1)). (4)

Each term on the right hand side is calculated as

Psinj(sj(t+1)) «— (1 —a)Prsinj(s;(t+1))+a
if the game finishes before his next tern
— (1= a)Prins(s;(t +1))
otherwise, (5)

7inj(sj(t+1)) — (1= @) sin;(s;(t + 1))
A
+a Z distjﬂ‘i (t + k)
=0
if the game finishes at t+k,  (6)

mazQ;(s;(t +1)) — (1 — a)mazQ;(s;(t + 1))
+amazrk(Q;(si(t + A),ax) (7)

where a: a learning constant. Q value is learned using
V as

Q,(s;(t),a(t)) : (1 - a)Q;(s4(t),alt))

+a) | distjri(t+1)+ Vi(s;(t +1))  (8)
=0

3 Notl00 Game

Here, not 100 game is introduced. As shown in Fig.
1, 4 players sit at a table, each player counts within 3
numbers sequentially, and the player who counts 100
loses the game. Fig. 2 shows the rule of this game.

In this game, one player cannot win the game when
the other 3 players cooperate mutually. Accordingly,
it becomes important how to get the help of the other
players to win the game. Actually, the game is inter-
esting at the point that the human relation between
players and the character of each player can be peeped.

Fig. 3 shows two examples of the game processes.
Here, it is supposed that the player A, B, and C coop-
erate mutually. If the player D counts 97, 98 or 99, one
of the others has to count 100, and the player D can
win the game. If he counts one of the numbers from
90 to 96, since one player can count one, two or three
numbers at one time, he has to count 100 at the next
tern as shown in the upper process in Fig. 3. How-
ever, when he counts 89, he also cannot count 97, 98,

start 12

949596

7§9 /' @ \ 345
w® |9
loser ! \ 4/

9899
Figure 1: Not 100 game

1. 4 players count sequentially from 0

2. Each one counts 1, 2, or 3 numbers
at one time.
(If the present number is 90, the next
player can count until 91, 92, or 93.)

3. The player who counts 100 loses the
game.
(If the present number is 99, the next
player has to count 100 and becomes
a loser automatically.)

Figure 2: The rule of “Not 100 Game”

D A B C D!
DA BC - D AB C D!

5 @EDE 294 95 100

Figure 3: The reason why the agent always loses the
game when the other 3 agents cooperate mutually

or 99 at the next tern as shown in the lower process in
Fig. 3, he has to count 100. At the case of Fig. 1, the
loser depends on whether the player C counts only 98
or two numbers of 98 and 99.

In this paper, to make the computation time short,
“Not 30 game” is employed on behalf of “Not 100
game”. To all the agents except for the agent who
counts 30, the reward 1.0 is given. In the previous
tasks to which the authors applied the learning, it is
clear that the reward distribution is profitable for any
of the agents, because no reward is given when the con-
flict state happens. However, in this problem, three
agents always get the reward in a finite time, and the
appropriate distribution is not clear.

4 Simulation

One cycle is defined as 400(= N) trials, and the dis-
tribution ratio is updated at every cycle. 10000 cycles
are done in one simulation. The initial distribution ra-
tio is decided randomly with the condition that each
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Figure 4: Change of each agent’s win-probability and reward self-distribution ratio

one is positive and the total is 1.0. The range of the
random number added to the distribution ratio is re-
duced from 0.1 to 0.01 linearly in log scale in 9000 cy-
cles. The first count agent is decided randomly at each
trial. The Boltzmann selection is employed for the ac-
tion selection after normalizing to make the maximum
Q value become 1.0. The temperature is also reduced
from 1.0 to 0.1 linearly in log scale in 8000 cycles.

Fig. 4(a) shows the change of the self reward dis-
tribution ratio and the win probability for each of 4
agents. In the early stage of the learning, since the
temperature was high, the win probability of every
agent was almost 0.75. The self-distribution ratio be-
came around the value from 0.8 to 0.9 soon even if
the initial ratio is decided randomly. The win proba-
bility began to fluctuate from around 5000 cycle, but
the way of change varied depending on the simulation
run. The distribution ratio of the agent whose win
probability is large is apt to be large.

For comparison, Fig. 4(b) shows the result when
the distribution ratio is fixed at 0.91 for himself and
0.03 for the others. The fluctuation of the win prob-
ability is smaller. The reason can be thought that in
the learning case, the small change of the distribution
ratio sometimes influences the win probability.

Next, the validity of the distribution ratio is ver-
ified. Table 1 shows the average ratio after learning
over 100 simulation runs. It is seen that the self-
distribution ratio of the agent whose win probability is

— 80—

Table 1: The reward distribution ratio after learning.

the agent whom the reward is distributed to
myselr| 3120 [ OBt

the agents with
win_prob>09 | 0-961 | 0.011 | 0.013 | 0.014
all agents | 0.895 | 0.037 | 0.033 | 0.035

large becomes large. Even though the ratio varied ac-
tually, it is also seen that depending on the simulation
run, the ratio to the next agent is slightly smaller than
the other agent. The reason can be thought that the
help of the next agent contributes the win probability
less than the other agents.

Furthermore, the ratio of one agent was fixed, and
the win probability, total reward, and the average self-
distribution ratio of the other agents were observed.
Fig. 5 shows them as a function of the fixed ratio.
Each of them is the average over 10 simulation runs.
When the fixed ratio is small, the win probability is
1.0 except for the case of 0.0. It is suddenly decreasing
as the fixed ratio becomes larger around 0.9. The total
reward is the maximum when the fixed ratio is around
0.8. The acquired self-distribution ratio after learning
as in Fig. 1 is larger than 0.8, but is not different
so much. It is interesting that the self-distribution
ratio of the other agents also becomes larger when the
fixed ratio is larger than 0.8. This is because even
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Figure 5: The win probability, total reward, and self-

distribution ratio of the other agents as a function of

fixed self-distribution ratio.
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(a) the reward is distributed uniformly
to the other agents in agent B, C, D

1.0

0.257

0-0 1 T T T

@ © o

(b) the reward is distributed uniformly
to the other agents in agent D

Figure 6: Effect of non-uniform reward distribution.
The alphabet with circle indicates the agent with non-
uniform reward distribution.

though the other agents makes their self-distribution
ratio large, they can win the game.

The validity of the non-uniform distribution to the
other agents as shown in Table 1 is verified. Fig. 6
(a) shows the win probability when the ratio of the
agent A is fixed as Table 1 and that of the others is
fixed such that the self-distribution is the same but
the rest is distributed uniformly to the others. The
win probability of the agent A is larger than the oth-
ers. As shown in Fig. 6(b), when only the agent D
distributed uniformly to the others, the win probabil-
ity of the agent D became smaller. From these results,
the obtained weighted ratio is supposed to be valid.

Finally, the learning was performed in 4 groups, and
the win probability was observed when the weakest
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Table 2: Change of win probability by the replace of

one agent between two groups.

Group A (receiving)
inq| Selfish | 0.91 uniform
max_|leaming| y5.6.0 | ~-0.03 |0.25-0.2
min 0.238 | 0.578 | 0.592 | 0.711
£ [teaming| 1.000 0.504 | 0.511 | 0.898
(=]
£ 2 | seffish | 0.921 | 0.158 0.568 | 0.932
© 28091
o 2| g0 | 0889 | 0.175 | 0.554 0.920
3cehH—
& & @ |uniform | 0.784 | 0.096 | 0.302 | 0.345

agent was replaced by the strongest agent in the other
group. In one group, all the agents learned the ratio.
In other groups, the ratio of every agent was fixed.
The fixed ratio varied among three groups as in Table
2. The result are shown in Table 2. When the weak-
est agent in the learning group was replaced, the win
probability of the newcomer agent is only around 0.1,
while the win probability of the strongest agent in the
learning group is more than 0.5 in every other group.
However, the strongest agent in the selfish group or
the group of (0.91-0.03) ratio could win more often
than the strongest agent in the learning group. The
result can be interpreted that in the learning group,
an appropriate cooperation strategy is obtained by the
agents, it is hard for the other group agent to win.
However, since the cooperation strategy is not effec-
tive in the other groups, the strongest agent in the
learning group could not win very much.

5 Conclusion

The reward distribution learning was applied to
“Not 100 game”. The weighted reward distribution
was observed, and the validity was examined in some
ways. The cooperation could be observed when the
distribution ratio was learned, while it could not be
observed when the distribution ratio is fixed as to dis-
tribute the reward to the other agents uniformly.
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Abstract

We propose an evolutionary reinforcement learn-
ing (RL) system with time-varying parameters. The
proposed system has three characteristics: 1) It can
deal with an unobservable dynamic environment by
using time-varying parameters; 2) The division of state
space is acquired evolutionarily by genetic algorithm
(GA); 3) One does not have to design the rules con-
structing an agent in advance. The efficacy of the
proposed system is demonstrated by the control of
a mobile robot in unobservable dynamic environment
through computer experiments.

1 Introduction

So far many RL systems have been proposed [1, 2,
3]. Those systems adjust constant or non time-varying
parameters; using those systems it is difficult to ac-
quire appropriate behavior in complex and dynamic
environment. The learning becomes more difficult if
the variation of the environment cannot be observed.
Hence, we propose the RL system whose parameters
can vary with time. The proposed system can deal
with the variation of the environment by varying pa-
rameters even if its variation cannot be observed. In
addition, we propose a new division method of state
space using GA. It is important problem to divide the
state space of the environment appropriately. In the
dynamic environment, it is difficult due to especially
the variation of the environment. However, the divi-
sion of the state space is acquired evolutionarily in the
proposed system. Hence, using the proposed method
a designer does not have to decide the division of the
state space.

The efficacy of the proposed system is demonstrated
by the control of a mobile robot in unobservable dy-
namic environment through computer experiments.
The robot runs on a floor surrounded with walls to-
ward a goal; there are some moving walls on the floor.

Masanao Obayashi
Faculty of Eng.
Yamaguchi University
Ube, Yamaguchi 755-8611

Kunikazu Kobayashi
Faculty of Eng.
Yamaguchi University

Ube, Yamaguchi 755-8611

Since the position of walls is not given to the robot, the
robot cannot observe the variation of the environment.
It is shown that the proposed system can acquire the
behavior that arrives at the goal in the unobservable
dynamic environment.

2 Reinforcement learning

RL [1] is the learning method based on punishment
or reward, and the aim of the learning is maximiza-
tion of total rewards obtained during trials. An agent
observes a state of environment and determines an ac-
tion stochastically; it learns based on rewards obtained
from environment. As a result, the RL system can
search better action; it is called trial and error. In
the proposed method, we use the stochastic’ gradient
ascent method (SGA) [2] for RL method, since it can
deal with POMDPs (Partially Observable Markov De-
cision Processes).

3 Evolutionary and time-varying rein-
forcement learning system

The proposed RL system is shown in Fig. 1. The
system is constructed by rule part and action-selection
part. The rule part estimates the appropriate parame-
ters used for action selection, and it learns based on re-
wards obtained from environment. This part has time-
varying parameters and the division of state space is
carried out in this part. The action-selection part se-
lects an action stochastically based on these estimated
parameters. One can use arbitrary action-selection
method for this part.

3.1 Rule part

This part is shown in Fig. 2. There are many rules
in this part. Each rule has parameter vector used for
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Figure 1: The proposed system

action selection; these vectors are weighted by time-
varying parameters. Each rule is in charge of a part
of the state space of environment; it is determined by
gene; it evolves by GA. A rule is described by:

Rk : if (z, is BY, x5 is B%, ---, z, is BF)
k E ok k (1)
then p* = (pi,p3, -+, Pm)

where z,,s, -, &, are the elements of the environ-
ment’s state vector ®, B¥ BY ... B are crisp sets
determined by gene, p* are the parameter vector
used for action selection (they are learning parame-
ters), and m is the number of action’s variety. The
estimated parameter vector for action-selection part

p = (p1,P2, -, Pm) is calculated by:

pi = Dkea wk(t)P? 2)
T Ykeawk(t)
where A is the set of rules whose condition part are
satisfied, w* (¢) is a time-varying parameter calculated
by:
w¥(t) = {sin(wft + w§) + 1} /2 (3)
where w¥, wk are learning parameters. Since the time-
varying weights are used, the influence of a rule varies.
Hence, it becomes possible to share time between
rules; the proposed system can easily deal with a dy-
namic environment.

3.2 Action-selection part

We use the roulette selection using Boltzmann dis-
tribution. For example, the probability of the selection
of the jth action a; is calculated by:

exp(p;/T)
Z;‘n—_-l exp(p;/T)’

where T is temperature.

P(ajlx) = (4)

Parameter vector for action selection

Weight w* (1)

Parameter vector

Rule k.

State space of the environment

Figure 2: The rule part

[ 0100e1] 110e10] | 110101 |
B! B! B B - BX
\ /\ /
Crisp sets Rule availability

Figure 3: An example of the gene

3.3 Evolution of rules

In the proposed system, the condition part of rules
is determined by gene and it evolves by GA. An exam-
ple of the gene is shown in Fig. 3. For each crisp set, a
bit string that has the identical length with each other
(the length is 6[bits] in Fig. 3) is allocated. ‘0’ cor-
responds to the lower half of the environment’s state
space; ‘1’ corresponds to the upper half. A region in
charge of a back bit is the half of a front bit; ‘¢’ is a
terminal symbol: all the symbols after it are ignored.
If the number of dimensions of the state space is 2, the
first rule in Fig. 3 is decoded as Fig. 4. The working
region of a rule is able to overlap with other rules (see
Fig. 2). It is the key of dealing with dynamic environ-
ment by using proposed system. The last string of the
gene determines whether rules participate in parame-
ter vector estimation Eq. (2) or not. The length of
the string is equal to the maximum number of rules.
‘0’ means the rule is not available and ‘1’ means avail-
able. The string enables the proposed system to vary
the number of rules. The gene represents an individual
(or agent); it evolves by GA. Each bit of the condition
part is inverted or alterative to/from ‘e’ by mutation.
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3.4 Learning of rules

We use the SGA to renew the learning parameters.
This RL method has low calculation cost; it can deal
with various problems since it is not restricted to MDP
environment. The general form of SGA algorithm (3]
is shown in Fig. 5. Learning parameters of the pro-
posed system (there are correspond to w in Fig. 5)
are parameter vector p* in Eq. (1) and w¥, wk in Eq.

(3).

4 Experiment
4.1 Experimental method

In this section, we verify the efficacy of the proposed
method by mobile robot control under dynamic envi-
ronment by using Khepera simulator version 2.0 [4].
The dynamic environment is shown in Fig. 6. Striped
blocks placed around the center are gates. These two
gates are opened initially; they iterate opening and
closing in the cycle of 400 steps at the same time. The
numbers in Fig. 6 represent (X coordinate, Y coordi-
nate) of the corner of passage and the unit is [mm)].
The aim of trials is arrival on upper-right goal. The
Khepera robot is a mobile robot that has two driven
wheels and 8 sensors.

The RL system observes the value of X coordinate
of the robot, the value of Y coordinate, and the value
of the direction of the robot (angle). Hence, the num-
ber of dimension of the environment’s state vector is

. Observe x; in the environment.

. Execute action a; with probability m(a:, w,®¢).

N N

. Receive the immediate reward r;.
8
—1n

. Calculate €;(t) and D;(t) as
Pw; (n(a,,w,a:,))

eg(t)
D;(t) ei(t) +vDi(t — 1)

where v (0 < v < 1) denotes the discount factor, and
w; is the ith component of w.

. Calculate Aw;(t) as

Aw;(t) (re = b)Di(t),

wher b denotes the reinforcement baseline.

6. Policy Improvement: update w as
Aw(t) = (Awi(t), Awa(t), -+, Awi(t), ),
w — w + a(l - y)Aw(t),

where a is a nonnegative learning rate factor.

. Move to the time step t + 1 and go to step 1.

Figure 5: General form of SGA algorithm

three. The RL system selects and executes one action
from three actions of left turn, forward movement and
right turn based on 3-dimensional parameter vector p.
A reward the RL system receives is +1 if the robot ar-
rives at the goal, —1 if the robot does not arrive within
1000 steps. And, if the robot tries to move forward in
the state that an obstacle is ahead, the reward —1 is
given and the robot turn to the direction to avoid the
obstacle. Thus, even though the robot approaches an
obstacle, punishment is not given if it does not try to
move forward. Hence, the RL system can learn action
in the state that the obstacle is approached (e.g., it
runs along obstacles).

In this experiment, the length of each crisp set is
4[bits], the string determines

the maximum number of rules is 4000, and genes
are initialized randomly. The fitness used in GA is
calculated by:

()

where ngoal, Ncollision are the number of successful trials
and colligions in the past 100 trials respectively, nrye
is the number of rules, &; ~ &3 are constants and £, =
1,6, = 0.001,63 = 0.001. Learning parameters p*
are initialized to p*¥ = 0, and w¥, wk are initialized
randomly.

We compare the proposed system with conven-
tional look-up table SGA system [3] that has non-time-

fitness = &; Ngoal — &2 Neollision — €3 Mrule,



Figure 6: Environment

varying parameters. The system partition continuous
state space into discrete cells. In this experiment, the
size of the table is 83.

4.2 Experimental result

Fig. 7 and Fig. 8 are results of the proposed and
conventional systems respectively (4000 trials in the
conventional system correspond to 400 generations).
The conventional system cannot learn the action that
arrives at the goal since the environment is dynamic:
suitable actions are different when gates are opened
and closed, and the agent cannot observe the variation
of the environment. However, the proposed system is
learned since different rules are used when gates are
opened and closed.

5 Summary

We proposed an evolutionary and time-varying re-
inforcement learning system. The proposed system
can deal with a dynamic environment using time-
varying parameters even if its variation cannot be ob-
served; the division of state space is acquired evolu-
tionarily by GA; one does not have to design the rules
constructing an agent in advance. In this paper, we
showed the efficacy of the proposed system in unob-
servable dynamic environment by the control of mobile
robot. Future subject is the analysis of the character-
istic of the proposed system.
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Abstract

In this paper, it was confirmed that a real mobile
robot with a CCD camera could learn appropriate ac-
tions to reach a target by Direct-Vision-Based rein-
forcement learning (RL). The learning was done on-
line without any pre-process for the task and the envi-
ronment, and the system consists of one layered neural
network. In Direct-Vision-Based RL, row visual sen-
sory signals are put into the layered neural network
directly, and the network is trained by Back Propa-
gation using the training signal generated based on
reinforcement learning. Although it was afraid that
the neural network could not learn appropriate actions
sufficiently because of the large number of the input
signals, it is shown that the robot could obtain appro-
priate reaching actions to a target object through the
learning from scratch without any advance pre-process
in “going to a target” task.

1 Introduction

Reinforcement learning is an attractive method as
an autonomous learning for autonomous robots, and
has been utilized to obtain the appropriate mapping
from state space to action space. By combining the
reinforcement learning and a neural network, continu-
ous states and actions can be dealt with because non-
linear functions with continuous input and output val-
ues can be approximated by the neural network. This
combination has been applied to non-linear control
tasks[1][2] and games[3].

Among many kinds of sensors for a robot, a visual
sensor has a lot of sensory cells, and gives huge pieces
of information about the environment to the robot.
Our human also depends deeply on visual information
to know the environment state. Asada et al. applied
reinforcement learning to real soccer robots with a vi-
sual sensor[4]. In this case, the state space was divided
into some discrete states by pre-processing the visual
sensory signals, and the robot learned appropriate ac-
tions for each state by Q-learning.

On the other hand, in order to realize intelligence in
a robot, the authors think it important that the knowl-
edge for the task is not given to the robot by humans,
and the robot obtains the function to achieve the task
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by itself. The authors have proposed Direct-Vision-
Based RL based on this idea. In the learning, the
whole process from sensors to motors are computed
by a layered neural network. Raw visual sensory sig-
nals are put into a layered neural network directly, and
the neural network is trained by Back Propagation us-
ing the training signal that is generated autonomously
inside the robot based on reinforcement learning.

By this learning, not only the motion planning, but
also a series of processes from sensors to motors in-
cluding recognition, can be learned synthetically. It
is reported that when a robot learns actions to reach
a target, spatial information is represented adaptively
on the hidden layer after learning. Moreover, it was
examined that the learning is faster and more stable
than that when pre-processed information is utilized
as inputs on some simulations[5]. The effectiveness
of Direct-Vision-Based RL was confirmed by a real
mobile robot with a simple visual sensor that had
64 x 1=64 sensor cells[6].

In this paper, the small CCD camera is introduced
to get more visual information, and it is verified that in
spite of the many input signals, the real mobile robot
with the CCD camera(64x24=1536) can learn appro-
priate motions from scratch without any advance pre-
processing in “going to a target” task.

2 Direct-Vision-Based RL

Fig.1 shows the concept of Direct-Vision-Based RL.
Here, actor-critic architecture is employed, and ac-
tor(motion command generator) and critic(state eval-
uator) are composed of one layered neural network as
the simulations in [5]. That means that the hidden
layer is used for both actor and critic. TD(Temporal
Difference) is applied for the critic learning. TD error
is defined as

1)

where v : a discount factor, r; : a reward, P; : the
critic output. The critic output at the previous time
P;_, is trained by the training signal as

7t =1+ 7P — Py-1,

Pt 1 =P 1+7=r+F, (2)

where Ps ;1 is the training signal for the critic output.
On the other hand, the motion command of the robot



reinforcement learning

Figure 1: The concept of Direct-Vision-Based Rein-
forcement Learning.

is the sum of the actor output vector a; and random
number vector rnd;_; as trial and error factors. The
actor output vector a;_; is trained by the training
signal as

Ast—1 =a—1 + 7 -rnds_;. (3)

The neural network is trained by Back Propagation ac-
cording to Eq(2) and (3). By this learning, the motion
commands are trained to gain more critic output.

3 Application to a real mobile robot

3.1 Experimental system and environ-
ment

Fig.2(a),(b) show the robot with a CCD camera
(Khepera and CK-200,KEYENCE) used in this exper-
iment. The specifications of Khepera and CCD camera
are as follows.

Height : 55mm

Diameter : 33mm

Interface with PC : RS232C(serial poat)
Transmission rate : 38400 bps

Number of pixels : 250,000

Visual field : 114 degree

The visual field was extended to 114 degree by using a
wide angle lens. The video signals of the CCD camera
were sent to a PC by NTSC, and the video signals
were used as input signals of the neural network.

Fig.3 shows experimental environment. The action
area has 70x70cm which is surrounded by a height
of 10cm white paper wall, and a fluorescent light is
set to keep enough light intensity. The target in the
task stands 8cm tall with a diameter of 2.5cm which
is wrapped black paper around.

3.2 Coping with a time delay

When Direct-Vision-Based RL is applied to the real
robot, a time delay should be considered, while it dose
not have to be considered in simulations. The PC re-
ceives infra-red sensory signals through RS232C serial
port and the video signals through a capture board

114 degree

(a)The picture of the Khepera (b)The visual field of the CCD
with a CCD camera. camera.

Figure 2: A picture of Khepera with CCD camera.
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Figure 4: Timing chart in the real robot.

from CCD camera. The necessary time to execute
each process is approximately as follows.

Transmission of video signals : 55msec
Transmission of infra-red signals : 20msec
Transmission of motion commands : 10msec
Computation of neural network(forward) : 20msec
Computation of neural network(BP) : 40msec

Fig.4 shows the timing chart of the system events in
this experiment. Considering the measurement inter-
val of the each process, sampling time is set to be
310msec. The next motion command should be trans-
mitted just after the capture. However, if the motion
commands are sent to the robot just after the com-
putation of the neural network, the robot continues
to move with the previous motion commands during
the transmission of the video signals and computation
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of neural network after capturing the image. As the
result, the random number that is added to the ac-
tor output is not evaluated exactly. Since the random
number is independent with each other, the time de-
lay is expected not to influence the learning so much
in the long time scale.

3.3 Discrete actions

Since the action command of Khepera should be an
integer, the continuous motion value is discretized into
an integer speed as

speed; = (int)8 - (a; + rnd;), (4)

if(speed; < —3) speed; = —3
if(speedy > 3) speed; =3

-3 < speed; < 3, —0.5 < a; < 0.5,
—0.2 <rnd; <0.2.
where speed : the motion signal for the robot.

4 Experiment

4.1 Task

In this paper, the task that the real mobile robot
with a CCD camera reaches a target, is employed. At
first, the color image with 320x 240 pixels is converted
to a 8bit(256) gray scale image. Moreover, the num-
ber of pixels is reduced to 64x48 by taking an aver-
age of 5x5=25 pixels, and the lower half of the im-
age (64x24=1536) was used for the learning. Here,
3-layered neural network with 1536 input units, 50
hidden units, and 3 output units was used. One of
the outputs is for critic, and the other two are for
actor. Before learning, the input-hidden connection
weights are small random numbers, and all the hidden-
output connection weights are 0.0. The output func-
tion of each hidden or output neuron is sigmoid func-
tion whose output range is from -0.5 to 0.5. When the
two infra-red sensors at the front of the robot takes
1023 that is the maximum value, the critic output is
trained to be 0.9 as a reward. When the robot loses
the target, it is trained to be 0.1 as a penalty. Other-
wise the critic is trained according to Eq(2) at every
time step with r = 0. Each trial is stopped at 100 time
step even if the robot cannot reach the target object.
As the actual critic value, 0.5 is added to the critic
output of the neural network. The discount factor ~is
0.98.

Next, it is explained how to determine the initial
position of the robot in learning. After the transmis-
sion of the visual sensory signals, the first row of them
is binalized with the boundary value of 60, and width
of the target is defined as the number of pixels of the
dark area in the robot’s view. Center pizel is defined
as the central pixel number of the dark area. As an
initial position, width and center pizel are chosen ran-
domly within the range where the whole object image
can be caught. Then, the robot moves to the initial
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Figure 6: Distribution change of the critic output.

position by itself. At the beginning of learning, since
the robot moves only randomly, the robot is located
close to the target. As the learning progresses, the
initial robot location range becomes wider gradually.

4.2 Learning result

Fig.5 shows the learning curve. The vertical axis
indicates the average time(sec) until reaching the tar-
get over five target locations, those are (width,center
pizel) = (6,8) (6,20) (6,32) (6,44) (6,56). The horizon-
tal axis indicates the number of trials. Each trial was
stopped after 31(sec) from start even if the robot could
not reach the target object. It is seen that reaching
time is reduced gradually as the learning progresses.

Fig.6 shows the state evaluation(critic) value after
learning. This figure is drawn by computing the critic
outputs for 800 sample sets of visual sensory signals.
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field after 8000 trials.
Figure 7: The loci of robot on the field after 8000 trials
of learning.

As the learning progresses, the slope of the critic values
is formed gradually at first, and then becomes gentle.
That is because the necessary time steps for reaching
the target became small, while the discount factor is
always the same.

Fig.7 shows the loci of the robot on the absolute co-
ordinates after 8000 trials. The robot approaches the
target object while rotating. When the robot catches
the target object on the center of the robot’s view, the
robot goes straight to the tartget.

Fig.8 shows a time series of photos to show that the
robot reaches the target object without missing after
8000 trials.

5 Conclusion

Direct-Vision-Based RL was applied to the real
robot with a CCD camera. Even with a large num-
ber of the visual input signals (64x24=1536), it was
shown that the robot could obtain appropriate reach-
ing actions to the target through the learning from
scratch without any advance pre-processing.

In the future, it is going to be verified that the
hidden layer obtains spatial information through the
learning from camera image.

Acknowledgements

This research was supported by (1)the Sci. Res.
Foundation of the Ministry of Edu., Sci., Sports and
Culture of Japan (#13780295), (2)Plan and Coordina-
tion Council of Exchange among Industry, Academy
and Government in Oita.

References

[1] Anderson, C. W. (1989) “Learning to Control an
Inverted Pendulum Using Neural Networks”, IEEE
Control System Magazine, Vol. 9, pp.31-37

(b)The loci of the robot on the

Figure 8: The robot succeeded in reaching a target
object after 8000 trials of learning.

[2] Morimoto, J., Doya, K. (2001) “Acquisition of
Stand-up Behavior by a Real Robot using Hierar-
chical Reinforcement learning”, Robotics and Au-
tonomous Systems, 36, pp.37-51

[3] Tesauro, G. J. (1992) “Practical Issues in temporal
difference learning”, Machine Learning, 8, pp.257-

277

Asada, M., Noda, S., Tawaratsumida, S. and
Hosoda, K. (1996) “Purposive Behavior Acqui-
sition for a Real Robot by Vision-Based Rein-
forcement Learning”, Machine Learning, Vol.24,
pp-279-303

Shibata, K., Ito, K. and Okabe, Y.(1998) “Direct-
Vision-Based Reinforcement learning ” Going to a
Target” Task with an Obstacle and with a Variety
of Target Sizes”, Proc. of NEURAP’98, pp.95-102

lida, M., Sugisaka, M. and Shibata, K.(2002)
“Application of Direct-Vision-Based Reinforce-
ment Learning to a Real Mobile Robot”, Proc. of
ICONIP(Int’l Conf. on Neural Information Pro-
cessing)’02, CD-ROM Proc., CR1876.pdf, 2002.11

Barto, A. G., Sutton, R. S. and Anderson, C. W.
(1983) “Neuronlike Adaptive Elements That Can
Solve Difficult Learning Control Probrems”, IEFEE
Trans. SMC-13, pp.835-846

[4]

[5]

(7]



Proc. of The Eighth Int. Symp. on Artificial Life and Robotics (AROBSth '03)

Beppu, Oita, Japan, 24-26 January, 2003

Body Growth Effect on Reinforcement Learning

in a Simple Standing-up Task
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Abstract : The authors believe that the body growth ac-
celerates the learning of actions, such as standing up in
higher forms of lives. While, the slow learning is a seri-
ous problem in reinforcement learning. In this paper, it
was verified whether the body growth accelerates the
learning in a simple standing-up task. It was shown that
even though the pendulum could not learn to stand-up
when its arm was long, it could learn when the arm be-
come longer from short state during the learning.

1. Introduction

A man is born in an immature state, and then grows
up gradually. Why does man grow up? As one answer
for this question, the authors think that growth has an ef-
fect to improve the learning speed drastically. A man
starts walking around 1 year old. At this time, even
though there are differences among individuals, the
height is below a half and the weight is below 1/5 of a
grown-up. If a man is going to learn with the grown-up
body, it can be imagined easily that it is difficult to learn
standing-up based on trial and error. It is also thought
that when a man with a grown-up body falls down to the
ground from the standing state, the damage is seriously
larger than a child. Accordingly it can be thought that
the learning with growing-up accelerates the learning
speed and also makes a role to avoid the dangers.

In recent years, reinforcement learning, which is an
autonomous learning method getting a hint from the
learning of living things, has been focused. An advanta-
ge of this learning is that autonomous and flexible ac-
tion learning can be realized based on trials and errors.
However, since the learning contains the element of
search, there is an important problem that it takes a long
time to learn. For this problem, it has been proposed to
raise the difficulty gradually with changing the envi-
ronment of a learning task[1]. In that paper, the task to
balance on a bicycle by the action of pedaling was em-
ployed. The difficulty of the task was increased by
moving the auxiliary wheel upwards gradually. As a re-
sult, acceleration of the learning was observed. However,
the effect of body growth has not been mentioned yet.

On the other hand, Barto et al. pointed out that when
the task of hand-stand pendulum was learned by rein-

forcement learning, it is more difficult to balance with a
short arm than with a long arm[2]. The walking men-
tioned above is also thought of an extension of the in-
verted pendulum. This seems to suggest that a grown-up
man can learn walking easier than a child, and to con-
tradict to the author's hypothesis.

In this paper, body growth is introduced into rein-
forcement leaning, and the body growth effect is ob-
served by the simulation of a simple standing-up task.
Furthermore, it is shown that Bartos' result does not de-
ny the body growth effect based on some consideration.

2. Reinforcement learning
In this paper, actor-critic architecture is employed for
reinforcement learning. Critic(state evaluation) is learn-
ed by TD (Temporal Difference) learning. Using the
present critic output P,, TD error is defined as

h=n+y—h, (D

where ¥ : a discount factor, r,: a reward. To decrease 7,
the previous critic output B_; is updated by the fol-

lowing equation.
R=F_ +of, (€))

where : a leaning constant for the critic. The actor's
output a, added by a random number rnd,is used as
an actual action. Using TD error, the previous action
a,_, is updated by the following equation.

a_ =a_+ prnd,_j7, 3
where B : a leaning constant for the actor. If 7 is large,
a,_,is reinforced to a,_,+rnd,_; to get more gain of
the critic output.

3. Task
Fig.1 explains the task employed in this paper. The
task is that a simple 1-link pendulum stands up from the
state of lying down. Only when the pendulum stands
vertically within a limited angular velocity, a reward is
given, and the trial finishes.



Fig.1 A simple standing-up task

When the pendulum falls down to the floor, the angular
velocity is set to be 0.0 and the trial continues. The state
space consists of 45%101 states. The joint angular ve-
locity is divided into 101 and the joint angle divided into
45. The evaluation value P and output joint torque T for
each state are held as a table, and are updated by rein-
forcement learning. 10,000 seconds is defined as 1 cycle.
The learning continues for 500,000 seconds. When
lcycle passes or pendulum arrives at the goal state, the
pendulum is returned to the initial state (0,9)=(0,0).
The reward 1 is given when the angle from the vertical
axis is less than 8 (rad) and the angular velocity is less
than 0.84(rad/sec). No friction is assumed.

4. Body Growth

As the body growth, the length of pendulum is changed
linearly from 0.3m to 1.0m during 400,000 seconds. The
mass of the pendulum weight and the maximum output
torque is determined as follows. The specific gravity of
the pendulum weight is assumed to be constant and the
shape is assumed to be the same. Then the mass is cal-
culated as

m="1, “

where m: the mass of the pendulum weight, I: the length
of the pendulum. Moreover, the maximum output torque
is assumed to be proportional to the torque that is neces-
sary to keep the pendulum horizontally, and is calculat-
ed as

Tmax =T _MAX xml=T_MAX x1*, 5)

where Tmax: the maximum output torque, T_MAX: a
constant. Here, since T_MAX is set to be 40, the range of
the torque is changed from —0.324~0.324(Nm) to —40~
40(Nm). The actual torque as the action is calculated as

T = (a,, +md;)T max, )

where rnd, is an uniform random number from -1 to 1.
If the a,,+ rnd; is smaller than -1 or bigger than 1, it

is set to be —1 or 1. In other words, the ratio of the out-
put torque in the maximum torque is learned.

5. Simulation

For comparison, the learning was done in three cases.
In the first case, the length of the pendulum was fixed to
the maximum (1.0m), while in the second, it was fixed
to the minimum (0.3m). In the last case, the pendulum
grew up. Here, the other conditions are the same. The
learning constant for the critic @ was 0.3, that for the
actor 3 was 4.0, and the discount factor 7 was 0.99.

When the arm length was 1.0m, the number of suc-
cesses is too few for the pendulum to learn standing up.
Fig.2 shows the number of average steps until it suc-
ceeded to stand up. Although the learning speed in the
case of growing pendulum is a little slower than the case
when the arm length was fixed to 0.3m, the number of
average steps converged in both cases. The converged
steps for the 0.3m arm length is slightly smaller.

Fig.3,4,6 and 7 shows the distribution of the critic
value and the ratio of the output torque in the maximum
torque in the cases of the 0.3m arm length and the
growing arm respectively. The goal is indicated by a
rectangle at the center and the trajectory is indicated by
gray squares in each figure. In Fig.3 and 4, it can be
seen that the slope of the critic output is formed from
initial state toward the goal. The maximum angular ve-
locity in the area of large critic output is larger in Fig.3
than in Fig.6. That is because the maximum acceleration
is lager with a short arm than with a long arm by the re-
lation between the maximum torque and the rotary
inatia.
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As shown in Fig.4 and 7, it is known that the pendu-
lum applies the break by the negative torque to stand up
within the limited speed when the angle is larger than
7U/4. In the case of 1.0m arm length, the learning of the
action didn't progress because the critic output becomes
large only around the goal and the slope of the critic
from the initial state was not formed. Fig.5 and 8 shows
that the change of the angle and the angular velocity to
the goal in Fig.(a) and the change of the ratio of the out-
put torque in the maximum torque and the critic output
in Fig.(b) for the cases of 0.3m arm length and growing
arm respectively. It is known that the pendulum acceler-
ates at first and then decelerates to stand up with almost
0 angular velocity.

From these leaning results, by growing the arm from
0.3m during learning, the pendulum becomes to stand
up even with 1.0m arm length. That is because the num-
ber of successful trial becomes larger when the arm is
short.

6. Discussion

In this simulation, the result is deeply depending on
the parameters. Especially the way to determine the
maximum torque such as Eq.(5) gives strong influence
to the result. At equation (5), it was presupposed to be
proportional to I*. That is based on the setup that it is
proportional to the torque to support the arm horizon-
tally. In this case, since the rotary inatia is proportional
to mP=1° , the ratio of the maximum acceleration be-
comes 1:I. Accordingly, if the influence of the gravity
is neglected, the minimum time until standing-up be-
comes /I :1. This is the same as the ratio of the natural
frequency exactly. In the previous simulations, since
1=0.3 or 1m, the ratio of one cycle is 1.83.

From Fig.5 and 8, the ratio of the time to reach the
goal is just close to this value. However, if the maxi-
mum torque is adjusted so as that the maximim angular
acceleration becomes the same, the maximum torque
should be proportional to [°. In this case, if the influ-
ence of gravity is neglected, the time until the pendulum
standing-up becomes equal. If the influence of gravity is
considered, conversely, the pendulum with longer arm
length can stand-up more quickly. That does not seem
natural.

A man generates his joint torque by his muscles. It is
assumed simply that since a cross-section area of each
muscle is proportional to /*, muscle tension is propor-
tional to I°. Moreover, since the moment arm is pro-
portional to [, the torque is proportional to I*. Though

this value should be measured actually, it is clear that
I° is much against the scaling law, and [* is more ap-
propriate.

To the next, the relation between the minimum time
to stand up and the learning are considered. If the time
to stand up is long, the torque to the same direction must
continue to be outputted. In reinforcement learning,
since the learning is based on trial and error, if the ne-
cessary time is long, the probability of standing-up be-
comes small. If the control interval is long, this does not
become a big problem. In the above simulation, the
pendulum can learn stand up even with 1.0m arm length
when the interval is doubled. However, the interval is
required to be short to realize fine control.

At last, Bartos' result is considered. In their experi-
ment, the purpose is that the pendulum that is starting
initially continues standing. Therefore, it is easy for the
longer pendulum to be controlled since the time until it
falls down is longer to a contrary. However, standing-up
has to be learned before balancing, and standing-up is
difficult to learn than balancing because it returns to the
initial state when it falls down. Moreover, in the case of
Bartos' simulation, it is unnatural that the applied power
is constant not depending on the length.

7. Conclusion
In this paper, it was shown that the body growth has
the effect to accelerate reinforcement learning drasti-
cally in a simple standing up task. The speed is deeply
depending on the maximum torque, but the validity of
the set up in this paper was shown. In the future, the
way of growth will be considered and a task with many

degrees of freedom will be employed.
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Abstract

This paper presents behavior models of a mobile
robot, which employ the character of fish school move-
ments. Though a fish school does not need the spe-
cial individual which leads the entire, an autonomous
movement emerges from interacting among many-
bodies. This study aims to realize autonomous collec-
tive movements of mobile robots through competitive
and cooperative interaction among robots. We, there-
fore, improved the behavior model of a fish to adapt to
the specification of the mobile robot. The emergence
of the safe multi-robots movements through simple
interaction can be said the realization of distributed
robotics systems.

As a result of simulations combined with genetic
algorithms, we obtained a beautiful collective move-
ment of multi-robots, with high techniques to avoid
collisions, speed up, slow down, change lanes or over-
take a slow robot.

1 Introduction

Many kinds of experimentations for driverless
robots have been done so far to attain safe and ef-
fective transportations. It will be our dream if we
have truly autonomous robots which have free style
of driving; every autonomous robot on a road have
its own way of driving and can choose its own speed.
Some transportation systems have succeeded in real-
izing collective movement of vehicles. Those move-
ments, however, are quite rigid, individuals run just
in file. Namely, vehicles run by only keeping a good
distance from the robot ahead, or by only following
markers embed in the road.

In the present study, we use a fish school algorithm
for autonomous robot movements[1]. Fishes have a
beautiful smooth movement in a school without mak-
ing any collision at all. It is well known that a fish
decides its motion by getting just from the neigh-
boring fishes without knowing anything of the whole
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school[2]. Since the fish school algorithms are well
known([3], we improve behavior models of a fish to
adapt to the specifications of Khepera. In this study,
we introduce the genetic algorithms to train behavior
rules for the smooth movement without accident. Op-
timization with genetic algorithms, the frequency of
collision has dramatically reduced. Moreover, it was
sometimes observed that some robots had a nice driv-
ing skill, overtaking another robot with adjusting the
velocity and the direction.

2 Experimental Environment
2.1 Mobile Robot and Simulator

In our experiments, we assume to use a miniature
mobile robot Khepera.[4] Sensors of Khepera detect
an obstacle and return values in integer between 0 and
1023 corresponding to the distance between the Khep-
era and the obstacle. Low value means that there are
no obstacles near the sensor, while high value means
that an obstacle is close to the sensor. The Khep-
era communicates with a computer through a serial
line, so that the computer obtains the sensor values
from the Khepera and provides the wheel speed to the
Khepera.

We investigate robot movement in computer sim-
ulative model to verify rules for behavior. The diffi-
cult problem in the computer simulations is how to
simulate the real world with a proper treatment of
noise. Khepera Simulator ver.2.0 written by Olivier
Michel (downloadable from the WWW [5])is an excel-
lent software by taking account of uncertainty which
is supposed to exist in the real world. In this paper,
we investigate movements in computer simulations by
employing Khepera Simulator ver.2.0.

2.2 Conditions in the Simulator

We set up the two kinds of roads in our simulations,
one is the straight road and another is the wind road,



as shown in Fig.1. Two roads in Fig.1 are linked each
other. Therefore, robots run repeatedly on the looped
way of a) and b) in Fig.1. The maximum motor speed
of 5 robots is set as 4(faster) and the maximum speed
of other 5 robots is set as 2, where 10 robots run on
the road together. Each robot frequently changes its
direction according to the returned values from the
installed 8 sensors.

Fig. 1: The road in simulations.

3 Behavior Models of A Robot

Fig. 2: Ranges for a fish behavior.

Since we apply the behavior model of a fish(Fig.2),
sensors equipped on Khepera should be used like as the
sense organ of a fish, such as eyes and lateral lines.
Therefore, for interactive rules between robots, rear
sensor § 6 and f 7 are not used. While the distance
r determines a behavior type in fish school models,
sg returned from sensor iz determines the behavior of
Khepera. To simplify our models, two couples of sg,s;
and s4 s5 are integrated as 0.5-(so+s;) or 0.5-(s4+5s),
respectively.

#2 #3

s: retumed value
from sensor

Fig. 3: Discernible Rages of Khepera Sensors

The area which determines the behavior type of
robot is divided concentrically with S;,S>,and S;. The
most inside boundary is defined with S;, next bound-
ary is defined with Sy, and the most outside bound-
ary is defined with S; shown as Fig.3. Since sensors
on Khepera are equipped symmetrically, a) sensors of
#2 - #3 detect the right ahead regions with radius S,;,
Sa2, Sa3, b) sensors of §0 - #1 and {0 - #5 detect left or
right regions ranged with Sy;, Spe, Si3.The distance
to an obstacle is measured with the returned value
s. Tab.1 and Tab.2 show the behavior type and the
concrete behavior, respectively.

area a) #2, #3|b) {041, #4445
s> 51 avoidance| avoidance
S1 > s > S, | avoidance parallel
S2 > s > S3|| approach | approach
S3 > s search search

Tab.1: The types of behavior corresponding to the
area where the obstacle is detected. “avoidance”
means avoidance of collisions against other robots or
guardrails. “parallel " means advance robots side by
side or advance parallel to guardrails. *“approach”
means approach to robots or guardrails. “search”
means search in free space without obstacles.

area a) #2,43|b) #041, #445
S > s quick turn| quick turn
S1 > s > Spf|decelerate| accelerate
Sa > s > S3 || accelerate | slight turn
S3 > s accelerate| accelerate

Tab.2: The robot behavior corresponding to the
area where the detected obstacle is. At the behavior
type of “quick turn”, each wheel of both sides rotates
opposite direction each other. At the behavior type of
“slow turn”, the speed of the one-side wheel increases.



4 Collective Movements of Multi-
Robots

4.1 Collective Movements with Manually
Set Models

Firstly, we have the simulations with S shown in
Tab.3, which are set manually. In our model, it is
unique that the order of detecting the area is set
freely. In the simulations with Tab.3, the order is
ay,b1,a2,bs,a3,bs3, and outside of az and bs. When
an obstacle is detected in the area, a robot behaves
following Tab.1 and Tab.2. .

area|a) 42, §3[b) #144, §045
Si 900 900

Ss 600 600

Ss 300 300

-5mm Tab.3: The value which determine radius in Fig.3.

As the result of simulations, robots run together
along the forms of a road. However, a robot often
cannot avoid collision as shown in Fig.4. Fig.?7? is one
of moments, where robots collide with other robots. It
is assumed that S;.3 are not adapted to the situation
of the road and Khepera.

T
without G.A.

—~ 3
5

[}
<

@ Collision against Other Robots

T

2|

e ~

8 Collision against
@ Guardrails
k]

ot
2

E

3

€

@
<
[

s L . s
o 4000 8000

t
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Fig. 5: The collision of robots, where they overlap each
other.
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4.2 Collective Movements with Models
through G.A. Operation

We introduce genetic algorithms to optimize si-
multaneously S,; ~ Sa3,Sp ~ Sps and the order
of detecting area. The length of one gene is 12(for
Z1,T9, -+ ,T12 which takes values between 0.0 and
1.0. The former 6 chromosomes (z; ~ zg) deter-
mine S,; ~ Sa3 and Sp; ~ Spz. The latter chromo-
somes (z7 ~ z12) determine the order of detecting
each area. The obtained gene will be applied equally
to all 10 robots. We introduce 40 genes in one gener-
ation. Namely, 40 behavior types of multi-robots are
evaluated in one generation. S; ~ S are obtained as

Sl = 1024- T1,4,
Sy = S1-m25,
Sz = S - T3,6 (1)

As for the determination of the order of detecting, the
area whose chromosome is higher has a prior claim to
be detected. When any obstacle is not find in a;..3 or
bi~3, a robot goes straight.

The evolutional algorithms to obtain the best genes
are as follows.
1) 40 genes at the first generation are randomly gener-
ated. Next, let multi-robots run on the road for 5000
simulation steps.
2) After the evaluation of 40 behavior types of multi-
robots in one generation, 10 best genes are selected
as the offspring. Other 30 offspring are generated
from the selected 5 genes with both mutation oper-
ations rate : 20.0%) and crossover operations (rate :
100.0%). Then, let them run for the same period as
1).
3) All 40 types of the collective movements with each
gene are evaluated by fitness function. And again the
10 best genes are selected with high scores. Evolu-
tionary computation repeats 100 generations in the
process of 1) and 2).

The evaluation function in our experiment is given
as

g = EF5/(EF1-EF2-EF3-EF4) (2)

where EF1 is the average mutual distance among
robots, EF2 is the total number of collisions against
guardrails, EF3 is the total number of collisions
against robots, EF4 is the total of direction angles
of robots, and EF5 is the average of traveled distance
in y-direction. Consequently, the evaluation function
in this study leads highly collective multi-robots move-
ments which travel long with avoiding collision against



robots. In this evaluation function, EF2 and EF3 give
the significant effect.

After genetic algorithms above, we obtained two
typical parameters are showed in Tab.4 and Tab.5.

sensor|la) 2, §3|b) f1f4, §045
S 779 488
S 215 164
S3 36 142

Tab.4: The obtained value(I) by G.A. which deter-
mine radius in Fig.3. Where the order of detecting is
b1,a2,a1,a3,bs, by and lastly other outside area.

areala) 12, §3[b) #1f4, #045
Sy 786 482
S 217 61
Ss 37 53

Tab.5: The obtained value (II) by G.A. which deter-
mine radius in Fig.3. Where the order of detecting is
a1,b1,a2,b3,as,bz and lastly other outside area.

The collective movements trained with genetic algo-
rithms operation are quite smooth without any colli-
sion. Robots interact to avoid collisions each other and
all robots go forward along one-way road. Any robot
goes backward with U-turn. Interactions among multi-
robots contribute to keep their safe and smooth trav-
els. The difference of behaviors following Tab.4 and
Tab.5 are given as Fig.6, which indicates the behavior
following Tab.4 is superior in going forward along a
road.

10)

Average of progressed distance (N

6800

Fig. 6: The average of progressed distance. Where the
solid line shows the behavior following Tab.4, the dotted
line shows the behavior following Tab.5.

5 Conclusion

We studied free style movement of multi-robots on
the Khepera robots simulator. A fish school algorithm
is applied to manipulate multi-robots. As the result
of the simulation with genetic algorithms operation,
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S,1~3 and the order of detecting area are optimized
well. Consequently, an autonomous behavior is ob-
served, where robots run well without any collision
against guardrails and other robots. Moreover, when
there is enough space ahead, the fast robot the slow
robot with changing direction. It is assumed, for an
autonomous behavior of robots, that the distance reg-
ulation between cars is important. Therefore, S,1~p3
are critical in determining the character of robot be-
haviors, which realize feasible distance to the robots
and guardrails.

In this study, something special system is not
needed to realize autonomous multi-robots move-
ments. The safe and smooth runs are realized solely
due to the repetitions of single interactions among
robots. That can be said the realization of the dis-
tributed robot control system[6]. Therefore, it is as-
sumed that the fish school algorithms is applicable to
the distributed multi-vheicle systems.

For further study, assuming more complex and long
road, the relation between the number of robots and
the effectiveness of multi-robots behavior should be
compared, because we need to discuss the swarm in-
telligent and the suitable number for the road.
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Abstract
In this research, we propose navigation system for an
electric wheelchair using a single camera. The navigation
system perceives the surrounding environments using a camera,
extracts a boundary line of a corridor and a wall and controls a
wheelchair. We investigate that a wheelchair controlled by this
system runs safely and navigates to a goal.

1 Introduction

Recently, many people have been researching autonomous
mobile robots extensively. One purpose of this research is to
build the robots that are able to run safely in unknown or
dynamically changing environments. In order to perceive the
surrounding environments, robots mount many kinds of sensors,
e.g., infrared sensors, ultrasonic range sensors and CCD
cameras.

On the other hand, as the number of senior people has
been increasing, there is a growing demand for more safe and
comfortable wheelchairs as mobile aids. There are two research
issues with these wheelchairs. One is on autonomous (or semi-
autonomous) and safe navigation, such as avoiding obstacles,
wall following, going to a goal using various sensors [1,2]. The
other is on human interfaces for easy operation [3,4].

In this paper, we propose navigation system for an electric
wheelchair using a single camera. In the computer vision,
researches of recognition of 3 dimensional information in the
environment have been performed. However, generally this
approach has large amount of calculation and it is difficult to
process 3 dimensional information in real time. Therefore, we
consider navigation system based on 2 dimensional picture
image obtained by a single camera. The navigation system
perceives the surrounding environments using a camera,
extracts a boundary line of a corridor and a wall and controls a
wheelchair. We investigate that a wheelchair controlled by this
system runs safely and navigates to a goal.

2 Outline of Wheelchair system

The wheelchair system in our research is composed of a
commercial electric wheelchair (Matsunaga MD-100), a
desktop PC (CPU:Pentiumll 400MHz, OS:Linux) and a CCD
camera as shown in Figure 1. The wheelchair has the maximum
speed of 4.5 [knvh]. The CCD camera has a function of pan and
tilt, mounted on the front and captures front images. The PC
processes picture images of the CCD camera and controls
motors of the wheelchair.

Figure 1: Wheelchair system

3 The Picture Image Processing Methods
Our wheelchair system captures picture images by using a
single camera mounted on a wheelchair and navigates a
wheelchair based on boundary lines of a passage and a wall
extracted from acquired images. The method of picture image
processing is as follows.
1.The camera captures a grayscale image.
2 Extracting edges of the image using a gradient filter.
3.Binary imaging by a threshold which is determined by
discriminant analysis.
4.Thinning
5.Determining a boundary line of a passage and a wall by
Hough transform.

3.1 Discriminant Analysis
In order to obtain binary images from grayscale images, we set



a threshold for grayscale images. However, brightness of
images changes dynamically, so that we use discriminant
analysis to determine a threshold dynamically due to the
brightness.

Intensities of pixels have values between a and b. We
separate these intensities into two groups by a threshold 7. One
has intensities between a and #-1 and average intensity £, . The
other has intensities between ¢ and b and average intensity f, .
Variance between groups 0’?, and variance within groups

0‘,2 are expressed by
-1 _ _ b _ _
Yo fo= PP+ Y n(fi-
o2 = ka k=t , 1)
B

b
Z”k

k=a

t-1 _ b _
Y (k= f)+ Y n k- £)’
0.12 = k=a k=t s 2

respectively, where f is average intensity of the image, n, is
the number of pixels with intensity k. Then we calculate
F = 0}/ o} and determine a threshold 7, ~in which F has

X
the maximum value.

3.2 Hough Transform

To detect a boundary line of a passage and a wall in a image,
we utilize the @ — p Hough transform. A straight line through
apoint (X, y) is denoted by

p=xcos@+ ysin0. A3)

So the set of lines passing through each point p, (x;,y,) is
represented as a set of sine curves in @ — p space and
multiple hits (6,, p,) in € — p space indicate a straight line
in the image (see Figure 2).

no o

%)

g 0
. "‘ }
O i) /
Pilxys) \/

0 x

Figure 2: 6 — p Hough transform.

4 Navigation Methods

When a mobile robot performs an autonomous run, the most
important point is that the robot recognizes its situation and runs
safely. In our research, we consider wheelchair navigation
based on boundary lines of a passage and a wall, which are
extracted from picture images of a single camera in the image
processing method mentioned in Sect.3. In order to recognize
left- and right-hand lines exactly, we divide the images into left
and right image regions as shown in Figure 3. In the left and
right image regions, the boundary lines are indicated by Eq.(4)
and Eq.(5), respectively.

y=a,x+b,, @
y=agx+b,. Q)
240 Left Image Right Image
140 140
3 140 140 R

320
Figure 3: Left and right image regions.

Let us explain navigation methods in the following 3
situations:

1. Facing a corridor.

2. Facing a turning point on one side.

3. Facing a wall.

(1) Facing a corridor
If a wheelchair faces a corridor, both left and right image
regions contain a boundary line of a passage and a wall as

shown in Figure 4. So @, and a in Eq.(4) and Eq.(5) satisfy
the following relations.
a, >0, a;<0. ©)

The wheelchair runs keeping two boundary lines in the left and
right image regions.



©
Figure 4: images when the wheelchair faces a corridor. (a) a
picture image. (b) a binary image after tinning. (c) left and light
images after Hough transform.

(2) Facing a Turning Point on One Side
If a wheelchair faces a turning point on one side, left or right
image region contains a boundary line of a corridor and a wall
around the turning point as shown in Figure 5. So a; and
a, in Eq.(4) and Eq.(5) satisty
a, >0, a, = 0 foraturning point on right-hand side, (7)
a, =0, a, < 0 foraturning point on left-hand side. (8)
Then the system recognizes the turning point and pans the
camera to the turning direction to confirm that there is a
corridor.

©
Figure 5: images when the wheelchair faces a turning point on

right-hand side. (a) a picture image. (b) a binary image after
tinning. (c) left and light images after Hough transform.

(3) Facing a Wall

If a wheelchair faces a wall, two image regions capture a same
boundary line or only one image region captures a boundary
line as shown in Figure 6. Therefore,

a, =agor a;>0or ap <0. ©9)

Then the system pans the camera to find a corridor and turns the
wheelchair to face a corridor.

©
Figure 6: images when the wheelchair faces a wall in the front

right direction. (a) a picture image. (b) a binary image after
tinning. (c) left and light images after Hough transform.

5 Experiments
5.1 Experimental Environment

We investigate wheelchair navigation on the second floor in the
north building of the faculty of engineering, Miyazaki
University as shown in Figure 7. The wheelchair starts at the
point S, runs through the points A, B, C, D and A and returns to
the point S.

In this experiment we investigate autonomous runs of the
wheelchair in the going strait region (A), in the right turning
region (B), in the 180° turning region (C) and in the T-junction
region (D).

Point S

Point A\

| 4

Point B

. . ]

5, \
Point C Point D

4.5m

7m

Figure 7: Experimental environments.

5.2 Results

(1) Going straight region

Figure 8(a) and 8(b) show trajectories of the wheelchair which
runs from the start point S to the turning point B and runs from
the T-junction region D to the start point S. The wheelchair has
a tendency to turn left when going straight. However it
recognizes a wall and turns right due to avoid colliding with a
wall, because the wheelchair system controls the wheelchair so
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that it captures both boundary lines in left and right image

regions.

Sm Tm

@ ®) L
Figure 8: Trajectories of the wheelchair. (a) From the start point
S to the turning point B. (b) From the T-junction region D to the

start point S.

(2) Right turning region

The wheelchair system recognizes the turning point B about 2
m before. Then the system pans the camera to the turning
direction. If image captured by the camera has both boundary
lines of a corridor, the system pans the camera to the front
direction and turns the wheelchair to the turning direction.

U

]

Figure 9: Trajectory of the wheelchair around the point B.

2m

turning point

(3) 180° turning region

When the wheelchair faces a wall, the system pans the camera
to the left and right directions. Then the system recognizes a
corridor in the right direction at the point D and (@), so that it
turns the wheelchair to the right direction.

]
@ /
-
]

Figure 10: Trajectory of the wheelchair around the point C.

a

(4) T-junction region
When the wheelchair faces a wall, the system pans the camera
to the left and right directions. Then the system recognizes a

corridor in the left direction.
/ .
-1

Figure 11: Trajectory of the wheelchair around the point D.

6 Conclusion
We have proposed navigation system for an electric wheelchair
using a CCD camera. This system has used a single camera and
2 dimensional picture images to perceive the surrounding
environments because 3 dimensional image processing has
large amount of calculation. In our experiment, we have found
that navigation system recognizes a boundary line of a corridor
and a wall properly and that the wheelchair navigates without
colliding with a wall.

As the future works, we will develop the wheelchair so
that we can ride on it and run safely and comfortably.
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Abstract

In this paper, we propose wheelchair navigation system
with infrared sensors to aid senior people and the handicapped
to drive a wheelchair. We consider two types of control
methods of this system. One is If-Then-Else rule. The other is
neural network model. We investigate that a wheelchair
controlled by this system runs safely and comfortably by neural
network model.

1 Introduction

Recently, many people have been researching autonomous
mobile robots extensively. One purpose of this research is to
build the robots that are able to run safely in unknown or
dynamically changing environments. In order to perceive the
surrounding environments, robots mount many kinds of sensors,
e.g.,, infrared sensors, ultrasonic range sensors and CCD
cameras.

On the other hand, as the number of senior people has
been increasing, there is a growing demand for more safe and
comfortable wheelchairs as mobile aids. There are two research
issues with these wheelchairs. One is on autonomous (or semi-
autonomous) and safe navigation, such as avoiding obstacles,
wall following, going to a goal using various sensors [1,2]. The
other is on human interfaces for easy operation [3,4].

In this paper, we propose wheelchair navigation system
with infrared sensors to aid senior people and the handicapped
to drive a wheelchair. In this system, a PC gets infrared sensor
values and controls an electric wheelchair. We consider two
types of control methods of this system. One is If-Then-Else
rule. The other is neural network model. We investigate that a
wheelchair controlled by this system runs safely and
comfortably.

2 Outline of Wheelchair system

The wheelchair system in our research is composed of a
commercial electric wheelchair (Matsunaga MD-100), a
desktop PC (CPU:PentiumlIl 400MHz, OS:Linux) and infrared

sensors (GP2D12) as shown in Figure 1. The wheelchair has
the maximum speed of 4.5 [km/h]. The infrared sensors are
mounted on the front and right-hand side. The PC processes
infrared sensor values and controls motors of the wheelchair.

The infrared sensor outputs a distance to an object in
voltage. Figure 2 shows distance — voltage graph for several
kinds of objects. We find that the maximum detection range of
the sensor is about 80 cm and has almost same responses to
them.

Figure 1: Wheelchair system

Voltage (V) —
3 —e— Aluminium,

-~u-- Concrete
Wood
o Human
—— Clothes
e Iron
—+— Plastic
—— Paper

10 20 30 40 50 60 70 80
Distance (cm)

Figure 2: Distance — Voltage graph of a infrared sensor.

3 Control methods

We consider control methods of a wheelchair so that a
wheelchair runs along a right side wall. We mount infrared
sensors on the wheelchair as shown in Figure 3. Two sensors
(x4, x5) are installed on front and rear right-hand side, because
the wheelchair runs along a right side wall. Four sensors (x0, x1,
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x2, x3) detect an obstacle and a wall in the front direction, so
that a front sensor value is represented by the average of these

four sensor values X,
Xo={xo+x1;x2+x3] ¢))

and other sensor values are denoted by

X, =x,, @
X, =x,. A3)
x0 x1 x2 x3
x4
5 Xx0~x3

Figure 3: Positions of six infrared sensors.

3.1 If-Then-Else Rule

First we consider If-Then-Else rules for the wheelchair to run
along a right-hand side wall. We set a threshold such that if a
sensor value is greater (smaller) than the threshold, we treat
each sensor value X,,i=012 as 1 (0) for simplicity. Thus all
sensor states are 8 and each state is shown in Fig. 4. We also
choose three kinds of wheel speeds as Vj, =V,0,-V,
and express them as R,L = +1,0,—1, respectively. We
determine If-Then-Else rule for these states as follows.

M (Xo, X, X,) =(0,00), (L,R) = (1,0)

Any sensor does not detect a wall, so that the wheelchair
turns right widely to approach the wall.

@ (Xo,X,X,)=(00]), (L,R) =(1,0)

Only the rear sensor detects a wall and the wheelchair runs in
the front left direction. So the wheelchair turns right widely
to run in parallel with the wall.

(3) (X09 XI,XZ) = (0,1,0)’ (L9 R) = (091)

Only the front side sensor detects a wall and the wheelchair
runs in the front right direction. So the wheelchair turns left
to avoid a collision with the wall and to run in parallel with
the wall.

@ (Xo, X, X,)=OLD, (L,R) = (L)

Two side sensors detect a wall and wheelchair runs in parallel
with the wall. So the wheelchair runs straight.

©) (X,,X,X,)=(100), (L,R) = (-1D

Front sensors detect a wall in front, so that the wheelchair
makes a quick left turn to avoid a collision with the wall.

© (Xy, X, X,) =101, (L,R) = (-L)

Front sensors and the rear sensor detect a wall, so that the
wheelchair turns left quickly to avoid a collision with the
wall.

7 (Xy, X, X,)=(110), (L,R) =(-LD

Front sensors and the front side sensors detect a wall, so that
the wheelchair makes a quick left turn to avoid a collision
with the wall.

® (Xo, X, X,) =L, (L,R) = (-L1)

All sensors detect a wall, so that the wheelchair makes a
quick left turn to avoid a collision with the wall.
The wheelchair controls given by Fig.4 are easily expressed by
If-Then-Else rule and coded in PC. Therefore, PC gets sensor
values through AD board and gives control signals to left and
right wheels through DA board.

(XO)‘YPX))‘:‘(O’O’O)

(X0$-)(1’X2) = (0’0,1)
» = -

(Xo, X1, 45) =L
s

Figure 4: 8 sensor states and the wheelchair behaviors.

3.2 Neural Network Model
The If-Then-Else model given in the previous subsection can be
easily transformed to neural network model. The wheel controls
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given in the previous subsection are expressed in a three
dimensional space (X, X, X,) as shown in Fig.5, where

speeds of each wheel are expressed by block circle for
maximum speed, triangle for zero speed and white circle for
maximum backward rotation. If one introduces a step function
defined by

f(x)=1 for x>0
0 for x=0 (C))
-1 for x<O0,
Then If-Then-Else rule model is expressed as
L=f(-4X,- X, + X, +1)
R=f(X, +X,)

The reason is explained as that the flat surface
-4X,-X,+X,+1=0 in eq.(5) separates positive and
negative regions in Fig.5 and correctly gives wheel speed for
left wheel. Similarly right wheel speed is expressed by the
second equation of eqgs.(5).

We are now at the stage to extend If-then-Else model to

®

neural network model. If we introduce smoothly increasing
function

F (x) = tanh(wx) 6)

and extend the former equations (5) to
L=F(-4X,- X, + X, +1)

@
R=F(X, +X,)

We can control wheel speeds in a smooth way. Equation (7)
tells us that the wheel speed becomes larger if the point
(X,,X,,X,) is far away from the flat surfaces where the
arguments of F in eq.(4) is zero. In this sense we can control
wheel speeds in an analog way. Furthermore we can take
original real sensor values for X, instead of taking digital
values O or 1 for X, , so that a set of sensor values distributes
inside of left and right cubes given by Fig.5. Thus, we conclude
that we have arrived at purely analogy model. The equation (7)
is called as a neural network model whose general forms are
expressed by

5

R= f(z Wi X; +We)

i=0

5
L=fQ W,x +W,,) ®
i=0
and shown in Fig.6. The learning algorithm is expressed as
follows. When a flat space is moved a little bit from the surface

shown in Fig.5 by changing synaptic W,, we learn that the
new synaptic couplings are better than the former if the
wheelchair has a better performance than the former and vice
versa. Therefore, we can obtain a learning algorithm in which a
better performance is obtained step by step by measuring an
appropriate evaluation function.

"""""" e 0:
1 i
o .
L=1for @ R=1for @
L=0for A =0 for A
L=-1for O

Figure 5: Three dimensional space.

Figure 6: Neural network model.
4 Experiments
4.1 Experimental Environment
We make three experiments on wheelchair navigation on the
second floor in the north building of the faculty of engineering,
Miyazaki University as shown in Figure 7. Three experiments
are as follows.

Ex.1: Experiment with a straight region.
Ex.2: Experiment with a turning point.
Ex.3: Experiment with a concave wall.

| Ex.3

=

/al /|l 3l 3l

]
Ex.2 Tp_n
)

2m
3m

Figure 7: Experimental environment
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4.2 Results

Fig. 8(a), 8(b), 8(c) show Ex.1, Ex.2, Ex.3 for the If-Then-Else
rule model, respectively and Fig. 9(a), 9(b), 9(c) show Ex.1,
Ex.2, Ex.3 for the neural network model, respectively. We
understand from the Figures that the If-Then-Else rule model
gives behaviors very much depending on the initial conditions
and circumstances around the wheelchair Different pictures in
the same Figure in Fig.(8) shows the results for different initial
conditions. The neural network model, on the other hand, keeps
its trail in a stable and smooth manner and has robustness under
noisy environment.

5 Conclusions ‘

A wheelchair navigation system is considered by using infrared
sensors. Two types of control models are considered. One is If-
Then-Else model and the other is neural network model. It was
discussed that neural network model has superior behavior than
the If-Then-Else model under the complicated circumstances.

m

@

25m

) ©
Figure 8: Trails of the wheelchair controlled by If-Then Else
rules. (a) a straight region. (b) a turning point (c) a concave wall.

@

®)

. —=

©
Figure 9:Trails of the wheelchair controlled by If-Then-Else
rules and neural network model are shown in left pictures and in
right pictures, respectively. (a) a straight region. (b) a turning
point. (c) a concave wall.
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Abstract

We propose a new retrieval system of images using
PIFS coding. In PIFS encoding, a compression code
contains mapping information between similar regions
in the same image. These mapping information can
be treated as vectors, and representative vectors can
be generated using them. Representative vectors de-
scribe the feature of the image. Hence, the similarity
between images is calculable from representative vec-
tors directly. This similarity is applicable to image
retrieval. In this report, we explain this scheme and
demonstrate its possibility experimentally.

1 Introduction

A lot of image retrieval system has already been
studied, and some of them are used commercially[1].
These many systems use the database of original image
set. However, there are a few systems which used the
database of compressed image set directly.

In this paper, we suggest a new retrieval technique
that uses compression codes, especially we use fractal
image compression method here. This compression is
a relatively recent technique and based on the self-
similarity of images. Focusing on a robust property
of this compression method, we have developed new
similarity retrieval system.

2 Related Work

In general, image retrieval process can be described
as follows. At first, a system does featurc extrac-
tion from an original image sct and creates indices of
their image sets. These indices are registered with a
database and treated as objects.

In retrieval, the system cxtracts the feature of a
query image which a user requested, and comparcs
the feature of the query image with the database. As

a result, the system shows several candidate image to
the user. In this process, a performance of the system
greatly depends on an process of fcature extraction
from original image sets.

If a system uses the database of compressed codes,
A system do not extract feature from original image
set . Compression operation is reducing redundancy
from original data[2]. And we can consider this process
corresponds to feature extraction process from original
image sets.

Based on the same concept, the retrieval technique
that used Wavelet and DCT exists[1]. However, there
is no report about a retricval system which use fractal
image compression method.

3 Similarity-based Image Retrieval
3.1 Fractal Image Compression

Fractal Image Compression devised by Michel F.
Barnsley. The main idea of this coding an image is
the observation that self-similarity is found within im-
ages and is extractable. This employs an affine trans-
forms. An iterated function system consists of a set of
these transforms. Therefore, Fractal Image Compres-
sion called as an IFS[3].

Barnsley’s method was no automated encoding al-
gorithm. Jacquin improved Barnsler’s method and de-
veloped a automatic compression method[4].

As shown in Figure.1, Jacquin defined large regions
called domain that are associated with smaller regions
called range. Each range region is defined as being sim-
ilar with a domain region. This method is called PIFS
coding because of partitioning a image to regions[5].

This compression technique can decode the image
from the codec arbitrary resolution. From this prop-
erty, The system can create a image of arbitrary reso-
lution according to the situtation.
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Figure 1: Similar Regions. Small regions are range
and large regions are domain.

3.2 Representative Vectors

In the PIFS code, Relations of similarity regions are
recorded as followed,

rT dr
Ty | =w; | dy (1)
rz dz

where, rz and ry represent position of the range re-
gion, and rz representsa brightness value of this re-
gion. dz,dy and dz represent position information and
a brightness value of domain region, too. These do-
main and range regions are similarity relation. This
relational is represented by a contractive mapping w;.

As mentioned before, the PIFS code itself can be
considered as a feature of the image. In addition, we
introduce the following process as Figure 2 for effective
specification.

1. Extraction of mapping vectors from the code
The system extracts corresponding range re-
gion(R) and domain region(D) and obtain a vec-
tor from (R) to (D).

2. Clustering for mapping vectors
In process (1), a lot of vectors arc generated. By
clustering these vectors, we obtain a new vector
set. This is a representative mapping vector sct
and we can consider it as a specific featurce of this
image.

In our proposed method, we treat the representative
vector as the feature vector of the image and apply to
the image retrieval system.

In next subscction, this process is described in de-
tail.

3.3 Similarity Using Correlation of PIFS
Codes

As mentioned before, fractal image compression
searches for domain regions which are similar to the
range regions. And we can characterize the image by
mapping vectors from the range to the domain. Im-
portant points of this method are

1. A relation between the domain and the range does
not change so long as the image does not change
greatly.

2. Mapping vectors of a image is different from those
of the other image in casc that these images are
completely different.

Similarity between two images is calculated by fol-
lowing process. Here we denote two images as image
A and image B, and denote vector sets in cach image
as A and B.

1. Decision of a vector pair
A vector is sclected from sct A, and correspond-
ing vector that satisfics the following formula is
scarched in set B. This process is executed for all
vectors in A.

bi = f(a;) = argmin |la - b|| (2)
beB

2. Calculation of the similarity

From a correspondence of vector sets, The sim-
ilarity of two images arc calculated by following
formula. F(A)]

s(A,B) = 2200 (3)

14|

where |f(A)] is the number of corresponding vec-
tor of f(a) € B. And |A| is cardinal number of
set A.

From this definition, the range of the similarity is
between 0 and 1. It means that if the two images are
completely different, the value of s becomes 0, and if
they arc same image, this value becomes 1.

3.4 Distance between two images
In retrieval, we used the d;,,, distance included the
similarity. The distance d(A, B) to be provided when

the system decides a correspondence vector is repre-
sented as follows.

k
d(A4,B) =3 _min la; ~ b (4)
=1
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(a) Original Image

(b) Mapping Vectors
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e xin

(c) Representative Mapping Vectors

Figure 2: Generating a set of representative mapping vectors

If two images are similar, this accumulation dis-
tance becomes a small value. Using this distance and
the similarity, we suggest the following distance.

1
dsim(A, B) = d(A,B)—— =~
im(4,B) = (4, B) x5 (5)
This distance prevents a false retrieval when a similar-
ity is high by mistake.

4 Experiments

To confirm the effectiveness of our proposed
method, we carried out two types of fundamental ex-
periments. The experiments were executed by a PC
with dual CPU(Pentium3-550MHz) and its OS was
Linux 2.2.17.

4.1 Robustness of the proposed method

At first, we confirmed the robustness of this system
by changing size, angle, brightness and noise. Figure
3 is the relation between the magnification and the
similarity. This figure shows the similarity is not so
different if the size is changed. Especially, the value
keeps high until the magnification is 1.6 times. We
also confirmed the robustness for angle, brightness and
noise.

4.2 Image retrieval

Next, we will show the result for image retricval.
We prepared a database composed of 960 digital im-
ages(8 bit gray scale, 320x240 pixel), which contains
natural sceneries, buildings, dolls, and so on.

They are preprocessed and described by represen-
tative vectors. Table 1 shows the result for retrieval.
Images in the left column are the query images, and
4 images in right column are the searched images ob-
tained by the proposed method.

500 T
1
1

anus.

.
!

S

~

o7
0 100 200 300 400 500 10 11 12 13 14 15 16 17 18 19
xn

ha

(a) Representative mapping vectors
every magnification rate

(b) Similarities every magnification rate

Figure 3: Similarity for magnifications of the image

Values in each image are the distance between the
query images and each of them. This result shows
the proposed method works well as an image retrieval
system.

5 Conclusion

We proposed new method for image retrieval using
PIFS. In our method, we get the mapping relations
between the range region and domain region in an im-
age, and we described the relations by vectors from
the range to the domain at first. Next, some repre-
sentative vectors are generated by using them. They
arc treated as the feature vectors of the image. In re-
trieval process, we calculated the similarity between
the images by defining the similarity and the distance
between two images. The effectivencss of the proposed
method was confirmed by a fundamental experiments.

Now we are evaluating the cfficiency of the system
using large scale database.
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Table 1: Retrieval Results

Query Image 2

Rank

0.0 49.1

56.1

50.6

58.0
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Abstract

This paper considers feedback control systems
wherein the control loops are closed through a real time
network, and expresses the LTI system with the con-
straint in an input/output as a periodic discrete time
system. We shall stabilize this system by using output
sampled hold control. This method has the merit that
capacity of an sensor-controller communication bus is
little.

keywords: linear control system, periodic systems,
limited communication control, sampled hold control

1 Introduction

For the problem of remote control system in which
sensors and actuators are connected via network, it
is important how to communicate signals under con-
strained capacity of communication bus. Such a con-
straints cause bad influence to system performance.
In [2, 3], [9], it is shown that LTI systems with peri-
odic communication constraints are described by pe-
riodic discrete-time systems with the special structure
and stabilized using static output feedback or observer
based controller.

Several authors represented by Araki et al. have
dealed with stabilization of time-invariant continuous
systems by time-varying output feedback [4]. On the
other hand, Kaczorek proposed the similar method for
discrete-time systems [5]. We extend this method to
the periodic discrete-time case independently of Kac-
zorek, and call it output sampled hold control [6, 8]. In
[8], under the assumption that eigenvalues of a mon-
odromy matrix are distinct, we have given a necessary
and sufficient condition that the close loop system can
be stabilized.

In this paper, we apply the result of [8] to stabi-
lization of LTI system with periodic communication
constraints. Our method has a merit that capacity of
a sensor-controller communication bus is little.

M. Kono
Faculty of Enginnering
Miyazaki University
1-1 Gakuenkibanadai Nishi
Miyazaki, Japan, 889-2192.
kouno@cs.miyazaki-u.ac.jp

2 Preliminaries

Let the plant be an LTI (linear time-invariant) discrete
time system

z(t+1) = Az(t) + Bu(t) (1)
y(t) = Cz(b),

where x € R"™ is a state vector, u € R™ is a actuator-
input vector, y € RP is a sensor-output vector. The
controller is connected to system (1) via network. Be-
cause of the constraints on capacity of a communicat-
ing bus, only partial elements of the controller output
are transmitted to the plant. Only the corresponding
elements of the actuator-input are updated and other
elements are held until next signals arrive. Similary,
only partial elements of the sensor-output are trans-
mitted to the controller.

We assume that the controller-plant communication
follows periodic pattern. Let a controller-actuator
update pattern denote an w-periodic vector o.(t) €
{0,1}™ where the i-th element of o.(t) is 1 if the i-
th input are updated at time t and is 0 otherwise.
For a sensor-controller update pattern, an w-periodic
vector o,(t) € {0,1}? is defined similary. o;(t) and
oo(t),(t = 0,1,2,...) are called communication se-
quences.

Definition 1 Assume that capacity of the input (out-
put) bus is constrained by b, < m(b, < p). A pair
(0c(t),0,(t)) is admissible if the following conditions
are satisfied,

i) lloc@®)|]? < be, lloo(@®)])? < boy,t =0,...,w—1

ii) span{o.(0),0.(1),...,0.(w — 1)} = R™
span{0,(0),0(1),...,0,(w 1)} =RP

where || - || denotes the Fuclidean norm.

3 Derivation of periodic systems

We assume that the pair (o.(t),0,(t)) is admissible.
Let y,(t) be a controller input signal at time ¢, then

w(t) = diag(oo(t))y(t)
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+ (I — diag(o,(t)))y.(t — 1), (2) Define

where diag(z) denotes a diagonal matrix, whose diag- i z(t) T
onal element is z;. By substituting iteratively, we have z(t—1)
y.(t) = diag(ao(t))y(t) + (I — diag(oo(t))) :
-diag(ao(t — 1)y(t — 1) + (I — diag(o(t))) @ = | Tt-w+D
(I — diag(o,(t — 1)))diag(0,(t — 2))y(t - 2) R IEECES VN
+---+ (I — diag(oo(t)))(I — diag(o,(t — 1))) u,(t —2)
- diag(oo(t —w + 1))y(t —w + 1), (3) :
Now we define | w(t—w+1) |
D,(t,t) = diag(o,(t)) neg = w(m+n)—m.
Do(ta 3) = (I - dlag(ao(t)))(l - diag(ao(t - 1))) T Then, we have
-(I — diag(o,(t — s + 1)))diag(o,(s)),
RIS Zat+1) = Aa()za(t) + Ba(thu(t),  (10)
Then equation (3) can be expressed as Ag(t) = al(; () Aau Eg (11)
t Aaz (1) ]
w(t)= Y Do(t,s)y(s). (5) 40 0]
s=t—w+1 A (8) = I ’
Let u,(t) be a controller-output signal. Then, by the
similar procedure, we get 0 ... I 0]
BD.(t,t —1)
u(t) = Z De(t, 5)u(s), (6) 0
s=t—w+1 Aa12 (t) = : ’
where 0
D (t,t) = diag(o,(t)) 0 0
D.(t,s) = (I — diag(o.(1)))(I — diag(oc(t —1)))--- I,
(I — diag(oo(t s +1)))diag(0(s)), Ao () =
s=t-1,...,t—-w+1 (7
By substitutng (6) to (1), we get - 0 I 0
t BDC(t7 t) ]
zt+1)=Az(t) + B Y Dc(t,9)u(s).  (8) 0
s=t—w+1 .
The second term in the right hand of equation (8) be- 0
comes B, (t) = I, u,(2)- (12)
i 0
> BD.(t,s)u(s) .
s=t—w+1 :
= BDc(t’t)uL(t)+[BDc(tat_1)7"'7 L 0 J
u,(t —1) Further, let
BD.(t,t —w + 1)] u‘(t'_’m . Ca(t) = [Do(t,t)C,...,
: D,(t,t —w+1)C|0,...,0]. (13)
u(t—w+1)

Then it follows from (9) that
It follows from (1) and (5) that

y,,(t) =C, (t)wa(t)' (14)
y(t) = Z D,(t,s)Cx(s) Let 3, denote the periodic extended system (10) and
s=t—w+1 (14). Let
= [D,(t,t)C, D,(t,t —1)C,...,

Xa(to) = Xalto,to —w)

z(t) = Au(to—1) - Aa(to —w)
D,(t,t —w+1)C) : -(9) _ [ Xan(to) Xay,(to) 15
z(t—w+1) N 0 Xag (to) (15)
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Then, it follows from (11) that

Xau(to) = A‘:u (16)
Xax(t) = A4;,, =0 (17)
Xays(to) = AY M Aay, (to — w)

+A:)1_12Aa12 (to —w+ 1)Aa22

AL P Ay, (o —w + 2) A2,

o+ Agyy Aay, (to — 2)AY2 (18)

Remark 1 X,(t) is called a monodromy matriz of
> . at time to and its eigenvalues are independent of
to-

The following proposition shows a the special property
of the monodromy matrix for .

Proposition 1 X,(t9) has (m+n)(w—1) zero eigen-
values.

The proof of Proposition 1 is given in Appendix. For
system ), we set the following definitions.

Definition 2 Let an eigenvalue and a right eigenvec-
tor of Xq(t) be A and w(t) respectively. The eigen-

value X is said to be sample-unobservable at time t, if
C(t)w(t) = 0.

Remark 2 System ), is said to be sample-observable
at time t, if all eigenvalues of X,(t) are sample-
obseruvable.

Definition 3 System >  is said to be sample-
detectable at time t, if all the eigenvalues such that
[A| > 1 are sample-detectable.

In order to apply the result of [6], we introduce the
time-invariant system ) assosiated with ).

Zo((l +1))w + o)
=Xo(to)Za(lw + o) + Qa(to)[uT (Iw + to),

v uT(lw+w—14+1)]7, (19)
y(lw +to) = C,(to)z(lw + to), (20)
where
Qa(to) = [Xa(to,t() —-—w+ 1)Ba(t bt w),
Xa(to,to —w+ 2)Ba(t0 —w+ 1),
., Ba(to — 1)]. (21)

The following proposition gives the relation between

Y. and Y,

Proposition 2 ) is sample-detectable at time to if
and only if 3, is detectable at time to, and )", is
reachable at time to if and only if 3, is reachable at
time tg.

4 Main results

Let a sampled output periodic hold control have the
form
u, (t) = H(t)yb (inaw + tO),
H(t+ n,w) = H(t),
t € [inqw + to, (i + D)new + to),
1=0,1,....
By applying control (22) to system ), the state tran-

sition of the closed-loop system from time in,w + ty to
time (i + 1)n,w + to obeys

(22)

Zo((i + D)ngw + to) = Uy z(ingw + to),

1=0,1,... (23)
where
now-+to
\I’to = *Xa('n/a(!u + thtO) + Z Xa(naw + to,j)
j=to+1
xB(j — 1)H(j — 1)Ca(to)- (24)

Stability of the closed-loop system is dominated by the
eigenvalues of ¥,,. That is, the system (23) is asymp-
totically stable if and only if all eigenvalues of ¥;, have
magnitudes less than 1. The following theorem is a
main result of this paper.

Theorem 1 There exzist a time-varying matriz H (t)
such that the closed-loop system (23) is asymptotically
stable only if

i) Y, is stabilizable at time to
i) Y, is sample-detectable at time tg

Proof Let A, vT(ty) and w(ty) denote an eigenvalue,
a left eigenvector and a right eigenvector of X (w +
to, to) = Xo(to), respectively.

Proof of (i) : Suppose that system (1) is not stabi-
lizable at to. Then, there exist A and v? (¢p) # 0 such
that |A| > 1 and

vT(to)X;,(w + t(), to) = /\’I)T(to)

v" (t0) Xa(w + 10, 5)B(j — 1) = 0,
Jj=to+Lto+2,...,t0 +w.

It follows from (25) and (26) that

(25)

(26)

nqew+to

>~ v (o) Xa(naw + to, 5)B(j — 1)H(j — 1)Calto)
J=to+1
ng—1 w

Z ZvT(to)Xa(naw +to,qw + k + to)

q=0 k=1
XB(qw+k —1+to)H(qw+k — 1 +t5)C,(to)

Ng—1 w

Z Z 07 (t0) Xa(naw + to, (¢ + 1w + to)

q=0 k=1
xXo((g+ 1w+ to,qu + k + to)
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xB(qw +k-1 + to)H(qw +k-1+ to)Ca(to)
Nna—1 w
= > > 0" (to)Xa((na — g — Dw + to, to)
q=0 k=1
X Xo(w + to, k + to) - B,(k—1+1t)
XH(quw +k — 1 +1o) - Ca(to)
Na—1 w
= Z ZUT(to)(Xa(w + to, tg)) (P97
q=0 k=1
X Xg(w + to, k + to) -Ba(k —1+to)
xH(qw +k — 1+ tg) - Ca(to)
Na—1 w
D) Arema Uy T (1) X, (w + to, k + to)
=0 k=1
XBa(k— 1 +t0) -H(qw+k - 1+t0) 'Ca(to)
= 0.

(27)
Since premultiplying (24) by v7 (to) gives

ngw-+to
T (t0) s, = v (t0) Xa(naw +to,t0) + Y 0" (to)
Jj=to+1

X Xo(new +t0,7)Ba(j — 1)H(j — 1)Cy(to), (28)

in virture of (27) we have

’UT(to)‘IJtO vT(to)Xa(naw + to,to)

vT (t) Xo ()™ = A= 0T (t). (29)

This shows that A™ is an eigenvalue of ¥, . Since
|[A”e| > 1, the closed system is not asymptotically sta-
ble.

Proof of (ii) : Suppose that (C,(to), Xo(w + to,%0))
is not sample-detectable. Then, there exist A and
w(to) # 0 such that |A] > 1 and

Xa(w + to, to)w(te) = Aw(to), (30)
Calto)w(te) = 0. (31)
Postmultiplying (24) by w(to) glyes
Yyw(to) = X7« (to)w(to)
= Ahw(b), ™21 (32)

This shows that the closed-loop system is not asymp-
totically stable.

Q.E.D.

5 Conclusion

We have given a necessay condition for LTI systems
with periodic communication constraints to be stabi-
lizable by output sample hold control. The problem
for future study is to show that the condition of The-
orem 1 is also sufficient. Then, it is expected that ),
plays an important role.
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A Appendix
A.1 Proof of Proposition 1

Since
AY, 0,
w Aw_l b 07 b
Aau = : : K
A’ O’ b

in virture of (16), we have

rankX,,, (t) = n. (33)
It is clear that X,(to) has (m + n)(w — 1) zero eigen-

values.
Q.E.D.
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Abstract

We think that recently, due to the advances in com-
puter animation, virtual reality systems and so forth,
it is useful for analyzing computational complexity
of multi-dimensional information processing to expli-
cate the properties of four-dimensional automata. In
this paper, we investigate the computational complex-
ity for the simulation of four-dimensional one-marker
automata by seven-way four-dimensional Turing ma-
chines.

1 Introduction

Blum, et al. proposed two-dimensional automata
as the computational model of two-dimensional pat-
tern processing, and investigated their pattern recog-
nition abilities[1]. After that, due to the advances
in many application areas such as computer vision,
robotics, and so on, the study of three-dimensional
automata has been meaningful[3]. However, in re-
cent years, there have arisen many requirements for
dynamic image precessing with advances in computer
animation, virtual reality systems, and so forth. Thus,
we think that it is useful for analyzing dynamic images
to study the properties of four-dimensional automata,
i.e., three-dimensional automata with the time axis
as the computational model of dynamic image pro-
cessing. This paper deals with four-dimensional one-
marker automata in terms of the space complexi-
ties that seven-way four-dimensional Turing machines,
which can move east, west, south, north, up, down,
and future, but not past on four-dimensional rectan-
gular input tapes, require and suffice to simulate four-
dimensional one-marker automata.

Makoto Sakamoto
Dept. of Comp. Sci. and
Sys. Eng., Miyazaki Univ., Sys. Eng., Miyazaki Univ.,
Miyazaki, 889-2192 Japan

Katsushi Inoue
Dept. of Comp. Sci. and
Sys. Eng., Yamaguchit Univ.,
Ube, 755-8611 Japan

2 Preliminaries

Definition 2.1. Let X be a finite set of symbols. A
four-dimensional tape over ¥ is a four-dimensional
rectangular array of elements of ¥. The set of all four-
dimensional tapes over ¥ is denoted by (). Given a
tape ¢ € X for each j(1<j<4), we let [;(z) be the
length of x along the j** axis. When 1<i;<l;(z) for
each j(1< j<4), let z(iy,142,%3,14) denote the symbol
in £ with coordinates (i1,1%2,3,%4), as shown in Fig. 1.
Furthermore, we define

$[(i1,7:2,7:3,7:4), (le,zlzazé,,lf;)]’

when 1<i; <4’ <l;(x) for each integer j(1<j<4), as the
four-dimensional tape y satisfying the following :

(i) for each §(1<5<4), 1;(y)=t} —i; +1;

(ii) for each ri,ro,r3,rsa (1< <li(y), 1<r2<ix(y),
15T3Sl3(y)’ 1ST4SI4(y))7 y(’[’l,TQ,Tg,T‘;):ZII("']
+i1—1,ro+ia—1,r3+43 — 1, g + 24 — 1).

“““““

- JxE ~ .
res ‘ f 04
time axis
. . f
&
-1

Fig. 1: Four-Dimensional Input Tape.

Definition 2.2. A four-dimensional nondetermi —
nistic one-marker automaton 4-N M, is defined by
the six-tuple

M= (Q,q07F’2a+7 _76)a

where
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(1
)]
3)
(4) X is a finite input alphabet (f¢X is the boundary
symbol),

Q is a finite set of states,
Q€EQ is the initial state,
FCQ is the set of accepting states,

(5) {+,—} is the pair of signs of presence and absence
of the marker,

(6) &: ((@x{+,—}) x (Bu{th x {+-D)—
2@ {+=H x ((SU{t}) x {+,—}) x {east,west,s0-
uth,north,up,down,future,past,no move}) is the
nezxt-move function, satisfying the following: For
any QJqI€Q7 any aval € E! any uau’)val € {+7‘}s
and any d € {east,west,south,north,up,down,fut-
ure,past,no move}, if ((¢',u'),(a’'v"),d)€6 ((gu),(
a,v)) then a=d’, and (uv,u' W )e{(+,—,+,—),(+,
== th(=h =) (= =)=k

We call a pair (¢,u) in @x{+,—} an extended state,
representing the situation that M holds or does not
hold the marker in the finite control according to the
sign u = + or u = —, respectively. A pair (a,v) in
¥ x {+,—} represents an input tape cell on which the
marker exists or docs not exsit according to the sign
v = + or v = —, respectively.

Therefore, the restrictions on ¢ above imply the fol-
lowing conditions. (A) When holding the marker, M
can put it down or keep on holding. (B) When not
holding the marker, and (i) if the marker exists on the
current cell, M can pick it up or leave it there, or (ii)
if the marker does not exist on the current cell, M
cannot create a new marker any more.

Definition 2.3. Let T be the input alphabet of 4-
NM,; M. An eztended input tape Z of M is any four-
dimensional tape over £x{+,—} such that

(i) for each j(1<j<4), L;(Z)=l;(z),

(ii) for each i1(1<i1 <l (&), 12(1<i2<l2(Z)), i5(1<
i3<l3(Z)), and i4(1<is<Uy(E)), T(ir,02,03,10) =
z(iy, 12,43, %4, u) for some u € {+,-}.

Definition 2.4. A configuration of 4 NM; M =
(@,490, F, X, 68) is an element of

(EUfth) x {+, =D x (@ x {+,—}) x N*,

where N denotes the set of all nonnegative inte-
gers. The first component of a configuration ¢ =
(&,(q,u),(i1,12,13,14)) represents the extended input
tape of M. The second component (g,u) of ¢ rep-
resents the extended state. The third component
(21,12, 13,44) of ¢ represents the input head position.

If ¢ is the state associated with configuration ¢, then
¢ is said to be an accepting con figuration if ¢ is an
accepting state. The initial configuration of M on
input z is
In(z) = (27, (g0, +),(1,1,1,1)),

where 27 is the special extended input tape of M
such that &~ (41,42, 13,44)=(2(i1, 12,13, 14), —) for each
i1, 12, 13,04 (181 <0 (2),1<ia<Ia(F),1<is <I3(E),1<ig
<l4(2)). If M moves determinately, we call M a four-

dimensional deterministic one-marker automaton 4-
DM,.

Definition 2.5. A seven-way four-dimensional
Turing machine is defined by the six-tuple

M = (Q,q, F,%,T,9),
where
(1) @ is a finite set of states,

(2)
(3) FCQ is the set of accepting states,
4)

Q€EQ is the initial state,

¥ is a finite input alphabet ($¢% is the boundary
symbol),

(5) T is a finite storage-tape alphabet (BE€T is the
blank symbol), and

(6) SC(QX(SU{z}) xD) < (@ (T—{ BY) x feast,west,
south,north,up,down,future,no move} x {right,
left,no move}).

If M moves determinately (nondeterminately), we
call M a seven-way four-dimensional deterministic
(nondeterministic) Turing machine SV4-DTM
(SV4-NTM).

Let L: N®5R be a function. A seven-way four-
dimensional Turing machine M is said to be L(l,m,n)
space bounded if for each I,m,n>1 and for each
z with lj(2)=l, l(z)=m and l3(z)=n, if z is ac-
cepted by M, then there is an accepting computation
path of M on z in which M uses no more than
L(l,m,n) cells of the storage tape. We denocte an
L(l,m,n) space bounded SV4-DTM (SV4-NTM) by
SV4-DTM(L(I,m,n)) (SV4-NTM(L(I,m,n))).

Definition 2.6. Let 7(M) be the set of four-
dimensional tapes accepted by a machine M, and
let £[4-DM;|={T|T(M) for some 4-DM; M}. £[4-
N My, etc. are defined in the same way as £][4-DM;].

We can easily derive the following theorem by using
ordinary technique[3].

Theorem 2.1. For any function L(l,m,n) > log(l
mn), £[SV4NTM(L(l,m,n))]CU.»¢ £[SV4-DTM
(2C(L(l,m,n)))].
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3 Sufficient Spaces

In this section, we investigate the sufficient spaces
(i.e., upper bounds) for seven-way four-dimensional
Turing machines to simulate four-dimensional one-
marker automata.

Theorem 3.1. £[4-DM]
C£[SV4-NTM(Imn log(lmn))].

Proof : Suppose that a 4-DM; M = (Q,qo, F,X,0)
is given. We partition the extended states @ x {+, —}
into disjoint subsets Q* = Q x {+} and Q= = Q x
{-} which correspond to the extended states when
M is holding and not holding the marker in the finite
control, respectively. We assume that M has a unique
accepting state q,, i.e., |F| = 1. In order to make our
proof clear, we also assume that M begins to move
with its input head on the southmost and eastmost
bottom boundary symbols #’s of input tape at time ¢,
i.e., position (I +1,m+ 1,n + 1,¢t + 1) and, when M
accepts an input, it enters the accepting state at the
same position (I+1,m+1,n+1,¢t+1) with the marker
held in the finite control.

Suppose that an input tape z with l; () = I, lx(z) =
m, I3(z) =n and l4(z) =t is given to M. For M and
z, define three types of functions f,f_, ,T+ and f,f _.

(g7 ,i,5,k) = (¢7,¢,5',K'): Suppose that we
make M start from the configuration (z~,q,(4,7,k,h—
1)), i.e., no marker existing either on the input = or
in the finite control of M. After that, if M reaches
the ht* three-dimensional rectangular array of z in
some time, the configuration corresponding to the first
arrival is (z7,¢'~,(¢',5',k',h)),

f,f+(q+,i,j, k) = (¢'*,i,7',k'): Suppose that we
make M start from the configuration (z~,q%,(4,5,k,h—
1)), i.e., holding the marker in the finite control of
M. After that, if M reaches the h** three-dimensional
rectangular array of x with its marker held in the fi-
nite control in some time (so, when M puts down the
marker on the way, it must return to this position
again and pick up the marker), the configuration cor-
responding to the first arrival is (z~,¢'",(¢',5',k',h)),

f,f_(q‘,i,j, k) = (¢',i,7',k"): Suppose that we
make M start from the configuration (z~,¢,(3,5,k,h+
1)), i.e., no marker existing either on the input tape
or in the finite control of M. After that, if M reaches
the ht* three-dimensional rectangular array of z in
some time, the configuration corresponding to the first
arrival is (x- 7q—7(il7jl7k,’h))7

I: M never reaches the h*" three-dimensional rect-
angular array of z.

Then, we can show that there exists an SV4-

NTM(lmnlog(lmn)) M' such that T(M')=T(M).
Roughly speaking, while scanning from the top three-
dimensional rectangular array down to the bottom
three-dimensional rectangular array of the input along
the time axis, M' guesses f,f_, constructs f,:l and
f,IL, checks f,f:l, and finally at the bottom three-
dimensional rectangular array of the input, M' de-
cides by using ftTJr_1 and ff_:‘l whether or not M ac-
cepts z. In order to record these mappings for each h,
O(Imn) blocks of O(log(lmn)) size suffice, so in total,
O(Ilmnlog(lmn)) cells of the working tape suffice. It
will be obvious that T'(M)=T(M"). O

From Theorem 2.1 and 3.1, we get the following.

Corollary 3.1. £[4-DM;]
§£[SV4-DTM(20(lm"l°g(lm")))].
We next show that 1?m?n? space is sufficient for

SV4-NTM’s to simulate 4-N M;’s. The basic idea of
the proof are the same as those of Theorem 3.1.

Theorem 3.2. £[4-NM;]|C£[SV4-NT M (I>m?n?)].
From Theorem 2.1 and 3.1, we get the following.

Corollary 3.2. £[4-NM;]
CL£[SV4-DT M (20m*n®))].

4 Necessary Spaces

In this section, we show that the algorithms de-
scribed in the previous section are optimal in some
sense.

Definition 4.1. Let z be in £4 (X is a finite set
of symbols) and l;(z) = I, l2(z) = m and l3(z) = n.
For each r (1<r< Q[l4(z)/lmn]) (where Q[l4(z)/Imn]
denotes the quotient when l4(z) is divided by Imn),

z[(1,1,1, (r — D)lmn + 1), (I, m,n,rlmn)]

is called the r** (I,m,n)-block of z. We say that the
tape z has exactly ¢(l,m,n)-blocks if l4(z) = clmn,
where c is a positive integer.

Definition 4.2. Let (I, m1,n1),(l2,m2,n2),... be a
sequence of points (i.e., pairs of three natural num-
bers), and let {(l;,mi,n;)} denote this sequence. We
call a sequence {(l1,m1,n1)} the regular sequence of
points if (I;,m;,n;) #(1;,m;,n;) for i #j.

Lemma 4.1. Let Ty={z € {0,1}*] 3i>1, 3m>1,
In>1 [ (2)=l & ly(z)=m & l3(x)=n & (each three—
dimensional rectangular array of x contains exactly
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one “1”) & 3d>2[(x has exactly d (I,m,n)-blocks,
i.e., ly(x) = dlmn) & (the last (I, m,n)-blocks is equal
to some other (I,m,n)-block)]]}. Then,

(1) Ty € £[4-DM,), but

(2) Ty ¢ £[SV4-DT M (2LEmm)] (s0, Ty ¢ £[FV4-
NTM(L(l,m,n))]) for any function L(l,m,n)
such that

limiﬁoo [L(li, m;, ni)/(limmi log(limini))] =0
for some regular sequence of points {(l;,m;,n;)}.

Proof : (1) We construct a 4-DM; M accept-
ing T7 as follows. Given an input x with I;(z)=l,
la(z)=m, l3(z)=n and l(x)=t, M first checks,
by sweeping three-dimensional rectangular array by
three-dimensional rectangular array, that each three-
dimensional rectangular array of z contains exactly
one “1,” and M then checks, by making a zigzag
of 45°-direction from top three-dimensional rectan-
gular array to bottom three-dimensional rectangular
array, that z has exactly d (I,m,n)-blocks for some
integer d > 2. After that, M tests by utilizing its
own marker whether the last (I,m,n)-block is iden-
tical to some other (I,m,n)-block: In order to check
whether the p** three-dimensional rectangular array
of the ht* (I,m,n)-block is identical to the pt* three-
dimensional rectangular array of the last (I,m,n)-
block (1<p<lmn, 1<h<d), M first puts the marker
on the position (7,j,k,lmn(h — 1)+p). After that, M
vertically moves down until encounters the bottom
boundary, after which it moves up (lmn — p) three-
dimensional rectangular array by making a zigzag of
45°-direction. At this time, M arrives at the p** three-
dimensional rectangular array of the last (I,m,n)-
block. M then finds the “1” position on the three-
dimensional rectangular array and moves up vertically
from this position. In this course, each time M meets a
“1” position, it checks whether or not there is a marker
on the three-dimensional rectangular array (contain-
ing the “1” position). In this way, M enters an accept-
ing state just when it finds out some (I, m,n)-block,
each of whose three-dimensional rectangular arrays is
identical to the corresponding three-dimensional rect-
angular array of the last (I,m,n)-block. It will be
obvious that T(M)=T;.

(2) Suppose to the contrary that there exists an
SV4-DTM(2L(¢mm)) M accepting T}, where L(I,m,n)
is a function such that

lzmz_,oo [L(l,, m;, ni)/(limmi log(lzm,n,))] =0

for some regular sequence of points {(l;,m;,n;)}.
Then, by using the well-known technique[3], we can
get the desired result. O

From Lemma 4.1., we can conclude as follows.

Theorem 4.1. To simulate 4 — DMy’s, (1) SV4-
NTM’s require Q(Imnlog(lmn)) space and (2) SV4-
DT M’s require 28Umnloglimn)) giqce.

Next, we can get the following lemma by using the
same technique as in the proof of Lemma 4.1.
Lemma 4.2. Let To={z € {0,1}(9]| 31 > 1, ¥m > 1,
In > 1 [ Li(2)=l & ly(z)=m & l3(z)=n & 3d > 2
[(z has ezactly d (I, m,n)-blocks, i,e., ls(z)=dlmn) &
(the last (I,m,n)-block is dif ferent from any other
(I,m,n)-block)]]}. Then,

(1) Ty € £[4-NM,), but .

(2) T» ¢ £[SV4-DTM(2LEmm™)] (s0, Tog £[SV4-
NTM(L(l,m,n))]) for any function L such
that lim; oo [L(l;,m;,n;) /(12m2n2] = 0 for some
regular sequence of points {(l;,mi,n;)}.

From Lemma 4.2., we can conclude as follows.
Theorem 4.2. To simulate 4-N M;’s,

(1) SV4-NT M’s require Q(I°m?n?) space, and
(2) SV4-DTM’s require 220*m*n*) gpqce.

5 Conclusions

In this paper, we have investigated how much
space is necessary and sufficient for seven-way four-
dimensional deterministic or nondeterministic Turing
machines to simulate four-dimensional deterministic
or nondeterministic one-marker automata. It will
be interesting to investigate the simulation of four-
dimensional “alternating” one-marker atutomata (see
[2] for the concept of “alternation”).
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Abstract

Primary structure generated on Morphologenesis
is chromosome as genetic higher structure induced DNA
sequences. Metamorphosis of chromosome in cellular
nuclear are could be understood as the dynamical
topology change depend on several cell growth phases
from point of view at structure of packed long DNA
chains by several Polyamines species and each
concentration ratio of Bio-Molecular . We are well know
that the outputs of DNA encode information are request
the structural relaxation from compacted double stranded
DNA chain in order to the reaction of several
biochemical enzymes for DNA replication etc. In this
paper deals with the structural channel switch model
observed as the phenomena of aggregation and relaxation
of long double stranded DNA chains based on
experimental results of the DNA aggregate by Biological
DNA self-assemble process. From experimental results,
we are presented the structural Channel switch modei
based on DNA aggregation for genetic information
processing. Furthermore, we are proposed the
development at New Idea of Chromosome like DNA
computation based on the structural channel switch
model at Long DNA chains.
Kewords: DNA Aggregation, Polyamines, ATP,
MF , Structural channel Switch, Genomic
Information processing.

1 Introduction

DNA is often found a compacted state [1] in the living
systems and the manner of packing is closely related to
biological functions of DNA, such as replication and
transcription [2]. These phenomena are natural DNA
computation for maintenance of living activity. Encode
information of DNA system are obtained two kind of the
sequences code and the time-space decode pattern
(decode arrangement) from long DNA chains. One of
encode information is well known call as the codon
arrangement description (Transcription) in according to
"Central dogma.” Furthermore, 2nd of encode
information is not enough to regulation of decode
arrangement from numerous genetic codes. Time-space
pattern in order to decode from numerous genetic codes
are describes as high structure as Long double stranded
chain of compaction states. The previous in intro
research has been undertaken in order to deeper insight
into procedure of in vivo packing and unfolding. The in
vivo compaction is induced by multivalent cation’s such

* Corresponding author. TEL:+81-294-38-5208

? Present Address: Research Center for Material cycles
and Waste Management, National Institute for
Environmental Studies, Onogawa 16-2, Tukuba, Ibaraki,
305-0053, Japan

polyamines, hexamine cobalt III (and peptides. At
previous several researches for single molecular
compactions [3, 4,5and 6], we are obtained the
knowledge against coil globule transition based on single
DNA chain (Double stranded DNA molecular). The
experiment of multi-molecular environments such as
inner-cellular are not enough carried out. In order to
elucidate the DNA compaction and un-compaction, we
are proposed the Biochemical and Bio-physical
chemistry experiment based on Polyamines-DNA
self-assemble phenomena. In this investigation, we
report that polyamine concentrations induced relaxation
(unfolding) of aggregated double stranded DNA chains.
Our observed results provided new insight into
Metamorphosis phenomena of the structure on long
double stranded DNA chains. In other way, linear
multivalent polyamines such as spermidine and spermine
are abundant in living cells and play a key role in
maintained cellular DNA in compact state. Depletion
of polyamine revel in vivo inhibits cell growth and
interfaces with gene expression. The cellular mechanism
of polyamine function is DNA condensation is presumed
to involve neutralization of the negatively charges. DNA
backbone by positively charge amino acid group of
spermidine and spermine. In order to elucidate the
mechanism  constructed  with  DNA-polyamines
aggregation interaction, we are proposed the
morphological variety generated with DNA polyamines
aggregation process at several conditions. Ever since
Adelman's result (7), much speculation has gone into
whether or not DNA in fact be used for computation. The
running time for a molecular algorithm is proportional to
the number of operation on test tubes. The volume is
maximum number of strings in all test tubes at any time,
counting multiplicities. The strand-length complexity of
a molecular algorithm is the length of the longest DNA
stranded used in the computation. For the contents of
described as above, the preparation time as compared
with actual DNA computation time is clear needed the
large time. But, Real Living organisms are very fast the
actual DNA computation time. Therefore, in order to
construction of DNA computation could be quickly
preparation of materials for molecular computation, we
are investigated soluble for the regulation mechanism of
needed information from Long DNA chain in living
cells... In this paper, we are presented the Morphological
variety such as the channel switch like structure induced
with polyamines-DNA self-assemble phenomena

2 Method and Results

2.1 Materials of DNA and Polyamines.
Bacteriophage ADNA (48.5 kbp) dissolved in the TE

solution (10mM Tris, ImM EDTA, pH7.8) was

purchased from Takara Shuzou Ltd. and diluted with the
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same TE buffer (Sigma, Sigma-Aldorich Co.,) up to
appreciate concentration. Before the preparation of
sample materials, two tests were carried out as described
as described as bellows;

(1) Purity test: Whether any DNA expect for A DNA
detected in the solution was examined by agarose gel
electrophoresis [8].

(2) For the inspection protein remain (Contamination),
the ratio A260 /A 280 of the absorbance of the DNA
solution at 260 nm and 280nm was measured. If single
band is observed agarose gel results and the ratio is 1.8
the DNA solution can be used in the further aggregation
experiments. The standard spermidine, spermine,
Cadaverine and Putrescine are prepared by dissolving
each trihydride (Nakarai Tesuque, Inc) into TE buffer.

2.2 Measurements of the amounts of

aggregated DNA

This measurement are carried out by the centrifugation
assay for DNA aggregation; DNA aggregation was
induced the addition of the spermidine, spermine and
another polyamines solution to aliquot of the DNA
solution, and ultimately the total volume was made to
200 pl.  After vortexing for 15sec, the sample were
incubated for an hour at room temperature (about 295 k)
and centrifuged for 8 min at 11000 xg by
micro-centrifugation (Beckman GS-15R). The
supernatant was recovered and analyzed for the
determination of DNA concentration in the supernatant
by measurement of the absorbance at 260nm. All the
absorbance measurements are carried out with Beckman
DU700 spectrometer (Used by 350 pg micro quartz
cuvette). In these experiments, the amount of DNA
remaining in the supernatant was calculated by the
absorbance ratio of the supernatant to control solution in
the absorbance of each polyamine.

2.3 Observation of the DNA aggregate
morphology
Observation by polarizing microscopy: DNA

macro-aggregate was recovering from centrifuged
micro-tube and deposited between slide and cover slip
(these are clean by hydrogen peroxide and rinsed in
Milli-Q water and pure ethanol). The cover slip was seals
with DPX (Fulka, Sigma-Aldorich Co.,) to prevent
dehydration of sample. To analyze the order phase of the
aggregate, the sample was observed between crossed
poplars under a microscope (Olympus BX60).
Macro-scopic imaging by CCD camera: DNA
macro-aggregate after centrifugal separation as deposited
a plastic transparent sheet (3M GelBond Film), and then
was observed by CCD camera (Sony DCR-TRV900).

3. Results

3.1 Spermidine-DNA aggregation process

At several concentrations (3, 24, 48 and 90pg/ml), the
amount of aggregate was measured. In the only case of
3 pg/ml DNA, invisible small aggregate was obtained
because the light scattering effect was observed due to
small particle size. Above 24pg/ml DNA, in contrast,
DNA-spermidine complexes really gave rise of a
Milli-Meter order segments. The aggregate contents in
various conditions were plotted in Figure 1.

The formation of aggregate was not continuous but
stepwise, and dependent on the DNA concentrations.

100%

80% |
Liquid Phase )
0% :

40%

20%

DNA in the supernatant [%]

[ 02 04 06 o8 1
Spermidine [mM]

Fig.1 Precipitations curve of the DNA aggregate by

spermidine and the morphological variation

The threshold concentration C threshold was maintained
at 0.35-0.40 mM spermidine in any case. On the other
hand, the concentration for termination of aggregation C
term shifted from 0.50-0.60 mM as increasing DNA
concentration. In order to examine the self-assembly
process, the aggregate morphology observed along the
aggregation data. Morphologies of the aggregate at
48ug/ml DNA have been given in Figure 2a-e.

These dramatically varied between 0.45-0.55mM
spermidine. At 0.45 mM spermidine, where the
aggregate was first recognized as a visible one, Long
anisotropic fiber(type I) with some cross over point
observed, and much loosely associate compared to the
other textures. As consequence of the observation of
one hundred fibers (A bundle of Double stranded DNA
chain), the average width of the fiber elongated to
millimeter order was about 1 puml.

1 b
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Fig.2 Aspect of DNA macro aggregates in polarizing
microscopy

a and b: anisotropic fibers and their kink and twist at the
condition in Figure.l

¢ and d: parallel bundie and spool of anisotropic fibers at
the condition in Figure.1

e: cholesteric-like texture at 0.55 mM spermidine at the
condition in Figure.l

f:cholesteric-like texture at 1.0 mM spermidine at the
condition in Figure.1

g: cholesteric-like texture at 7.0 mM spermidine similar to
the observation by Pelta et al.

In this condition, fine fiber 1000 or more (Length/width)
is formed. At 0.50 mM, Bondless and spools of these
fibers (Type II) were observed (Figure 2a and 2b). The
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Bundle and spool implied that the cross-link points
increased.  The morphological variation from Type II
can explain by the quantities change of aggregate DNA.
AS shown in Figure 1, the amounts of the aggregate at
0.45mM were roughly equal to that at 0.50 mM. In brief,
Increments of spermidine molecule(= 0.50~0.45)was
seldom consumed to proceed the formation of renewal
DNA fiber. We conclude that between 0.45~0.50mM
more spermidine molecules bind to the residual negative
site on the fiber and then bound spermidine molecules
result in fiber-linkers. After DNA fiber formation, fiber
association owing to increase of binding spermidine
molecule may be thermo-dynamical preferred to
generation further precipitation. At 0.55mM over which
the quantity aggregate as the texture no longer changes,
the boundless and spool were closely associated that
gel-like assembly(Type III) was observed as shown in
Figure 2d. The density of this aggregate is much
different from the other. It is interesting how influence
such drastic difference has enzymatic reaction. From the
series of observations, we suggested that the following
process accompanying morphological variation as one
aggregation pathway (Shown in Figure 3);

2004 m 100¢ m

Fig 3. Polarizing microscopy images of DNA aggregate at various spermidine concentrations. Since
DNA aggregate mediated by spermidine has ordered phases(5,7], the aggregate recovered from sample
tube was observed between crossed polars in an Olympus BX60 microscope. (a) Fiber shape(Type 1.) at
0.45mM spermidine, (b) Bundles of fibers (Type II) at 0.50mM spermidine, (c) A highly

phase (Type III) at 0.55mM spermidine, (d) Disaggregation of Type III by thedilution of spermidine
concentration to 0.35 mM. In spite of lower than 0.45mM, the aggregate similar to Type 1 is observed.
This demonstrates that the aggregating pathway is reversible, but has a hysteresis.

3.2 Effects of Polyamine-DNA aggregation under
polyamine's mixture conditions.

In order to elucidate the aggregation phenomena under
inner-cellular like biochemical environments, efficiency
of DNA aggregation against several polyamines are
examined the single and mixture condition of spermidine,
spermine, Cadaverine and Putrescine.

Fig 4-b:DNA macro-aggregate

Fig 4-a:DNA micro-aggregate (PM obs ion)

(SEM observation)

1.

.2 '*_LL‘\__——-» Macroaggrogation

DINA conc. { 22 g/adl

Fig.4-c The ratio of the absorbance’s of the DNAsolution

before and after the addition of Spermidine as a function
of DNA concentration

The combination ratios of these polyamines are
examined with three groups of spermidine+
spermine,spermidine+Cadaverine, Spermidine +
Putrescine. Each electric charge values of these
polyamines are spermidine: +4, spermine: +3, Putrescine
and Cadaverine: +2[8]. These experiments under
polyamine-mixture condition are indicated the possibility
of regulation of DNA aggregation depend on the ratio of
each polyamines concentration in mixture solution
described as bellows:

(1) Observation of aggregation at Spermine (+4) and
Spermidine (+3) mixture.: Aggregation phenomena
increased with Spermine and spermidine than
spermine only(shown in Figure 5).

(2)Observation of aggregation with

Putresine(+2).Cadaverine(+2) and Spermidine(+3): +2

Polyamines are inhibited spermidine
aggregation(shown in Figure 5)
) - sPel;ﬂi:e+ ., 7 Spermidinet
¢ Spermine . Spermine
- ™ spermidine _ . * Spermidine
5 only z “ only
g g Y
£ H \
; 02 04 06 08 1 002 o 004 ) 0.(‘)6
Spermidine conc[mM] Spermine conc{mM]

Fig.5-a:Agregation effect of Sper- Fig.5-b:Aggregation effect of Sper-
midine + Spermine. In case mine + Spermidine. In case of
of Spermidine 0.35 mM addition. Spermine 0.015 mM addition.
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Fig.5-c:Aggregation effect of polyamine(+2)

3 Discussions and Perspective for

Experiment Results
In previous research at interaction of DNA polyamines,
we are well known that the each cell proliferation phase
at several organisms’ species is dependent on the supply
of polyamines to divisional cells. Decreasing cellular
polyamines significantly inhibit cell division, but the
involved in growth inhibition remains to elucidate.
Although exact role for cellular polyamines in specific
biochemical events related to cell proliferation at the
molecular revel are largely unknown, several research
have indicated that expression of gene is at least partially
involved in the early modulation of cell growth
stimulation by polyamines. Introduction of cell growth in
vivo as well as in vitro is accompanied by a significant
increase in gene expression after an increase in cellular
polyamines, which precedes the indication of DNA
synthesis. All the observation concluded that long double
stranded DNA molecules undergo the following
three-stage process in the macro-aggregation:
(1) Anisotropy fiber with cross-over point, (2) Parallel
bundles and spools, (3) Assemble with their multi-layer
The morphological variation, Self-assembly process,
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and analogy of aggregate to chromosome structure under
cell proliferation states in spermidine induced DNA
macro-aggregation have been first experimental results.
Furthermore, the depletion state (empty state) of
DNA-spermidine aggregate is very similar with the
D.D.Dunlap et al report [4]. These behavioral
phenomena of DNA aggregation were observed as
morphological variety in to these experimental results, it
was particularity well suited for attracting condensates
from three-dimensional solute phase, and trapping them
in two dimensions with the least possible distortion of
their native structures. The observed morphological
variety are suggested the possibility of channel switch
for decoding of the information of necessary protein et
al at optimal timing for cell growth by relaxation
of aggregate long DNA chains. In this research results,
we are harvests the essential process of polyamines-DNA
aggregation described as bellows contents:

(1) Compaction of DNA chain: Packing and encode
information

(2) Relaxation of DNA chain: decode Information

(3) Regulation of Compaction and Relaxation speed and
region

These natural polyamines (Putrescine, Cadaverine,
Spermidine, and Spermine) are well known to stabilize
pyrimidine-purine/prymidine and
purine-purine-pyrimidine triplex DNA formation. In
general, penta-amines were more efficacious than
tetra-amines in stabilizing triplex DNA chain, although
most the polyamines with pendant free amino group
caused DNA aggregation below 50% conversion to
triplex DNA.

From previous research results, we could be obtained the
next contents described as bellows; these results provide
new insight into mechanism of DNA precipitate by
polyamines. Long Double stranded DNA chain
condensed into handled, folded loop of DNA likely
reflect that most condensation proceeds through folding
rather than winding DNA. The concentrations of
polyamines are increased markedly upon stimulation of

RNA synthesis. At present, the biological significance
of resolution observed at higher polyamines
concentration is not enough clear, because the

concentration required (generally about 50mM) appear
un-physiological ~ (the  polyamines intra-cellular
concentrations are mM range: general average about
10mM). It is possible, however, that exit locally high
concentrations of polyamine that are involved in
un-condensing (relaxation) rather condensing process or
that the concentration required for an in vivo effects is
lower than in vitro conditions. In these facts, we focused
that the highest concentrations in polyamines are
generally detected cell growth phase (for example: G1
phase of cell growth cycle) [9]. Therefore, the
suggestion has been made that these high concentrations
are required in the inner-cells preparation for DNA
synthesis. Futhermore, this research can also be
discussed at speculation of biological generative
complexity [10], we are considerate at model of channel
switch from the relaxation and compaction by aggregate
an un-aggregate by interaction of polyamines and long
double stranded DNA chain [11, 12 and 13]. We
believe that our finding on the variety morphology
regulated structure in large long chain may also apply to
other natural polymers chains, beside double stranded
long DNA chains. From these contents, we could be
constructed the channel switch like structural model
regulated with polyamine-DNA self-assemble and
disassemble process depend on the ratio balance of
polyamines molecules. Further work of experimental

and theoretical simulation of DNA computation based on
DNA channel switch model is in progress.

3.3 RNA Synthesis under aggregate

conditions.

At RNA transcription, DNA aggregate at 2mM
spermidine are observed on structural variation as shown
Fig6. These conditions of transcription are carried out at
the ATP: 0.5mM, Mg++:5mM, DNA: 48 pg/ml by RNA
Synthesis Kit. In Spermidine-DNA aggregate, the
synthesis of RNA’s are observed these conditions.
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