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HISTORY

This symposium was founded in 1996 by the support of Science
and International Affairs Bureau, Ministry of Education,
Science, Sports and Culture, Japanese Government. Since then,
this symposium was held every year at B-Con Plaza, Beppu,
Oita, Japan except Tokyo, Japan (AROB 6t ’02). The Seventh
symposium will be held on 16-18 January 2002, at B-Con Plaza,
Beppu, Oita, Japan. This symposium invites you all to discuss
development of new technologies concerning Artificial Life and
Robotics based on simulation and hardware in twenty first
century.

OBJECTIVE

The objective of this symposium is the development of new
technologies for artificial life and robotics which have been
recently born in Japan and are expected to be applied in various
fields. This symposium will discuss new results in the field of
artificial life and robotics.

TOPICS

Artificial brain research

Artificial intelligence

Artificial life

Artificial living

Artificial mind research

Bioinformatics chaos

Brain science

Cognitive science evolutionary computations
Complexity

Computer graphics

DNA computing

Fuzzy control

Genetic algorithms

Human-machine cooperative systems
Human-welfare robotics

Innovative computations

Intelligent control and modeling
Micromachines

Micro-robot world cup soccer tournament



Mobile vehicles

Molecular biology
Multi-agent systems
Nano-biology
Nano-robotics

Neural networks
Neurocomputers
Neurocomputing technologies and its application for hardware
Pattern recognition
Robotics

Robust virtual engineering
Virtual reality

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB
and some of high quality papers in the proceeding will be
requested to re-submit fir the consideration o publication in an
international journal ARTIFICIAL LIFE AND ROBOTICS
(Springer) and APPLIED MATHEMATICS
ANDCOMPUTATION (North-Holland). All correspondence
related to the symposium should be addressed to AROB
Secretariat

Dept. of Electrical and Electronic Engineering,
Oita University

700 Dannoharu, Oita 870-1192, JAPAN

TEL +81-97-554-7841 FAX +81-97-554-7818
E-MAIL arobsecr@cc.oita-u.ac.jp

Home Page http://arob.cc.oita-u.ac.jp/




MESSAGE

Masanori Sugisaka
General Chairman of AROB
(Professor, Oita University)

It is my great honor to invite you all to the upcoming International Symposium on
Artificial Life and Robotics. The first symposium was held in February (18-20) 1996, B-Con
Plaza, Beppu, Oita, Japan. That symposium was organized by Oita University under the
sponsorship of the Japanese Ministry of Education, Culture, Sports, Science and Technology
(Monkasho), and co-sponsored by Santa Fe Institute (USA), SICE, RSJ, and IEEJ, (Japan). I
would like to express my sincere thanks to the Science and International Affairs Bureau,
Monkasho, Japanese Government, for their repeated support.

This symposium is supported by The Commemorative Association for Japan World
Exposition (1970) and other institutions. The symposium invites you to discuss the
development of new technologies in the 21st century, concerning Artificial Life and Robotics,
based on simulation and hardware.

We hope that AROB will facilitate the establishment of an international joint research
institute on Artificial Life and Robotics. I hope that you will obtain fruitful results from the
exchange of ideas during the symposium.

M. Sugisaka

December 20, 2001



MESSAGE

Hiroshi Tanaka

Program chairman of AROB
(Professor, Tokyo Medical and Dental University)

On behalf of the program committee, it is truly my great honor to invite you all to the
Seventh International Symposium on Artificial Life and Robotics (AROB 7th ’02). This
symposium is made possible owing to the cooperation of Oita University and Santa Fe
Institute. We are also debt to Japanese academic associations such as SICE, RSJ, and
several private companies. I would like to express my sincere thanks to all of those who
make this symposium possible.

As is needless to say, the complex systems or Alife approach now attracts wide interests as
a new paradigm of science and engineering. Take an example in the field of bioscience. The
accomplishment of HGP(Human Genome Project) has published the special issue of Nature,
and vast amount of genome information brings about not only from human genome but also
various species like several bacterias, yeast, warm, fly. However, as a plenty of genome data
becomes available, it becomes sincerely recognized that the framework by which these
genome data can be understood to make a whole picture of life is critically needed. Thus, in
the “post-genomic era”, the complex systems or Alife approach is now actually expected to be
an efficient methodology to integrate this vast amount of data.

This example shows the complex system approach is very promising and becomes widely
accepted as a paradigm of next generation of science and engineering. We hope this
symposium becomes a forum for exchange of the ideas of the attendants from various fields
who are interested in the future possibility of complex systems approach.

I am looking forward to meeting you in Beppu, Oita.

s Lok

H Tanaka

December 20, 2001



TIME TABLE

RoomA RoomB RoomC RoomD
1/15(Tus.) 8:00
13:00
Registration (Registration Desk)
17:00
1/16(Wed.)8:00 Registration (Registration Desk)
9:00 Workshop1
Chair Y. Zhang Chair S. Rasmussen Chair P. Sapaty
WS1
GS1 GS2 GS3
10:30 —
10:40 Opening
11:00 Ceremony
Plenary Talk
Chair H. Tanaka
PT1 Dr. Parker
12:00
13:00 e o
Chair S. Kumagai Chair N. Homma Chair M. H. Lee
S1 5|s2 5| GS4 4
14:00 Chair Z. Bubnicki
14:15
Chair A. Dorin Chair D. Green
GS5 3| GSe6 3 | GS7 4
R e
15:10
Chair H. Tanaka Chair S. Kawata Chair G. James
GS8 43) | S3 4| GS9 4
16:10 . . . .
Chair K. Aihara Chair C. Taylor Chair G. Wang
S4 5| GS10 4 | GS11 4(5)
17:25

GS1: Intelligent Control and Modeling-1

GS2:  Artificial Life-1

GS3:  Robotics-1

GS4:  Mobile Vehicle-1

GS5:  Complexity
GS6:  Artificial Life-2

GS7:  Mobile Vehicle-2

GS8:  Artificial Brain Research & Attificial Intelligence
GS9:  Mobile Vehicle-3 & Micro-Machines

GS10:
GS11:

Genetic Algorithm

Artificial Life-3 & Innovative Computation

S1: Bioloical Complexity:
From Neural Network to
Genetic Network
S2:  Complex Neural Systems
S3:  Machine Learning
S4: Nonlinear Neurodynamics:

Analysis and Application




RoomA RoomB RoomC RoomD
1/17(Thurs.)8:00 Registration (Registration Desk)
9:00
Chair M. Bedau & H. Hashimoto Chair H. Ishibuchi Chair J. J. Lee
S5 7| GS12 7 | GS13 7 W"a‘fsh;l’z
10:45 E=F :
11:00 Plenary Talk
Chair M. Sugisaka
PT2 Dr. Hashimoto
12:00

13:00
Chair Y. Suzuki

Chair K. Watanabe

Chair M. Nakamura

S6 5187 5| GS14 5
14:15
14:30

Chair N. Homma Chair W. Wells Chair J. J. Lee

S8 5| GS15 5 | GS16 5(4)
15:45

Chair A. Hirst Chair M. Bedau Chair L. Parker

GS17 5189 5(4) | GS18 5
17:00
18:00
20:00

GS12:
GS13:
GS14:
GS15:
GS16:

GS17:

GS18:

Fuzzy Control and Evolutionary Computation

Robotics-2

Robotics-3 & Related Fields

Intelligent Control and Modeling-2

Human-Machine Cooperative Systems & Control

Human-Welfare Robotics

Micro-Robot World Cup Soccer Tournament

& Related Fields

Pattern Recognition

S5:

S6:
S7:

S8:

S9:

The Origin and Evolution of Life &
Interaction and Intelligence

Dynamical Networks

Machine Intelligence and

Robotic Control

Complex Dynamics in

Recurrent Neural Networks

Recent Artificial Life in Australia




RoomA RoomB RoomC RoomD

1/18(Fri.)  8:00 Registration (Registration Desk)
9:00

Chair T. Kitazoe Chair M. Kono Chair K. Uosaki
S10 6(4) | S11 6(5) | S12 6(4)

10:30

10:45

11:00 Chair .J. Casti Chair T. Yamawaki Chair H. Hirayama
GS19 5 | GS20 5| GS21 5

12:00

13:00
Chair J. Johnson Chair G. James

GS22 6(4) | GS23 [

GS19: Multi-Agent Systems-1 S10: Intelligent Systems of Autonomous Mobile Robots
GS20: Neural Networks-1 for Collective Behavior and Nursing
GS21: Molecular Biology, Nano-biology, S11: Control and Perception for Uncertain, Under Actuated

GS22: Multi-Agent Systems-2 Systems
GS23: Neural Networks-2 & Computer S$12: Optimization and Simultaneous Perturbation
Graphics

P-10



TECHNICAL PAPER INDEX

January 16 (Wednesday)

Room D

11:00~12:00 PT-1 Plenary Talkl
Chair H. Tanaka

PT-1 Advances in multi-robot systems
L. E. Parker (Oak Ridge National Laboratory, USA)

January 17 (Thusday)

11:00~12:00 PT-2 Plenary Talk2
Chair M. Sugisaka

PT-2 Interaction and Intelligence
H. Hashimoto (The University of Tokyo, Japan)

January 16 (Wednesday)

8:00~10:40 WS1 Workshop 1

WS1-1 Constructing artificial life in the laboratory (offprint)

S. Rasmussen (Los Alamos National Laboratory and Santa Fe Institute,
UsA)

WS1-2 The inside story on systems, minds and mechanisms

J. Casti (Technical University of Vienna, Austria, and Santa Fe Institute,
UsA)

January 17 (Thusday)

9:00~10:20 WS2 Workshop 2

WS2 Quantifying Darwinism: methods for measuring adaptive innovations in (offprint)
artificial and natural evolving systems

M. Bedau (Reed College and University of Oklahoma, USA)

P-11



January 16 (Wednesday)

Room A

9:00~10:30 GS1 Intelligent control and modeling 1
Chair: Y. Zhang

GS1-1 Mobile robots' intelligent control in autonomous decentralized FMS == 30
H. Yamamoto (Gifu University, Japan)
Y. Tsujimoto (Wakayama University, Japan)

GS1-2 Modeling of motor control on manual tracking for developing hand = 34
movement compensation technique
T. Sugi, M. Nakamura (Saga University, Japan)
J. Ide (Seinan Gakuin University, Japan)
H. Shibasaki (Kyoto University, Japan)

GS1-3 Motor control system with skill by construction of internal model = 38
K. Okuhara, T. Matsui, T. Tanaka (Hiroshima Prefectural University,
Japan)

GS1-4 Direct-Vision-based reinforcement learning in a real mobile robot 42

M. Iida, M. Sugisaka, K. Shibata (Oita University, Japan)

GS1-5 Effectiveness of sensory motion in the learning of cap turing task ofa 46
moving object
S. Maehara, M. Sugisaka, K. Shibata (Oita University, Japan)

GS1-6 Knowledge-based unmanned automation and control systems for the SBR = 50
wastewater treatment process
H. Bae, J. R. Jung, S. Kim, M. H. Lee, C. W. Kim (Pusan National
University, Korea)

13:00~14:15 S1 Biological complexity: from neural network to genetic
network

Chair: S. Kumagai (Osaka University, Japan)

Co- Chair: S. Doi (Osaka University, Japan)

S1-1 Frequency variability of neural rhythm in a small network of pacemaker = 54
neurons
K. Sugimoto, Y. Nii, S. Doi, S. Kumagai (Osaka University, Japan)

S1-2 Stability and bifurcaiton analysis of robust circadian oscillators = 58
T. Kobayashi, K. Aihara (The University of Tokyo, Japan)
L. Chen (Osaka Sangyo University, Japan)

S1-3 Pulse-type hardware chaotic neuron model constituting from CMOS o 62
processing

P-12



J, Matsuoka, Y. Sekine, K. Saeki (Nihon University, Japan)
K. Aihara (The University of Tokyo, Japan)

S1-4 A design method of model gene networks
N. Ichinose, K. Aihara (The University of Tokyo, Japan)

S1-5 A genetic network model on selective expressions
Y. Morishita, K.Aihara (The University of Tokyo, Japan)

14:15~15:00 GS5 Complexity
Chair: A. Dorin

GS5-1 A study on the predictability of high-frequency financial data
M. Tanaka-Yamawaki (Miyazaki University, Japan)

GS5-2 Does information flow in high-frequency financial data as energy does in
turbulence?
M. Tanaka-Yamawaki, T. Itabashi, S. Komaki (Miiyazaki University,
Japan)

GS5-3 Complexity science for the design of intelligent geometry compressors for jet
aircraft engines

J. Johnson, A. L. Smith, P. Wiese (The Open University, UK)

15:10~16:10 GS8 Artificial brain research & Artificial intelligence
Chair: H. Tanaka

GS8-1 3d position analysis and real time transportation of an object using image
process
D.Y. Lee, M. H. Lee (Pusan National University, Korea)
J. I. Bae (Pukyung National University, Korea)
S. K. Kim (Samsung Electronic Co. Ltd., Korea)

GS8-2 Might we train an artificial brain as a baby?
Y. Zhang (Academia Sinica, Korea)
M. Sugisaka (Oita University, Japan)

GS8-3 Application of uncertain variables for a class of intelligent knowledge-based
assembly systems
7. Bubnicki (Wroclaw University of Technology, Poland)

16:10~17:25 S4 Nonlinear neurodynamics : analysis and application
Chair: K. Aihara
Co-Chair: H. Suzuki

S4-1 Grazing bifurcation and mode-locking in reconstructing chaotic dynamics with
leaky integrate-and-fire model
Y. Ono, H. Suzuki, K. Aihara (The University of Tokyo, Japan)
J. Murakami, T. Shimozawa (Hokkaido University, Japan)

P-13



S4-2 Dimension analysis of the hodgikin-huxley equations with noise: effect of " 108
random noise on chaos
H. Tanaka (CREST, Japan Science and Technology Co., Japan)
K. Aihara (The University of Tokyo, Japan)

S4-3 Statistical analysis on BVP equations stimulated by white, colored and = 112
chaotic noises
R. Hosaka, Y. Sakai, T. Ikeguchi, S. Yoshizawa (Saitama University, Japan)

S4-4 Symbolic dynamics of bimodal maps and homomorphism e 116
K. Fukuda, K. Aihara (The University of Tokyo, Japan)

S4-5 Tabu search for traveling salesman problems and its extension to chaotic =~ 120
neurodynamical search
M. Hasegawa (Communications Research Laboratory, Japan)
T. Ikeguchi (Saitama University, Japan)
K. Aihara (The University of Tokyo, Japan)

Room B

9:00~10:30 GS2 Artificial life 1
Chair: S. Rasmussen

GS2-1 Cascade process in the transient behavior of the "game of life” = 124
S. Ninagawa (Kanazawa Institute of Technology, Japan)

GS2-2 Cellular automata modeling in edge recognition e 128
C.Yang, H. Ye, G. Z. Wang (Tsinghua University, P. R. China)

GS2-3 A performance analysis of a mobile anti-virus system e 132
T. Okamoto, Y. Ishida (Toyohashi University of Technology, Japan)

GS2-4 Development of simulation system for artificial life e 136
N. Tanaka, H. Kanoh (Meiji University, Japan)

GS2-5 Emergent function as rapid changing the foraging route formation by ants ~ ****** 140
pheromone maker
Y. Yonezawa (Ibaraki University, Japan)
H. Matsuda (Furukawa Denki Kogyo, LTD, Japan)

GS2-6 A method to correct the distortion of the projector using an artificial life type =+ 144
of function discovery system
K. Yamashita, S. Serikawa, T. Shimomura (Kyushu Institute of Technology,
Japan)

13:00~14:15 S2 Complex neural systems
Chair: N. Homma
Co-Chair: K. Abe

P-14



S2-1 Correlation Functions in Nonlinear Neural Networks
N. Ishii, M. Nakamura, M. Ohta (Nagoya Institute of Technology, Japan)

S2-2 Dynamics of a recurrent neural network acquired through the learning ofa =" 152
context-based attention task
K. Shibata, M. Sugisaka (Oita University, Japan)

S2-3 Learning method by a statistical approximation for simultaneous recurrent ="' 156

networks
M. Sakai, N. Homma, K. Abe (Tohoku University, Japan)

S2-4 A study of improvement in robustness of sensor information for autonomous 161
robots
H. Takeuchi, N. Ishii (Nagoya Institute of Technology, Japan)
K. Yamauchi (Hokkaido University, Japan)

S2-5 Superimposing neural learning by dynamic and spatial changing weights 165
N. Homma (Tohoku University, Japan)
M. M. Gupta (University of Saskatchewan, Canada)

14:15~15:00 GS6 Artificial life 2
Chair: D. Green

GS6-1 Analysis of transient change in bio reactive rate constants - introduction of ~ ****** 169
method by zhou and szabo —
H. Hirayama (Asahikawa medical College, Japan)
Y. Okita (Shizuoka University, Japan)

GS6-2 Reaction field tensor analysis for a bio molecular particle = 171
H. Hirayama (Asahikawa medical College, Japan)
Y. Okita (Shizuoka University, Japan)

GS6-3 Several information space conditions for the evolution of complex forms of '™ 175
life
H. Suzuki (ATR International, Japan)
N. Ono (Kyoto University, Japan)

15:10~16:10 S3 Machine learning
Chair: S. Kawata
Co-Chair: K. Miyazaki

S3-1 Learing robust policies for uncertain and stochastic multi-agent domains =" 179
S. Arai, K. Sycara (Carnegie Mellon University, USA)
K. Miyazaki (National Institution for Academic Degrees, Japan)

S3-2 Reinforcement learning in 2-players games e 183
K. Miyazaki (National Institution for Academic Degrees, Japan)
S. Tsuboi (Toshiba Co., Japan)
S. Kobayashi (Tokyo Institute of Technology, Japan)

P-15



S3-3 Evolutionary reinforcement learning for pursuit game e 187
N.Okahara, T. Tateyama, S. Kawata, T. Oguchi (Tokyo Metropolitan
University, Japan)

S3-4 A teaching method by using self-organizing map for reinforcement learning ~ *=*** 191
T. Tateyama, S. Kawata, T. Oguchi (Tokyo Metropolitan University, Japan)

16:10~17:25 GS10 Artificial life 3 & Innovative computations
Chair: C. Taylor

GS10-1 Changeable graphical images of 3-d systems and means of work with them (offprint) -+ 195

in machines
H. Astrowskaja, S. Novikava, K. Miatliuk, P. Buka (The Institute of
Mathematics & Cybernetics, Belarus)

GS10-2 A review of identification methods applicable to artificial life and robotics " 196
systems

W. R. Wells (University of Nevada-Las Vegas, USA)

GS10-3 Life-based paradigm in system design. e 198
S-B Ko (Chonan National Technical College, Korea)
G-Y Lim (Hanbat National University, Korea)

GS10-4 A4 stochastic model on lattice space and antigenic diversity threshold = 205
H. Ueda, Y. Ishida (Toyohashi University of Technology, Japan)

Room C

9:00~10:30 GS3 Robotics 1
Chair: P. Sapaty

GS3-1 Development of basic structure for an exoskeleton cyborg system e 209
T. Onishi (Tsuyama N.C.T., Japan)
T. Arai, K. Inoue, Y. Mae (Osaka University, Japan)

GS3-2 Physically grounding the lexical semantics of words in a robot visual 215
perception
N. Bredeche, Y. Zucker (University Pierre & Marie Curie, France)

GS3-3 Effectiveness of simplified geometric models in planning using manipulation ~ *****" 219
skills
A. Nakamura, T. Suehiro (AIST, Japan)

GS3-4 The influence of counterbalances on the dissipated energy of a vertically === 224
articulated robot manipulator
J. Amano (Matsue National College of Technology, Japan)

T. Izumi (Shimane University, Japan)

GS3-5 Robotic cane for blind travelers based on interactive technology paradigm(offprint)------ 228

P-16



I. Shim, J. Yoon (Pusan National University, Korea)

GS3-6 Resolved acceleration control of an underwater robot with vertical planar =" 230
2-link manipulator
S. Yamada, S. Sagara (Kyushu Institute of Technology, Japan)

13:00~14:00 GS4 Mobile vehicle 1
Chair: M. H. Lee

GS4-1 Improvement of the precision of the gradient method and object tracking ' 234
using optical flow
M. Sugisaka, S. Sato (Oita University, Japan)

GS4-2 Obstacle avoidance in the mobile robot using the CCD camera =" 238
M. Sugisaka, T. Maeyama (Oita University, Japan)

GS4-3 Safe and efficient navigation for an intelligent wheelchair robot with == 242
human-robot interaction
I. Moon, S. Joung (Yonsei University, Korea)

GS4-4 Obstacle avoidance algorithm for visual navigation using ultrasonic sensors """ 246
and a CCD camera
S. H. Choi, I. M. Kim, T. S. Jin, J. M. Lee (Pusan National University,
Korea)

14:00~15:00 GS7 Mobile vehicle 2
Chair: Z. Bubnicki

GS7-1 Causality-driven motion intelligence of free-wheeled mobile manipulator to =" 250
ride over waved road
A. Tamamura, M. Minami, T. Asakura (Fukui University, Japan)

GS7-2 Concurrent map building and localization using the quantification in the = 252
mobile robot navigation
K. S. Yun, J. W. Park, J. M. Lee (Pusan National University, Korea)

GS7-3 Map building for mobile robots with ultrasonic sensors using neural 256
networks

C. H. Kim, J. J. Lee (Korea Advanced Institute of Science and Technology,
KAIST, Korea)

GS7-4 Study on calibration of stereo cameras for a mobile robot prototype 259
J. Wang, M. Sugisaka (Oita University, Japan)

15:10~16:10 GS9 Mobile vehicle 3 & Micro-machines
Chair: G. James

GS9-1 A selective vision and landmark based approach to improve the efficiency ' 263
probabilistic localization

P-17



A. A. Loukianov, M. Sugisaka (Oita University, Japan)

GS9-2 Colour-based landmark tracking for use in a mobile robot indoor navigation
M. Sugisaka, R. Chen (Oita University, Japan)

GS9-3 Solving problems of noise and uneven illumination for line navigating visual
mobile robot duality in multi-edge detection and texture analysis
X. Wang, M. Sugisaka (Oita University, Japan)

GS9-4 Experimental study of femoral canal shaping by Super-broach, a femur
mounted mini robot

H. C. Shin, Y. B. Park, Y. S. Yoon (Korea Advanced Institute of Science and

Technology, KAIST, Korea)
A. Hodgson (University of British Columbia, Canada)

16:10~17:40 GS11 Genetic algorithms
Chair: G. Wang

GS11-1 Improving the performance of multi-objective genetic local search
algorithms
H. Ishibuchi, T. Yoshida (Osaka Prefecture University, Japan)

GS11-2 A study on several variants of cellular genetic algorithms
T. Nakashima, T. Ariyama, H. Ishibuchi (Osaka Prefecture University,
Japan)

GS11-3 An analysis on the efficiency and complexity of genetic algorithms
S. Wang, J. Wang (Tsinghua University, P. R. China)

GS11-4 Efficient numerical optimization technique based on real-coded genetic
algorithm for inverse problem
T. Ueda, M. Okamoto (Kyushu University, Japan)
N. Koga (Kyushu Institute of Technology, Japan)
I. Ono (Tokushima University, Japan)

GS11-5 Improvement of the efficiency of distributed GA
M. Sugisaka, K. Mori (Oita University, Japan)

January 17 (Thursday)

Room A

9:00~10:45 S5 The origin and evolution of life & Interaction and intelligence

Chair: M. Bedau
Chair: H. Hashimoto

S5-1 Bridging nonliving and living matter (offprint)
S. Rasmussen (Los Alamos National Laboratory, USA)

P-18



S5-2 An origin of combinatorial complexity in replicator networks

T. Ikegami (University of Tokyo, Japan)

S5-3 Quantifying the environment for adaptation

M. Bedau (Reed College and University of Oklahoma, USA)

S5-4 A framework of evolvable systems and measures for intelligent agents

S. I.Lee, S. B. Cho (Yonsei University, Korea)

S5-5 Evaluation of CCD camera arrangement for positioning system

in intelligent space
T. Akiyama, J. H. Lee, H. Hashimoto (The University of Tokyo, Japan)

S5-6 Examination of change of street reaction in uninary test between before -

and after introduction of mental commit robot to elder people at an elderly
institution

T. Saito, T. Shibata (AIST, Japan)

K. Wada (Tukuba University, Japan)

K. Tanie (AIST, Japan)

S5-7 Human centered interface at cyber-agent system

T. Yamaguchi, T. Yoshifuji, F. Harashima
(Tokyo Metropolitan Institute of Technology, Japan)

13:00~14:15 S6 Dynamical networks
Chair: Y. Suzuki
Co-Chair: H. Tanaka

S6-1 Self —rewiring network based on an artificial chemistry

Y. Suzuki, H. Tanaka (Tokyo Med. and Dent. University, Japan)

S6-2 Network structure of genetic codes

T. Maeshiro (ATR Human Information Science Lab, Japan)

S6-3 Diffusion property of dynamically generated scale-free networks

Y. Hayashi (Japan Advanced Institute of Science and Technology, Japan)

S6-4 Wealth distribution in complex networks

W. Souma (ATR International, Japan)
Y. Fujiwara (Keihanna Research Center CRL, Japan)
H. Aoyama (Kyoto University, Japan)

S6-5 Network of words e

Y. Fujiwara (Keihanna Research Center CRL, Japan)
Y. Suzuki (Tokyo Medical and Dental University, Japan)
T. Morioka (Kyoto University, Japan)

14:30~15:45 S8 Complex dynamics in recurrent neural networks

P-19



Chair: N. Homma
Co-Chair: K. Gohara

S8-1 Memory dynamics of associative conditioning in terrestrial mollusk == 344
M. Yano, Y. Makino, H. Miura, H. Makinae (Tohoku University, Japan)

S8-2 Generalization and spatio-temporal perception e 348
T. Ikegami (The University of Tokyo, Japan)

S8-3 Fractals in neurodynamics -from hybrid dynamical systems point of view- == 351
K. Gohara (Hokkaido University, Japan)

S8-4 Speech recognition using pulse coupled neural networks with a radial basis =" 355
function
T. Sugiyama, N. Homma, K. Abe (Tohoku University, Japan)

S8-5 The level organization by "forwarding forward models": from robot = 359
experiments

J. Tani (RIKEN, Japan)

15:45~17:00 GS17 Micro-robot world cup soccer tournament &
Related fields
Chair: A. Hirst

GS17-1 Adaptive mediation based modular Q-Learning(AMMQL) for agents =" 361
dynamic positioning in robot soccer simulation

K. D. Kwon, H. B. Kim, D. W. Nam L. C. Kim (Kyonggi University, Korea)

GS17-2 What is the best environment-language for teaching robotics using Lego " 363
Mind Stroms ?
A. Hirst, J. Johnson, M. Petre, B. A. Price, M. Richard
(The Open University, UK)

GS17-3 Improved performance from collaborating robots e 373
J. Johnson, M. Rooker (The Open University, UK)

GS17-4 The switched reluctance motor’s encoder for the tank’s cannon breek === 375
automation system

Y. J. Lee, Y. J. Yoon, Y. H. Kim, D. H. Yu, M. H. Lee (Pusan Natational
University, Korea)

GS17-5 Improved performance of SVPWM inverter based on noval dead time (offprint) == 379

and voltage drop compensation
D. H. Lee, Y. J. Lee (Pusan National University, Korea)

Room B

9:00~10:45 GS12 Fuzzy control & Evolutionary computations



Chair: H. Ishibuchi

GS12-1 Adjusting membership functions and reducing the number of features for

designing fuzzy classification systems
T. Nakashima, G. Nakai, H. Ishibuchi (Osaka Prefecture University,
Japan)

GS12-2 ADALINE network algorithm using fuzzy logic system

J. W. Kim, S. H. Kang, K. H. Eom (Dongguk University, Korea)
S. B. Chung (Seoil College, Korea)
J. K. Lim (Hoseo Computer Technical College, Korea)

GS12-3 H infinity output-feedback controller design for discrete-time fuzzy systems

using weighting function-dependent lyapunov functions

D. J. Choi, P. G. Park (POSTECH, Korea)

GS12-4 Premise-part adaptation in adaptive fuzzy control and its application to

vehicle speed control

G. D. Lee, S. W. Kim (Pohang University of Science and Technology, Korea)
T. J. Park (Research Institute of Industrial Science and Technology, Korea)

GS12-5 Design of fuzzy logic controller using adaptive scaling factor

Y. J. Yoon, Y. J. Lee, Y. H. Kim, M. H. Lee (Pusan National University,
Korea)
D. H. Yu (Yhkim Co., Ltd, Korea)

GS12-6 Cooperated drive operation of two cars using adaptive evolutionary

computation

M. Kita, K. Nose, A. Hiramatsu, T. Takeguchi (Osaka Sangyo University,
Japan)

H. Imai (Setsunan University, Japan)

GS12-7 Construction of multi-dimensional evolutionary free by minimum squared (offprint)**

pathway method in pseudo-euclidean character space
K. Ohnishi, S. Akashi (Niigata University, Japan)

13:00~14:15 S7 Machine intelligence and robotic control
Chair: K. Watanabe
Co-Chair: K. Izumi

S7-1 Growing neural networks for compensating dynamic uncertainties in visual

tracking problem

S. Kumarawadu, K. Watanabe, K. Kiguchi, K. Izumi (Saga University,
Japan)

S7-2 Voice controlled modular fuzzy neural controller with enhanced user

autonomy

K. Pulasinghe, K. Watanabe, K. Kiguchi, K. Izumi (Saga University,
Japan)



S7-3 Coordinated transportation of a single object by two nonholonomic mobile =" 417
robots
X. Yang, K. Watanabe, K. Kiguchi, K. Izumi (Saga University, Japan)

S7-4 Adaptive actor-critic learning of mobile robot using simulated experiences " 421
through predictive model
R. Syam, K. Watanabe, K. Izumi, K. Kiguchi (Saga University, Japan)

S7-5 Developments in underactuated manipulator control techniques and latest == 425
control using Al
L. Udawatta, K. Watanabe, K. Kiguchi, K. Izumi (Saga University, Japan)

14:30~15:45 GS15 Intelligent control & modeling 2
Chair: W. Wells

GS15-1 A4 nonlinear feedback control design based on augmented sectionwise 429
linearization by genetic algorithm
T. Nawata (Kumamoto National College of Technology, Japan)
H. Takata (Kagoshima University, Japan)

GS15-2 Future steps for a disassembly cell to use it for different kind of electronic =" 433
devices
H. Zebedin (Vienna University of Technology, Austria)

GS15-3 3d positioning control by linear visual servoing e 437
K. Nanba, N. Maru (Wakayama University, Japan)

GS15-4 A self-tuning adaptive neural-PID control for visual tracking of a moving === 441
object
H. Fujimoto, L. C. Zhu (Nagoya Institute of Technology, Japan)

GS15-5 An intelligent control method for time synchronization e 445
D. H. Yu (YhKim Co., Ltd, Korea)
S.Y. Hwang, Y. J. Lee, Y. J. Yoon, Y. H. Kim (Pusan National University,
Korea)
Y. H. Kim ICOMM, KIMM, Korea)

15:45~17:00 S9 Recent artificial life in Australia
Chair: M. Bedau

S9-1 Do artificial ants march in step? - - modularity and ordered asynch ronous (offprint) -+ 449
behavior in multi-agent systems

D. Green, D. Cornforth, D. Newth (Charles Sturt University, Australia)

S9-2 Learning from the past : a Darwinian approach to relational Swarm learning (offprint)*--* 450
H. Abbass (University of Now South Wales, Australia)

S9-3 The visual aspect of artificial life e 451



A. Dorin (Monash University, Australia)

S9-4 Prospects for open-ended evolution in artificial life o 455
R. K. Standish (University of New South Wales, Australia)

Room C

9:00~10:45 GS13 Robotics 2
Chair: J. J. Lee

GS13-1 Robust visual tracking of robot manipulator with uncalibrated camera " 459
M. Oya, M. Wada, T. Kobayashi (Kyushu Institute of Technology, Japan)

GS13-2 Mechanism design & dynamic analysis of the interactive emotional robot =" 463
Y. H. Kim, D. Y. Lee, Y. K. Kwak (KAIST, Korea)
B. S. Kim (Hanwool Robotics Corp., Korea)

GS13-3 Development of the pneumatic physiotherapy robot with a hybrid type == 467
C. Choi, H. Choi, C. S. Han (Hanyang university, Korea)

GS13-4 Structural force eerror analysis of robotic force sensors e 471
C. G. Kang (Konkuk University, Korea)

GS13-5 The virtual robot arm control by EMG pattern recognition using the == 475
improved SOFMs method
H. K. Lee (Honam University, Korea)
D. S. Son (Yuhan College, Korea)
K. K. Jung, J. W. Kim, K. H. Eom (Dongguk University, Korea)

GS13-6 4 new type surgery robot for total hip Arthroplasty e 479
J. H. Chung, S.Y. Ko, J. J. Lee, Y. S. Yoon, D. S. Kwon (KAIST, Korea)
C. H. Won (Chungbuk University Hospital, Korea)

GS13-7 A color-adapted active contour model for object tracking e 483
C. T. Kim, J. J. Lee (Korea Advanced Institute of Science Technology,
KAIST, Korea)

13:00~14:15 GS14 Robotics 3 & Related fields
Chair: M. Nakamura

GS14-1 Speculative experience based on internet technology and autonomous """ 487
robotics
T. Kuromiya, T. Arita (Nagoya University, Japan)

GS14-2 Children, robotics, and education e 491
J. Johnson (The Open University, UK)

GS14-3 Learning from designing the RoboFesta — Blue peter robots == 497
J. Johnson, A. Hirst S. Garner (The Open University, UK)



GS14-4 The educational value of children’s team robotics: A case study of Robo Cup
Junior
E. Sklar (Boston College, USA)
J. Johnson (The Open University, UK)
H. H. Lund (University of Southern Denmark, Denmark)

GS14-5 Network communication for electric vehicle navigation
M. Sugisaka, M. Zacharie (Oita University, Japan)

14:30~15:45 GS16 Human-machine cooperative systems &
Control human-welfare robotics
Chair: J. J. Lee

GS16-1 Traffic condition acquisition and monitoring via WAP applications
P. Boonsrimuang, N. Yenkai, A. Numsumlan, T. Paungma
(King Mongkut's Institute of Technology Ladkrabang, Thailand)

GS16-2 Interactive musical editing system for supporting human errors and
offering personal preferences for an automatic piano
E. Hayashi (Kyusyu Institute of Technology, Japan)
H. Mori (Apex Co., Ltd, Japan)

GS16-3 Development of a wearable power assisting system for lifting up an object(offprint)---+*- 517

A. Tanaka, H. Yokoi, Y. Kakazu (Hokkaido University, Japan)

GS16-4 Image segmentation techniques and their use in artificial liferobot
implementation
T. Kubic, M. Sugisaka (Oita University, Japan)

15:45~17:00 GS18 Pattern recognition
Chair: L. Parker

GS18-1 Shape recognition using statistical and shape descriptors :

S. J. Park (Chonnam National University Hospital, Korea)
B. A. Munammad (Kwangju Institute of Science and Technology, Korea)
J. A. Park (Chosun University, Korea)

GS18-2 Memestorms: a cellular automaton for pattern recognition and dynamic :
fuzzy calculus
A. Buller, K. Shimohara (ATR Human Information Science Laboratories,
Japan)
L. Kaiser (Department of Mathematics and Informatics University of
Wroclaw, Poland)

GS18-3 Study on a color based target detection technique :
J. Wang, M. Sugisaka (Oita University, Japan)

GS18-4 Relocation and resizing by AMSHIFT in face detection :



M. Sugisaka, X. Fan (Oita University, Japan)

GS18-5 Development of a face recognition system for the liferobot e 538
M. Sugisaka, X. Fan (Oita University, Japan)

January 18 (Friday)

Room A

9:00~10:30 S10 Intelligent systems of autonomous mobile robots for
collective behavior and nursing

Chair: T. Kitazoe

Co-Chair: M. Tabuse

S10-1 Autonomous collective movement of mobile robot khepera o 542
T. Horita, T. Shinchi, M. Tabuse, T. Kitazoe (Miyazaki University, Japan)

S10-2 Khepera robots applied to highway autonomous mobiles o 546
A. Todaka, M. Tabuse, T. Shinchi, T. Kitazoe (Miyazaki University, Japan)

S10-3 An Autonomous mobile robot and camera sensing e 550
Y. Kitamaru, K. Sugihara, M. Tabuse, T. Kitazoe (Miyazaki University,
Japan)

S10-4 The intelligent systems for improving the quality life of wheelchair users = 554

K. Kusano, T. Kitazoe, M. Tabuse, T. Shinchi (Miyazaki University, Japan)

10:45~12:00 GS19 Multi agent systems 1
Chair: J. Casti

GS19-1 Multi-agent developmental model of plants e 556
X. Xu, C. S. Zhang (Tsinghua University, P. R. China)

GS19-2 A Multi-agent method for texture synthesis e 560
T. Jiao, C. S. Zhang (Tsinghua University, P. R. China)

GS19-3 The artificial market model considering agent's preference on market === 564
selection
J. Shibata, T. Tanaka, K. Okuhara (Hiroshima Prefecture University,
Japan)

GS19-4 Network security via multilple agent systems e 568

H. S. Seo (Sungkyunkwan University, Korea)
S. M. Jung, H. W. Kim (Shamyook University, Korea)

GS19-5 Desirable-event subgoal theory in the design of swarm robot control = 572
systems
J. Johnson (Open University, UK)



M. Sugisaka (Oita University, Japan)

13:00~14:30 GS22 Multi agent systems 2
Chair: J. Johnson

GS22-1 A likelihood maximization learning algorithm for agents with neural
networks
S. Yamaguchi, H. Itakura (Chiba Institute of Technology, Japan)

GS22-2 Immunity-based diagnosis in information gathering mobile agent system
Y. Watanabe, Y. Ishida (Toyohashi University of Technology, Japan)

GS22-3 Flocking robots — collective behavior of simple robotic system
K. Sugawara (University of Electro-Communications, Japan)
M. Sano (University of Tokyo, Japan)
Y. Hayakawa (Tohoku University, Japan)

GS22-4 A language for programming distributed multi-robot systems
P. S. Sapaty, M. Sugisaka (Oita University, Japan)

Room B

9:00~10:30 S11 Control and Perception for Uncertain, Underactuated

Systems
Chair: M. Kono
Co-Chair: M. Yokomichi

S11-1 Stochastic control with multiplicative noise in discrete-time systems
Y. Tang, M. Kono (Miyazaki University, Japan)
T. Suzuki (Mitsubishi Heavy Industries, Japan)

S11-2 Guaranteed cost control on the basis of norm-type upper bound
N. Takahashi, M. Kono, O. Sato, A. Sato (Miyazaki University, Japan)

S11-3 Performance improvement of time-periodic stabilizer for nonholonomic
vehicle via time-scale transformation
M. Yokomichi (Miyazaki University, Japan)

S11-4 Trajectory tuning for tracking problem of underactuated mechanical systems
Y. Hitaka, M. Yokomichi, M. Kono (Miyazaki University, Japan)

S11-5 Stereo disparity perception for monochromatic flat slope based on neural net
dynamical model

X. Hua (Jiangsu Univ. of China, P. R. China)

T. Mitsugi, Y. Tang, M. Yokomichi, T. Kitazoe (Miyazaki University, Japan)

10:45~12:00 GS20 Neural Networks 1



Chair: M. T. Yamawaki

GS20-1 A4 study on some optical illusions based upon the theory of potential field = 610
S. Ge, T. Saito (Yamaguchi University, Japan)
J. L. Wu (Kagawa University, Japan)

GS20-2 Adaptation of neural networks and fuzzy systems to environmental 614

changes in a multi-agent model
H. Ishibuchi, T. Seguchi (Osaka Prefecture University, Japan)

GS20-3 Global modeling of complex systems by neural networks 618
J. Swiatek (Wroclaw University of Technology, Poland)
G. Dralus (Rzeszow University of Technology, Poland)

GS20-4 Modularized neural network for narrowband to wideband conversion of =" 622

speech
D. H. Woo, C. H. Ko, H. M. Kang, Y. S. Kim, H. S. Kim (Pusan National
University, Korea)

GS20-5 Performance improvement of backpropagation algorithm by fuzzy = 626
delta-bar-delta method
K. K. Jung, J. W. Kim, J. H. Lee, K. H. Eom (Dongguk University, Korea)
Y. G. Lee (Hallym College, Korea)

13:00~14:30 GS23 Neural networks 2 & Computer graphics
Chair: G. James

GS23-1 A4 delay timing control device for a neuron computer U 630
T. Aoyama, Q. Wang (Miyazaki University, Japan)

GS23-2 Adaptive methods for an intelligent mobile vehicle 634
M. Sugisaka, F. Dai (Oita University, Japan)

GS23-3 Adaptive driver model using neural network e 638
B. J. G. James, F. Boehringer, KJ. Burnham (Coventry University, UK)
DG. Gopp (Jaguar Cars Ltd, UK)

GS23-4 Neuron-functions and learning algorithm for one-chip neural networks === 644
T. Aoyama, Q. Wang (Miyazaki University, Japan)

GS23-5 Neuromaze: a new method of pulsed neural network synthesis 648
A. Buller (ATR Human Information Science Laboratories, Japan)
M. Joachimczak (GABRI, Poland)
J. Bialowas (Medical University Gdansk, Poland)

GS23-6 Non-parametric density estimation using neural network with application =" 650
to multivariate statistical process monitoring
X. Feng, M. Sugisaka (Oita University, Japan)
X. Yang, Y. Xu (Tsinghua University, P. R. China)



Room C

9:00~10:30 S12 Optimization and Simultaneous Perturbation
Chair: K. Uosaki

S12-1 Function optimization by simultaneous perturbation stochastic :

approximation with randomly varying truncations
A. Yonemochi, T. Hatanaka, K. Uosaki (Tottori University, Japan)

S12-2 Simultaneous perturbation for neuro-control of robot arm :

Y. Maeda (Kansai University, Japan)

S12-3 Calibration-free for a robot arm via simultaneous perturbation method
M. Suginaka, Y. Maeda (Kansai University, Japan)

S12-4 On the efficiency of the trial-and-error correlation learning
0. Fujita (Osaka Kyoiku University, Japan)

10:45~12:00 GS21 Molecular biology & Nano-bioligy & DNA computing
Chair: H. Hirayama

GS21-1 Realization of self recognition algorithm based on biological immune
system
K. B. Sim, S. J. Sun, D. W. Lee (Chung-Ang University, Korea)

GS21-2 Emergence of self-maintaining proto-cell in two-dimensional artificial
chemistry
N. Ono (Kyoto University, Japan)

GS21-3 Preliminary investigation of biochemical actuator on myosin-ATP system
Y. Yonezawa, T. Yumino (Ibaraki University, Japan)

GS21-4 The efficiency of computation by using DNA concentration
N. Matsuura, M. Yamamoto, T. Shiba, A. Ohuchi (Hokkaido University,
Japan)
A. Kameda (Japan Science and Technology Corporation, JST, Japan)

GS21-5 Application of biomolecular computing for solving computationally hard
problems
K. B. Kubik, T. Kubik, M. Sugisaka (Oita University, Japan)

......
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Abstract— As research progresses in distributed
robotic systems, more and more aspects of multi-robot
systems are being explored. This article describes ad-
vances in multi-robot systems and surveys the cur-
rent state of the art. Our focus is principally on re-
search that has been demonstrated in physical robot
implementations. We have identified eight primary
research topics within multi-robot systems — biolog-
ical inspirations, communication, architectures, local-
ization/mapping/exploration, object transport and ma-
nipulation, motion coordination, reconfigurable robots,
and learning — and discuss the current state of research
in these areas. As we describe each research area, we
identify some key open issues in multi-robot team re-
search. We conclude by identifying several additional
open research issues in distributed mobile robotic sys-
tems.

I. INTRODUCTION

The field of distributed robotics has its origins in the
late-1980’s, when several researchers began investigat-
ing issues in multiple mobile robot systems. Prior to
this time, research had concentrated on either single
robot systems or distributed problem-solving systems
that did not involve robotic components. The topics
of particular interest in this early distributed robotics
work include:

o Cellular (or reconfigurable) robot systems, such as
the work by Fukuda, et al. [20] on the Cellular Robotic
System (CEBOT) and the work on cyclic swarms by
Beni (8],

o Multi-robot motion planning, such as the work by
Premvuti and Yuta [38] on traffic control and the work
on movement in formations by Arai, et al. [2] and
Wang [48], and

o Architectures for multi-robot cooperation, such as the
work on ACTRESS by Asama, et al. [4].

Since this early research in distributed mobile
robotics, the field has grown dramatically, with a much
wider variety of topics being addressed. This paper
examines the current state of the art in autonomous
multiple mobile robotic systems. The field of cooper-
ative autonomous mobile robotics is still so new that
no topic area within this domain can be considered
mature. Some areas have been explored more exten-
sively, however, and the community is beginning to
understand how to develop and control certain aspects

of multi-robot teams. Thus, rather than summarize
the research into a taxonomy of cooperative systems
(see Dudek [18] and Cao [12] for previous related sum-
maries), we instead organize this research by the prin-
cipal topic areas that have generated significant levels
of study, to the extent possible in a limited space. As
we present the review, we identify key open research
issues within each topic area. We conclude by suggest-
ing additional research issues that have not yet been
extensively studied, but appear to be of growing inter-
est and need in distributed autonomous multi-robot
systems.

II. BIOLOGICAL INSPIRATIONS

Nearly all of the work in cooperative mobile robotics
began after the introduction of the new robotics
paradigm of behavior-based control [10], [3]. This
behavior-based paradigm has had a strong influence in
much of the cooperative mobile robotics research. Be-
cause the behavior-based paradigm for mobile robotics
is rooted in biological inspirations, many cooperative
robotics researchers have also found it instructive to
examine the social characteristics of insects and an-
imals, and to apply these findings to the design of
multi-robot systems®.

The most common application of this knowledge is
in the use of the simple local control rules of various bi-
ological societies — particularly ants, bees, and birds —
to the development of similar behaviors in cooperative
robot systems. Work in this vein has demonstrated
the ability for multi-robot teams to flock, disperse, ag-
gregate, forage, and follow trails (e.g., [30], [15], [17]).
The application of the dynamics of ecosystems has also
been applied to the development of multi-robot teams
that demonstrate emergent cooperation as a result of
acting on selfish interests [32]. To some extent, co-
operation in higher animals, such as wolf packs, has
generated advances in cooperative control. Significant
study in predator-prey systems has occurred, although
primarily in simulation [7], [21]. Competition in multi-

IFor a more detailed analysis of various types of biological
systems — what Tinbergen called differentiating (e.g., ants) and
integrative (e.g., birds) — and their relationship to cooperative
robotics work (i.e., “swarm” vs. “intentional”), see [35].



robot systems, such as found in higher animals includ-
ing humans, is beginning to be studied in domains such
as multi-robot soccer [46], [29].

These areas of biological inspiration and their ap-
plicability to multi-robot teams seem to be fairly well
understood. More recently identified, less well under-
stood, biological topics of relevance include the use
of imitation in higher animals to learn new behaviors,
and the physical interconnectivity demonstrated by in-
sects such as ants to enable collective navigation over
challenging terrains.

III. COMMUNICATION

The issue of communication in multi-robot teams
has been extensively studied since the inception of dis-
tributed robotics research. Distinctions between im-
plicit and explicit communication are usually made,
in which implicit communication occurs as a side-effect
of other actions, or “through the world”, whereas ex-
plicit communication is an specific act designed solely
to convey information to other robots on the team.
Several researchers have studied the effect of commu-
nication on the performance of multi-robot teams in
a variety of tasks, and have concluded that commu-
nication provides certain benefit for particular types
of tasks [27], [6]. Additionally, these researchers have
found that, in many cases, communication of even a
small amount of information can lead to great benefit
[6].

More recent work in multi-robot communication
has focused on representations of languages and the
grounding of these representations in the physical
world [22], [23]. Additionally, work has extended to
achieving fault tolerance in multi-robot communica-
tion, such as setting up and maintaining distributed
communications networks [51] and ensuring reliability
in multi-robot communications [34]. While progress is
being made in these more recent issues of communica-
tion, much work remains to enable multi-robot teams
to operate reliably amidst faulty communication envi-
ronments.

IV. ARCHITECTURES, TASK PLANNING, AND
CONTROL

A great deal of research in distributed robotics has
focused on the development of architectures, task plan-
ning capabilities, and control. This research area ad-
dresses the issues of action selection, delegation of au-
thority and control, the communication structure, het-
erogeneity versus homogeneity of robots, achieving co-
herence amidst local actions, resolution of conflicts,
and other related issues. Each architecture that has
been developed for multi-robot teams tends to focus
on providing a specific type of capability to the dis-

tributed robot team. Capabilities that have been of
particular emphasis include task planning [1], fault
tolerance [36], swarm control [31], human design of
mission plans [26], and so forth.

A general research question in this vein is whether
specialized architectures for each type of robot team
and/or application domain are needed, or whether a
more general architecture can be developed that can
be easily tailored to fit a wider range of multi-robot
systems. Relatively little of the previous work has
been aimed at unifying these architectures. Perhaps an
all-encompassing architecture would be too unwieldy
to implement in practical applications. It remains to
be seen if a single general architecture for multi-robot
teams can be developed that is applicable to a much
wider variety of domains than is currently possible
with existing architectures.

V. LOCALIZATION, MAPPING, AND EXPLORATION

An extensive amount of research has been carried
out in the area of localization, mapping, and explo-
ration for single autonomous robots. Only fairly re-
cently has much of this work been applied to multi-
robot teams. Almost all of the work has been aimed
at 2D environments. Additionally, nearly all of this
research takes an existing algorithm developed for sin-
gle robot mapping, localization, or exploration, and
extends it to multiple robots, as opposed to develop-
ing a new algorithm that is fundamentally distributed.
One exception is some of the work in multi-robot lo-
calization, which takes advantage of multiple robots to
improve positioning accuracy beyond what is possible
with single robots [42], [19].

As is the case with single robot approaches to local-
ization, mapping, and exploration, research into the
multi-robot version can be described using the famil-
iar categories based on the use of landmarks [14], scan-
matching [11], and/or graphs [40], [39], and which use
either range sensors (such as sonar or laser) or vision
sensors. While the single robot version of this problem
is fairly well understood, much remains to be studied
in the multi-robot version. For example, one question
is the effectiveness of multi-robot teams over single-
robot versions, and to what extent adding additional
robots brings diminishing returns. This issue has be-
gun to be studied (see [39]), but much much remains to
be determined for the variety of approaches available
for localization, mapping, and exploration.

VI. OBJECT TRANSPORT AND MANIPULATION

Enabling multiple robots to cooperatively carry,
push, or manipulate common objects has been a long-
standing, yet difficult, goal of multi-robot systems.
Many research projects have dealt with this topic area;



fewer of these projects have been demonstrated on
physical robot systems. This research area has a num-
ber of practical applications that make it of particular
interest for study.

Numerous variations on this task area have been
studied, including constrained and unconstrained mo-
tions, two-robot teams versus “swarm”-type teams,
compliant versus non-compliant grasping mechanisms,
cluttered versus uncluttered environments, global sys-
tem models versus distributed models, and so forth.
Perhaps the most demonstrated task involving cooper-
ative transport is the pushing of objects by multi-robot
teams [43], [45]. This task seems inherently easier than
the carry task, in which multiple robots must grip com-
mon objects and navigate to a destination in a coor-
dinated fashion [49], [24]. A novel form of multi-robot
transportation that has been demonstrated is the use
of ropes wrapped around objects to move them along
desired trajectories [16].

Nearly all of the previous work in this area work
involves robots moving across a flat surface. A chal-
lenging open issue in this area is cooperative transport
over uneven outdoor terrains.

VII. MoTiON COORDINATION

A popular topic of study in multi-robot teams is that
of motion coordination. Research themes in this do-
main that have been particularly well studied include
multi-robot path planning [52], traffic control [38], for-
mation generation [2], and formation keeping [5], [48].
Most of these issues are now fairly well understood, al-
though demonstration of these techniques in physical
multi-robot teams (rather than in simulation) has been
limited. More recent issues studied within the motion
coordination context are target tracking [37], target
search [25], and multi-robot docking [33] behaviors.

Nearly all of the previous work has been aimed at 2D
domains, although some work has been aimed at 3D
environments [52]. One of the most limiting character-
istics of much of the existing path planning work is the
computational complexity of the approaches. Perhaps
as computing processor speed increases, the computa-
tional time will take care of itself. In the meantime,
this characteristic is a limiting factor to the applicabil-
ity of much of the path planning research in dynamic,
real-time robot teams.

VIII. RECONFIGURABLE ROBOTICS

Even though some of the earliest research in dis-
tributed robotics focused on concepts for reconfig-
urable distributed systems [20], [8], relatively little
work has proceeded in this area until the last few
years. More recent work has resulted in a number of
actual physical robot systems that are able to reconfig-

ure. The motivation of this work is to achieve function
from shape, allowing individual modules, or robots, to
connect and re-connect in various ways to generate a
desired shape to serve a needed function. These sys-
tems have the theoretical capability of showing great
robustness, versatility, and even self-repair.

Most of the work in this area involves identical mod-
ules with interconnection mechanisms that allow either
manual or automatic reconfiguration. These systems
have been demonstrated to form into various naviga-
tion configurations, including a rolling track motion
[53], an earthworm or snake motion [53], [13], and a
spider or hexapod motion [53], [13]. Some systems em-
ploy a cube-type arrangement, with modules able to
connect in various ways to form matrices or lattices for
specific functions [9], [54], [44], [47].

Research in this area is still very young, and most
of the systems developed are not yet able to perform
beyond simple laboratory experiments. While the po-
tential of large numbers of robot modules has, to some
extent, been demonstrated in simulation, it is still un-
common to have implementations involving more than
a dozen or so physical modules. The practical ap-
plication of these systems is yet to be demonstrated,
although progress is being made in that direction.
Clearly, this is a rich area for continuing advances in
multi-robot systems.

IX. LEARNING

Many multi-robot researchers believe that an ap-
proach with more potential for the development of co-
operative control mechanisms is autonomous learning.
While a considerable amount of work has been done in
this area for multi-agent learning [50], somewhat less
work has been accomplished to date in multi-robot
learning. The types of applications that are typically
studied for this area of multi-robot learning vary con-
siderably in their characteristics. Some of the applica-
tions include predator/prey [7], [21], box pushing [28],
foraging [31], multi-robot soccer [46], [29], [41], and
cooperative target observation [37].

Particularly challenging domains for multi-robot
learning are those tasks that are inherently coopera-
tive — that is, tasks in which the utility of the action
of one robot is dependent upon the current actions of
the other team members. Inherently cooperative tasks
cannot be decomposed into independent subtasks to be
solved by a distributed robot team. Instead, the suc-
cess of the team throughout its execution is measured
by the combined actions of the robot team, rather than
the individual robot actions. This type of task is a par-
ticular challenge in multi-robot learning, due to the
difficulty of assigning credit for the individual actions
of the robot team members. Multi-robot learning in



general, and inherently cooperative task learning in
particular, are areas in which significant research for
multi-robot systems remains.

X. ADDITIONAL OPEN ISSUES IN DISTRIBUTED
AvuToNOMOUS MOBILE ROBOTICS

It is clear that since the inception of the field of
distributed autonomous mobile robotics less than two
decades ago, significant progress has been made on
a number of important issues. The field has a good
understanding of the biological parallels that can be
drawn, the use of communication in multi-robot teams,
and the design of architectures for multi-robot control.
Considerable progress has been made in multi-robot
localization/mapping/exploration, cooperative object
transport, and motion coordination. Recent progress
is beginning to advance the areas of reconfigurable
robotics and multi-robot learning. Of course, all of
these areas have not yet been fully studied; we have
identified key open research challenges for these areas
in the previous sections.

Several other research challenges still remain, in-
cluding:

o How do we identify and quantify the fundamental
advantages and characteristics of multi-robot systems?
o How do we easily enable humans to control multi-
‘Tobot teams?

» Can we scale up to demonstrations involving more
than a dozen or so robots?

« Is passive action recognition in multi-robot teams
possible?

o How can we cnable physical multi-robot systems to
work under hard real-time constraints?

o How does the complexity of the task and of the en-
vironment affect the design of multi-robot systems?

These and other issues in multi-robot cooperation
should keep the research community busy for many
years to come.

ACKNOWLEDGMENTS

This work is sponsored by the Engineering Research Program
of the Office of Basic Energy Sciences, U. S. Department of En-
ergy. Accordingly, the U.S. Government retains a nonexclusive,
royalty-free license to publish or reproduce the published form
of this contribution, or allow others to do so, for U. S. Govern-
ment purposes. Oak Ridge National Laboratory is managed by
UT-Battelle, LLC for the U.S. Dept. of Energy under contract
DE-AC05-000R22725.

REFERENCES

R. Alami, S. Fleury, M. Herrb, F. Ingrand, and F. Robert.
Multi-robot cooperation in the Martha project. IEEE
Robotics and Automation Magazine, 1997.

T. Arai, H. Ogata, and T. Suzuki. Collision avoidance
among multiple robots using virtual impedance. In Pro-
ceedings of the Intelligent Robots and Systems (IROS),
pages 479-485, 1989.

Ronald C. Arkin. Integrating behavioral, perceptual, and
world knowledge in reactive navigation. Robotics and Au-
tonomous Systems, 6:105-122, 1990.

1]

(4]

(5!

(6]

10!

11

(12]

(13]

[14]

(15]

(16]

17

(18]

(19]

(21]

[22]

Hajime Asama, Akihiro Matsumoto, and Yoshiki Ishida.
Design of an autonomous and distributed robot system:
ACTRESS. In Proceedings of IEEERSJ International
Workshop on Intelligent Robots and Systems, pages 283-
290, Tsukuba, Japan, 1989.

T. Balch and R. Arkin. Behavior-based formation control
for multi-robot teams. IEEE Transactions on Robotics and
Automation, December 1998.

Tucker Balch and Ronald C. Arkin. Communication in
reactive multiagent robotic systems. Autonomous Robots,
1(1):1-25, 1994,

M. Benda, V. Jagannathan, and R. Dodhiawalla. On op-
timal cooperation of knowledge sources. Technical Report
BCS-G2010-28, Boeing Al Center, August 1985.

Gerardo Beni. The concept of cellular robot. In Proceedings
of Third IEEE Symposium on Intelligent Control, pages
57-61, Arlington, Virginia, 1988.

H. Bojinov, A. Casal, and T. Hogg. Emergent structures in
moduluar self-reconfigurable robots. In Proceedings of the
IEEE International Conference on Robotics and Automa-
tion, pages 1734-1741, 2000.

Rodney A. Brooks. A robust layered control system for a
mobile robot. IEEE Journal of Robotics and Automation,
RA-2(1):14-23, March 1986.

W. Burgard, M. Moors, D. Fox, R. Simmons, and S. Thrun.
Collaborative multi-robot exploration. In Proceedings of
the IEEE International Conference on Robotics and Au-
tomation, pages 476-481, 2000.

Y. Uny Cao, Alex Fukunaga, Andrew Kahng, and Frank
Meng. Cooperative mobile robotics: Antecedents and di-
rections. In Proceedings of 1995 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS ’95),
pages 226-234, 1995.

A. Castano, R. Chokkalingam, and P. Will. Autonomous
and self-sufficient conro modules for reconfigurable robots.
In Proceedings of the Fifth International Symposium on
Distributed Autonomous Robotic Systems (DARS 2000 -
this volume), 2000.

G. Dedeoglu and G. Sukhatme. Landmark-based matching
algorithm for cooperative mapping by autonomous robots.
In Proceedings of the Fifth International Symposium on
Distributed Autonomous Robotic Systems (DARS 2000 -
this volume), 2000.

J. Deneubourg, S. Goss, G. Sandini, F. Ferrari, and
P. Dario. Self-organizing collection and transport of objects
in unpredictable environments. In Japan-U.S.A. Sympo-
sium on Flexible Automation, pages 1093-1098, 1990.

B. Donald, L. Gariepy, and D. Rus. Distributed manip-
ulation of multiple objects using ropes. In Proceedings of
IEEE International Conference on Robotics and Automa-
tion, pages 450-457, 2000.

Alexis Drogoul and Jacques Ferber. From Tom Thumb
to the Dockers: Some experiments with foraging robots.
In Proceedings of the Second International Conference on
Simulation of Adaptive Behavior, pages 451-459, 1992.
Gregory Dudek et al. A taxonomy for swarm robots. In
Proceedings of 1998 IEEE International Conference on In-
telligent Robots and Systems (IROS ’93), pages 441-447,
1993.

D. Fox, W. Burgard, H. Kruppa, and S. Thrun. Collabo-
rative multi-robot exploration. Autonomous Robots, 8(3).
2000.

' T. Fukuda and S. Nakagawa. A dynamically reconfigurable

robotic system (concept of a system and optimal configu-
rations). In Proceedings of IECON, pages 588-595, 1987.
Thomas Haynes and Sandip Sen. Evolving behavioral
strategies in predators and prey. In Gerard Weiss and
Sandip Sen, editors, Adaptation and Learning in Multi-
Agent Systems, pages 113-126. Springer, 1986.

L. Hugues. Collective grounded representations for robots.
In Proceedings of Fifth International Conference on Dis-
tributed Autonomous Robotic Systems (DARS 2000 - this
volume), 2000.



(23]

(24]

25]

(26]

27]

(28]

(29]

(30]

(34]

(35]

(36]

(37]

(38]

David Jung and Alexander Zelinsky. Grounded symbolic
communication between heterogeneous cooperating robots.
Autonomous Robots, 8(3), July 2000.

O. Khatib, K. Yokoi, K. Chang, D. Ruspini, R. Holm-
berg, and A. Casal. Vehicle/arm coordination and mobile
manipulator decentralized cooperation. In IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems,
pages 546-553, 1996.

S. M. LaValle, D. Lin, L. J. Guibas, J-C. Latombe,
and R. Motwani. Finding an unpredictable target in a
workspace with obstacles. In submitted to 1997 Interna-
tional Conference on Robots and Automation, 1997.

D. MacKenzie, R. Arkin, and J. Cameron. Multiagent
mission specification and execution. Autonomous Robots,
4(1):29-52, 1997.

Bruce MacLennan. Synthetic ethology: An approach to
the study of communication. In Proceedings of the 2nd
interdisciplinary workshop on synthesis and simulation of
living systems, pages 631-658, 1991.

S. Mahadevan and J. Connell. Automatic programming
of behavior-based robots using reinforcement learning. In
Proceedings of AAAI-91, pages 8-14, 1991.

S. Marsella, J. Adibi, Y. Al-Onaizan, G. Kaminka,
1. Muslea, and M. Tambe. On being a teammate: Experi-
ences acquired in the design of RoboCup teams. In O. Et-
zioni, J. Muller, and J. Bradshaw, editors, Proceedings
of the Third Annual Conference on Autonomous Agents,
pages 221-227, 1999.

Maja Mataric. Designing emergent behaviors: From local
interactions to collective intelligence. In J. Meyer, H. Roit-
blat, and S. Wilson, editors, Proc. of the Second Int’l Conf.
on Simulation of Adaptive Behavior, pages 432-441. MIT
Press, 1992.

Maja Mataric. Interaction and Intelligent Behavior. PhD
thesis, Massachusetts Institute of Technology, 1994.

David McFarland. Towards robot cooperation. In D. Cliff,
P. Husbands, J.-A. Meyer, and S. Wilson, editors, Proceed-
ings of the Third International Conference on Simulation
of Adaptive Behavior, pages 440-444. MIT Press, 1994.
B. Minten, R. Murphy, J. Hyams, and M. Micire. A
communication-free behavior for docking mobile robots.
In Proceedings of Fifth International Symposium on Dis-
tributed Autonomous Robotic Systems (DARS 2000 - this
volume), 2000.

P. Molnar and J. Starke. Communication fault tolerance in
distributed robotic systems. In Proceedings of Fifth Inter-
national Symposium on Distributed Autonomous Robotic
Systems (DARS 2000 - this volume), 2000.

L. E. Parker. Adaptive action selection for cooperative
agent teams. In Jean-Arcady Meyer, Herbert Roitblat, and
Stewart Wilson, editors, Proceedings of the Second Inter-
national Conference on Simulation of Adaptive Behavior,
pages 442-450. MIT Press, 1992.

L. E. Parker. ALLIANCE: An architecture for fault-
tolerant multi-robot cooperation. IEEE Transactions on
Robotics and Automation, 14(2):220-240, 1998.

L. E. Parker. Multi-robot learning in a cooperative observa-
tion task. In Proceedings of Fifth International Symposium
on Distributed Autonomous Robotic Systems (DARS 2000
- this volume), 2000.

Suparerk Premvuti and Shin’ichi Yuta. Consideration on
the cooperation of multiple autonomous mobile robots. In
Proceedings of the IEEE International Workshop of Intel-
ligent Robots and Systems, pages 59-63, Tsuchiura, Japan,
1990.

N. S. V. Rao. Terrain model acquisition by mobile robot
teams and n-connectivity. In Proceedings of the Fifth Inter-
national Symposium on Distributed Autonomous Robotic
Systems (DARS 2000 - this volume), 2000.

I. Rekleitis, G. Dudek, and E. Milios. Graph-based
exploration using multiple robots. In Proceedings of
the Fifth International Symposium on Distributed Au-

(43]

(44]

(45]

(46]

(47]

(50]

(51]

(52]

(53]

(54]

tonomous Robotic Systems (DARS 2000 - this volume),
2000.

P. Rlley and M. Veloso. On behavior classification in adver-
sarial environmentts. In Proceedings of Fifth International
Symposium on Distributed Autonomous Robotic Systems
(DARS 2000 - this volume), 2000.

S. Roumeliotis and G. Bekey. Distributed multi-robot lo-
calization. In Proceedings of the Fifth International Sympo-
sium on Distributed Autonomous Robotic Systems (DARS
2000 - this volume), 2000.

D. Rus, B. Donald, and J. Jennings. Moving furniture with
teams of autonomous robots. In Proceedings of IEEE/RSJ
International Conference on Intelligent Robots and Sys-
tems, pages 235-242, 1995.

D. Rus and M. Vona. A physical implementation of the
self-reconfiguring crystalline robot. In Proceedings of the
IEEE International Conference on Robotics and Automa-
tion, pages 1726-1733, 2000.

Daniel Stilwell and John Bay. Toward the development
of a material transport system using swarms of ant-like
robots. In Proceedings of IEEE International Conference
on Robotics and Automation, pages 766-771, 1993.

P. Stone and M. Veloso. A layered approach to learning
client behaviors in the robocup soccer server. Applied Ar-
tificial Intelligence, 12:165-188, 1998.

C. Unsal and P. K. Khosla. Mechatronic design of a modu-
lar self-reconfiguring robotic system. In Proceedings of the
IEEE International Conference on Robotics and Automa-
tion, pages 1742-1747, 2000.

P. K. C. Wang. Navigation strategies for multiple au-
tonomous mobile robots. In Proceedings of the IEEE/RSJ
International Conference on Intelligent Robots and Sys-
tems (IROS), pages 486-493, 1989.

7. Wang, Y. Kimura, T. Takahashi, and E. Nakano. A
control method of a multiple non-holonomic robot sys-
tem for cooperative object transportation. In Proceed-
ings of Fifth International Symposium on Distributed Au-
tonomous Robotic Systems (DARS 2000 - this volume),
2000.

Gerhard Weiss and Sandip Sen, editors. Adaption and
Learning in Multi-Agent Systems. Springer, 1996.

A. Winfield. Distributed sensing and data collection
via broken ad hoc wireless connected networks of mobile
robots. In Proceedings of Fifth International Symposium
on Distributed Autonomous Robotic Systems (DARS 2000
- this volume), 2000.

A. Yamashita, M. Fukuchi, J. Ota, T. Arai, and H. Asama.
Motion planning for cooperative transportation of a large
object by multiple mobile robots in a 3d environment. In
Proceedings of IEEE International Conference on Robotics
and Automation, pages 3144-3151, 2000.

M. Yim, D. G. Duff, and K. D. Roufas. Polybot: a modu-
lar reconfigurable robot. In Proceedings of the IEEE Inter-
national Conference on Robotics and Automation, pages
514-520, 2000.

E. Yoshida, S. Murata, S. Kokaji, and K. Tomita
dn H. Kurokawa. Micro self-reconfigurable robotic sys-
tem using shape memory alloy. In Proceedings of
the Fifth International Symposium on Distributed Au-
tonomous Robotic Systems (DARS 2000 - this volume),
2000.



Proc. of The Seventh Int. Symp. on Artificial Life and Robotics (AROB 7th *02)

Beppu, Oita, Japan, 16-18 January, 2002

Intelligent Space: - Interaction and Intelligence -

Hideki Hashimoto

Institute of Industrial Science, University of Tokyo
PRESTO, JST

hashimoto @iis.utokyo.ac.jp

http://dfs.iis.u-tokyo.ac.jp

Keywords: Interaction, Intelligent, Space, Sensing, Network, Intelligent Processing

Abstract
The intelligent space is a space where we can easily
interact with computers and robots, and get useful
service from them. In such a space, our life could be
more comjfortable and we can get more satisfaction. In
this paper, the technologies to achieve intelligent space
are introduced and problems in using these
technologies are discussed. Then I will introduce

existing research relating to intelligent space. Finally, 1

will conclude this paper with some argument about the
Sfuture of intelligent space.

1. What is making space intelligent?

Making space intelligent can be defined as a space
with functions that can provide appropriate services for
human beings by capturing events in the space and by
utilizing the information intelligently with computers
and robots [1].

Robots having partial intelligence become more
intelligent through interaction with the space. Moreover,
robots can understand the requests (e.g. gestures) from
people, so that the robots and the space can support
people effectively. This space using intelligence is
called the Intelligent Space. The concept of the
Intelligent Space is shown in Fig. 1. DIND (Distributed
Intelligent Network Device) has a sensing function
through devices such as a camera and microphone that
are networked to process the information in the
Intelligent Space.
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Figure 1. The Intelligent Space

The Intelligent Space can physically and mentally
support people using robot and VR technologies;
thereby providing satisfaction for people. These
functions will be an indispensable technology in the
coming consumption society.

This commentary introduces technologies to realize
the Intelligent Space, and discusses an associating issue,
the current research regarding the Intelligent Space and
its future.

2. Distributed Intelligent Network Device
(DIND)

This chapter describes the function of the Intelligent
Space, especially that of the DIND.

2.1. The concept of DIND

In the Intelligent Space, the DIND understands events
in the space and provides appropriate services for
people by using devices such as robots, displays, and
speakers. A DIND is composed of sensors, a processor
for the information from the sensors, a network for
information interchange, and a power source. It is
microminiaturized and a low-cost device. Since
networking is a prerequisite, functions such as a high
level of security, self-diagnosis, and function sharing are
essential [2]. Fig. 2 shows the concept of DIND. As
constructed, DIND needs MEMS (Micro Electro
Mechanical System) and nanotechnology for its

miniaturization.
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Figure 2. The concept of DIND



2.2. The basic function of DIND

Each DIND inherently has an intelligence limit
because of its size, however networking decentralized
DINDs in the space can realize a high level of
intelligence through their autonomous cooperation.

The basic functions of networked DIND are as
follows:

« Observation of events in the space

A function to observe events in the space via sensors
such as visual, infrared, radio frequency and ultrasonic
sensors, high-sensitivity microphone, and laser radar.

« High level processing of the obtained data

A function to process locally obtained data and to
output results to the network in a sensor-independent
format.

- Intelligent decision

A function to suppose the events in the space by
utilizing information from networked DINDs and past
data, and to make an appropriate decision (a cooperative
activity in networked DINDs).

« Offering of appropriate services

A function to issue commands to robots and/or

manipulators for physical support.

2.3. DIND network

The intelligence, placed spatially by DINDs, connects
the physical and digital spaces, and realizes the
understandings of people's intentions and the
appropriate services for them. The Intelligent Space is a
place where various technologies merge into one on a
DIND base, and thereby evolves as a platform.

Fig. 3 shows the concept of a network system. The
DIND network connects outdoor and indoor spaces
seamlessly, forming a large Intelligent Space. Various
and diverse data such as family healthcare, indoor child
monitoring and outdoor traffic monitoring are shared
and/or processed by the Intelligent Space as a platform
to realize a wide variety of services.
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At the present time, a form of Intelligent Space could
be a linkage of a network with cellular phones,
microcellular phones, and mobile computing devices.

3. Elements of technology supporting the
Intelligent Space

This section explains elements of the technology
required for an Intelligent Space. DIND sensor and
network technology, data processing technology to
transmit the obtained data, and the actuator technology
that is essential for robots.

3.1. Sensor technology

Sensor technology must be hypersensitive and
miniaturized.

Sensors types are visual, infrared, olfactory and
gustatory sensors, and microphones,.

3.1.1. Visual sensors. Current mainstream is image
processing by CCD. However, CMOS camera-
integrated Image Processing Chips will be the
mainstream in the future and will be built into DINDs as
an IP.

3.1.2. Microphones. High sensitivity microphones can
distinguish human voices for fulfilling people's requests.
Technologies for microphones are the capturing of
voice and the locating of that person.

3.1.3. Infrared sensors. Infrared sensors are widely
applicable; e.g. object detection, thermometry,
communication, and image display. In object detection,
for example, infrared lasers can be used to detect
distance, velocity, and direction of moving objects, be
applied to the safe running of automobiles and
takeoff/landing control of aircraft. Infrared sensors in
the Intelligent Space are used for locating, thermometry,
and hygrometry.

3.1.4. Olfactory sensors. Olfactory sensors are used to
measure gases in air; some of them can be used to
monitor the air condition in houses and production
facilities, and the quality of food. Presently the
intelligent sensor that integrates many ceramic gas
sensors can distinguish more than 60 kinds of odors.

3.1.5. Gustatory sensors. Unlike other sensors,
gustatory sensors cannot express tastes just by
measuring certain physical quantity. This technology
can realize this by mimicking the actual gustatory
recognition process of human beings.

3.2. Network technology



This section introduces the network technology
required for the Intelligent Space.

3.2.1. MEMS (Micro Electro Mechanical System).
MEMS is a general term of micro-systems in which
micro-sensors, actuators, and control circuits are
integrated by micromachining technology on the basis
of IC manufacturing processes [3]. This technology
enables the miniaturization of mechanical systems and
designs that can compact the entire system into a grain-
of-sand size. This technology is also essential for the
miniaturization of DINDs. Moreover, this technology
will play an important role in future networks because
optical switches based on MEMS technology further
improve the performance of broadband using optical
fiber.

3.2.2. Wearable computing. Wearable computers,
which are miniaturized and power-thrifty wearable
mobile computers, have gained much attention. These
computers have a potential to extend human memory
and sensibilities by integrating them into future
garments, and to drastically change society and culture
[4]. They have already been used industrially for
inspection and maintenance of aircraft and ships.

Wearable computers are network access points in the
Intelligent Space and perform the function of enhancing
human ability and transferring computation to the
human side. For example, all of what human beings
recognized and/or memorized are stored in the computer
and can be read out anytime. Sensors such as GPS,
cameras, microphones can be equipped with these
computers.

3.2.3. Ubiquitous computing. An ubiquitous
computing consists of many computers that are
allocated, so as to be invisible, in various areas of the
living space so as not to hinder human activity [5].
Examples are pressure sensors in chairs and small
infrared emitting badges that indicate the location of the
person wearing it.

In many cases the present allocation of computations
use rooms two-dimensionally, leaving the ceiling and
floor spaces. Sensors and devices may be embedded in
these spaces in the future, so that architectural and
designing consideration needs to be given for realizing
the Intelligent Space.

3.2.4. Network robotics. Telerobotics, a technology to
control robots by remote manipulation, has been
researched and developed to handle hazardous materials
in nuclear facilities, to work under the sea and to deal
with dangerous objects such as explosives. Nowadays
the application to surgical operations has been
researched and tried. Network robotics is considered as
a concept that links this telerobotics with the growing
Internet. This technology is important for the use of
robots and agents in the Intelligent Space by remote
manipulation.

Telerobotics is a one-on-one system where a specific
operator manipulates a  specific robot via
communications paths, while network robotics, as with
the Internet, is a system that many and unspecified
persons can use at anytime and anywhere by accessing a
control server. A variety of software required for the
robot system can be decentralized by leveraging the
Internet. OMG (Object Management Group) is
developing its specification and has proposed CORBA
(Common Object Request Broker Architecture) [6].

At present, some robots are connected with and
controlled on the Internet [7]. Research and
development is ongoing in fields including remote
health monitoring and remote manipulation; the fusion
of network and robotics has just begun and further
developments are expected.

3.3. Actuator technology

With the advancing intelligence of robots, functional
improvement of their hardware is necessary. For this
actuator technology has been essential.

Against this backdrop, practical applications of new
actuators [14][15][16] that are alternatives to electric
and fluid actuators are awaited.
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Figure 4. Schematic concept of actuator fusion

The concept of actuator fusion is proposed [8]. Fig. 4
shows the concept of actuator fusion. The concept of
actuator fusion is "to realize the movements and actions
requested by the coordinated performance of many
actuators”. A typical example of the application of the
actuator fusion concept is microstructural actuators.
Microstructural actuators can be made in various forms
by combining many micro-sized actuator modules that
are produced by micromachining. In this case, their
maximum degree of freedom is equal to the number of
modules. Higher degrees of freedom seem to be



associated with more control difficulties; however, a
sufficient precision of force and position can be attained
only by the on-off control of each module. This is one
advantage of using micro-modules. The goal in the
development of microstructural actuators is to produce
robots consisting of an interior main skeleton and an
outer coat surfaced completely with micro-modules.

3.4. Other technologies

This section explains other technologies related to the
Intelligent Space.

3.4.1. Interface technology. Interfaces between human
beings and the Intelligent Space may be voice and
gestures that are natural for human beings, with a five
senses based interface such as VR technology. An
interface utilizing brain waves has a potential to be
developed as the ultimate interface. Our laboratory is
investigating the interface that returns a sense of force to
human beings by using a haptic interface [9].

3.4.2. Remote learning. Remote learning using
cameras and microphones has begun however current
applications are by simple touch panels, remote images,
and their explanations. The Intelligent Space can realize
higher level of support by DIND, VR, and network
technologies. For example, in the remote learning of
sports, DIND can closely monitor the actions of users
and give appropriate advice in real time. The training of
actions requiring the sense of force such as remote work,
operation, and manipulation can be experienced in the
VR space using a haptic interface that can transmit the
sense.

Moreover, DIND and VR technology in the
Intelligent Space can extend a feeling of shearing the
space for virtual lectures and/or meetings.

3.4.3. Recognition technology. The present interaction
between human beings and computers is conducted
mainly via a keyboard and/or mouse, however a simpler
and more natural way is needed in the Intelligent Space.
For that purpose, in the Intelligent Space where both
verbal communication and nonverbal information
(expressions and gestures) are needed to respond to
requests from people in the space, to recognize the
speaker by the human recognitive function of a camera,
and further to identify the location of the speaker only
by the conversation is necessary.

Expression recognition presently targets just the 6
basic expressions (surprise, fear, aversion, anger,
happiness and sadness). In the recognition of gestures,
there are many problems, including mix-ups between
one gesture and another, and between an unconscious
gesture and a certain request, due to the low competent
of computer vision. Further studies are expected to
solve most of the problems associated with human

interfaces. However, no matter how much performance

is improved, it is doubtful that it will become perfect.
Therefore the correction and addition of information is
simultaneously needed, as the circumstances demand,
from the closer interactions that are generally observed
among human beings.

3.4.4. Al (Artificial Intelligence) technology.
Artificial intelligence (AI) is a research area to realize
machines having powers of understanding and
intelligence, however Al like "Astro. Boy" and
"HAL9000" is far from being a reality at this stage;
many Al researchers dedicate themselves to the
development of machines that have only limited expert
knowledge [10]. The expected application of Al in the
Intelligent Space is the development of agents that can
comprehend natural language as an interactive interface,
understand images for object recognition, and work
intelligently and coordinately. The agent here is an
autonomous object that can solve problems
cooperatively with other agents. Human beings and
robots can be included in these agents in a broad sense.
The interactive interface using natural language
comprehension and the image recognition using image
understanding in the Intelligent Space can be realized to
some extent by the cooperation of many agents.

4. Present state of the Intelligent Space

This chapter introduces some examples of research
into the Intelligent Space, apart from ours.

4.1. EasyLiving

The EasyLiving project by Microsoft is developing
architecture and technologies for the intelligent
environment [11]. This intelligent environment is
defined as the space that provides access to information
and services for users in the space. The purpose of this
project is to develop an architecture that provides easy
and user-friendly technology utilizing various devices.
Their research covers software to support many
decentralized devices called middleware, the geographic
modeling in order to specify the device that users want
to use, and the format to describe perception and
services.

4.2. Intelligent Room

The Intelligent Room studied by MIT is an
experimental environment to realize a natural
interaction between human beings and computers by
embracing computation in daily life activities [12].
Many computer visions and voice/gestures recognition
systems are installed here to locate people and to detect
what they are doing and saying in the room. The user
interfaces in this system are not a mouse or keyboard
but gestures, voice, and actions. A purpose of this



research is to make computers user-friendly, and
moreover, essentially invisible to the users.

4.3. Oxygen Project

The Oxygen Project studied by MIT aims to develop
computation systems that can be used anywhere, as if
we took in oxygen from air [13]. In the future, people
will not need to have a personal device, and will be able
to use computation services anywhere by utilizing
devices integrated into the environment.
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Figure 5. Oxygen Project

Fig. 5 shows the concept of the Oxygen Project.
Natural and simple interactions including voice and
gestures are practicable, so that people do not need to
use a keyboard/mouse and to learn how to use the
computer. Computer use is easy.

4.4. Interactive Workspace Project

The Interactive Workspace Project by the University
of Stanford is researching the potential of cooperative
working between human beings and
computers/interactive devices in the space integrated
with many technologies [14]. There are PDAs and
notebook computers connected by wireless LAN, high-
resolution displays built in walls or placed on tables in
this space. Specialized I/O devices such as LCD tablets,
microphones, and active cameras are also positioned.

4.5. Robotic Room

“In the cooperation between human beings and
machines/robots, machines/robots must compliment the
weak points of human beings and work for people's
convenience.” From this point of view, Robotic Room is
studied to realize a natural support by using a room as a
robot, sensing the people's living activity and
performing actuation for people [15]. This room treats
the behavior of human beings as media and is intended
to support people on the basis of media. This system is
intended to study a robotic sickroom in order to give
wide support to people in medical and welfare areas,
and more recently in daily life.

4.6. Smart Dust

The University of California, Berkeley, is developing

a miniaturized device based on MEMS technology
mainly for sensing and information transmission [16]
(See Fig. 6). The function objectives are:

+ Sensing function for the temperature, humidity, air
pressure, light intensity, inclination/oscillation, and
magnetic field.

« Two-way communication (within 20 meters)

- Long-distance information transmission by laser

+ Micro processing

» Power source (for a week of continuous use.)

+ Miniaturization (It was miniaturized to 100 mm? in
July 1999, via "macro motes (a 10-yen coin size)";
however it is still functionally less than perfect. It
should have been miniaturized to 1 mm’ by July of this
year.)

Smart Dust Components
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Figure6 : Smart Dust

Applications of Smart Dust include:

1 Military use (e.g. to search for enemy and their
deployment on the battlefield)

2 Virtual keyboard (an input device that senses the
finger movement via Smart Dust worn on the finger
tip).

3 Quality control of items and inventory management
in production facilities and warehouses

4 Smart Office (to maintain comfortable temperature
by attaching Smart Dust to each person's clothes,
measuring body and ambient temperature and
communicating with the air conditioner in the space.
A project adopting the wireless technology to
measure and control the environment in a building
is now in progress in the Center for Built
Environment in Berkeley and Smart Dust is
planned for use as a device to realize this project.)

5  For physically handicapped people or in the places
with low visibility

5. Conclusion

_10_.



The Intelligent Space is a platform where various
technologies can be fused on the basis of network
technology [17]. Thus an Intelligent Space that adopts
and adapts technologies in various ways will be formed
in the future. Once the core of the Intelligent Space
(network technology, MEMS, and nanotechnolgy) has
been highly developed, DINDs will be scattered
worldwide, and a global intelligent space will be able to
be realized. Indoor and outdoor systems will be fused
seamlessly by networks and everyone will be able to
instantly access anywhere in the world, though physical
distance will still exist.
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Figure 7. The Intelligent Space in the future

The Intelligent House itself will be a center of life and
work: people in the Intelligent Space can attend realistic
virtual meetings and lectures without going to the office
or school. This is a primary role of the Intelligent Space
linking physical and digital spaces. Human type and/or
pet type robots will be in each home according to their
specific roles. People's life should be more comfortable
(Fig. 7)

References

[1] Hideki Hashimoto , "Intelligent Space" (in Japanese),

Proceedings of 36" SICE’97, 103C-8, pp.45-46, 1997.7

[2] Hideki Hashimoto, Naoto Kobayashi, Toru Yamaguchi,
"Intelligent Interactive Space" (in Japanese), The Japan
Society of Mechanical Engineering, Robotics and
Mechatronics, 2BI4,1998

[3] http://www.mems-exchange.org/, "MEMS Exchange"

[4] Rei Inasaka, "Wearable Computer” (in Japanese), Journal

of the Virtual Reality Society of Japan Vol.5, No.l pp.13-16,

2000.1

[5] http://www.ubig.com/hypertext/weiser/UbiHome.html,

"Ubiquitous Computing"

[6] http://www.omg.org/

[7] S. Goldberg, G. Bekey, Y. Akatsuka, "DIGIMUSE:an

interactive telerobotic system for remote viewing of three-

dimensional art objects”, Preprints of IEEE IROS'98

workshop 'Robots on the Web',pp55-59,1998

[8] Toshi Takamori, "What is Claimed to the Actuators in
Robotics, Now —Hoping for the New Actuator-" (in
Japanese), Journal of the Robotics Society of Japan,
Vol.15 No.3, pp.314-317, 1997

[9] Noriaki Ando, Kouhei Gonda, Masahiro Ohta, Hideki

Hashimoto, Taiichi Kusano, Isao Kamiyama, "Micro Work

Cooperative System with Haptic Interface” IFAC-Conference

on MECHATRONIC SYSTEMS (Mechatronics 2000), Vol.3,

pp-1085-1090, 2000.9, Darmstadt, Germany

[10] Kenji Sugawara, "Artificial Intelligence" (in Japanese),

Morikita Shuppan. 1998

[11] B. Brumitt, B. Meyers, J. Krumm, A. Kern and S. Shafer,

"EasyLiving: Technologies for

Intelligent Environments", Proceedings of the

International  Conference on Handheld and

Ubiquitous Computing, September 2000

[12] Michael H. Coen MIT Artificial Intelligence Laboratory,

"A Prototype Intelligent Environment",

http://www .ai.mit.edu/projects/hci/

[13] http://oxygen.Ics.mit.edu/

[14] http://graphics.stanford.edu/projects/iwork

[15] T. Sato, Y. Nishida and H. Mizoguchi: Robotic room:

symbiosis with human through behavior media; Robotics

and Autonomous Systems, Vol.18, pp.185-194 1996

[16] http://www-bsac.eecs.berkeley.edu/~pister/SmartDust/

[17] Hideki Hashimoto, "Development of Intelligent

Mechatronics" (in Japanese), Journal of the Japan Society for

Technology of Plasticity Vol.40, No.456 pp.18-24,

1999.1

-11 -



Proc. of The Seventh Int. Symp. on Artificial Life and Robotics (AROB 7th *02)
Beppu, Oita, Japan, 16-18 January, 2002

Constructing artificial life in the laboratory

S. Rasmussen (Los Alamos National Laboratory and
Santa Fe Institute, USA)

- 12 -



Proc. of The Seventh Int. Symp. on Attificial Life and Robotics (AROB 7th "02)
Beppu, Oita, Japan, 16-18 January, 2002

The Inside Story on Systems, Minds and Mechanisms

JouN L. CASTI

Institute for Econometrics, OR & System Theory
Technical University of Vienna
A-1040 Vienna, Austria

AND

Santa Fe Institute
Santa Fe, NM 87501, USA

Abstract

Do the laws governing a system look different when you’re inside the system from
those you see when you look at the system from the outside? This is the central
question of what’s come to be termed, “endophysics.” Here we examine this question
for the case when the system is the human mind. More specifically, we consider the
problem of “strong” Al, which asks if a computing machine can duplicate the cognitive
capacity of the human mind—in principle, at least. Looked at from the outside, this
question reduces to the familiar Turing test for a thinking machine. But from the
endophysics point of view, the matter becomes far more problematical, leading to some
of the strongest critiques against strong Al

Following consideration of the strong AI problem, the paper concludes with a dis-
cussion of the issue of a system observing itself. Endophysically speaking, this situation
leads immediately to all the familiar problems associated with self-reference, tangled
loops and paradox, both logical and geometric. Our final conclusion is that the only
way to break out of these loops is to think endophysically, which means recognizing
explicitly that, generally speaking, the laws of nature do look different depending upon
where you stand.

Fantastic Voyages

ASIDE FROM SERVING AS THE CINEMA DEBUT OF RAQUEL WELCH, the 1966 film Fan-
tastic Voyage was notable for its stunning special effects depicting what the inside of the
human body might look like if you were the size of a blood cell. Interesting as the film
was from the standpoint of speculation about how the human body might look from the

inside, this experiment in “human nanotechnology” missed a golden opportunity to ask
g g
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what today we might term the fundamental question of endophysics: Are the laws of the
system any different for an observer standing inside the system (e. g., the human body)
than for an observer looking at the system from the outside? Put more prosaically, would
Raquel Welch in her form-fitting white jumpsuit see a different law governing the flow of
electrical impulses in the brain than her full-sized human counterpart would see measuring
those same impulses from the outside with, say, a microtip electrode?

So there is a fundamental question to be settled here between “physics from within”
and “physics from without,” a distinction that reflects one of the most basic dichotomies
in nature and in life:l the difference between being inside and outside something. To fix

the general idea as it shows up in science, let’s briefly consider a few examples.

e Relativity Theory—when asked how he came to discover the theory of relativity,
Einstein replied that he thought about how he would see the world if he were riding on
a beam of light. This is a perfect example of endophysical thinking, which in this case
led Einstein to the startling conclusion that physics would look different if you were on a
light beam. Specifically, you would see yourself traveling at with a definite, finite velocity,
which in turn would engender all the by now familiar time and space contractions in other
systems that you observe outside the light beam. But from the light beam itself, you see

nothing unusual—just “normal” speed-of-light movement from one location to another.

e Gddel’s Theorem—the key message of Godel’s famous incompleteness result is that
within any consistent, logical deductive system powerful enough to express any statement
about whole numbers, there are statements that can be made-—but which cannot be proved
either true or false using the rules of inference of that system. Nevertheless, by jumping
outside the system (“jootsing”), we can see that such statements are actually true. They
just cannot be proved using the rules of inference contained in that logical framework.
From an endophysics point of view, what Godel is saying is that arithmetic is incomplete—
when looked at from the inside. But it can be completed if we look at the same system
exophysically. So the laws of arithmetic do look different, depending on whether you look

at them from inside or outside the system.



e The Genetic Code—one of the seminal achievements in modern molecular biology
was the unraveling of the genetic code by Francis Crick and Sydney Brenner in the late
1950’s. This code translates three-letter combinations of the nucleotide bases A, G, C and
T into the twenty amino acids that make up the proteins forming all known life forms on
this planet. The translation process begins by the passive copying of a fragment of the
DNA chain into a strand of messenger RNA (mRNA). This mRNA is then “read” by a
ribosome that moves along the strand much like a tape-recorder head traveling along a reel
of tape. As it moves from one end of the mRNA strand to the other, the ribosome reads the
symbols written on the strand of mRNA, three letters at a time, capturing the called-for
amino from pieces of transfer RNA floating about in the cellular cytoplasm. This, then,
in a nutshell is a statement of the processes of genetic transcription and translation.

Now let’s mimic Einstein and think endophysically about this situation. Suppose we
hitch a ride on the ribosome as it passes from one end of the mRNA strand to the other.
What would we see? Well, not much. More precisely, what we certainly would not see
is any clear-cut distinction between the operations of passive copying in the transcription
phase and meaningful decoding in the translation mode. In both cases, all that would be
seen from a “molecule’s eye view” would be purely syntactic chemical operations. Only by
jootsing can we see the semantic distinction between the two operations. From the inside,

there is only biochemistry; from the outside, there is a whole world of meaningful proteins.

e Behavioral and Cognitive Psychology—in the 1920’s, John Watson made the
radical suggestion that human behavior patterns do not have mental causes. Put more
precisely, Watson’s assertion was that it is unscientific to assert the existence of unmea-
surable mental states of the brain that give rise to observable behavior. Thus arose the
“behavioral” school of psychology, which focuses on externally-observed input /output or
stimulus/response behavior patterns as the raw material upon which theories of the mind
and behavior are to be based.

By way of contrast, cognitive psychologists claim that it is only by postulating internal
states of the brain that we have any hope of constructing a genuine scientific theory of

human behavior. The cognitive view asserts that it is the job of the psychologist to infer



somehow the nature of these internal states from observed behavior, and to then construct
a predictive theory of human behavior on the basis of the relationships linking the internal
states of the mind.

So from an endophysical standpoint, we see the hardware of the brain reconfiguring
itself into different states. These states, in turn, give rise to thoughts and behaviors. But
exophysically speaking, there are no such states upon which to base the “laws of thought.”
This distinction mirrors perfectly competing claims in the artificial intelligence game, in
which we have pro-Al forces arguing what, in effect, is the exophysical position that if it
behaves like a brain, then it is a brain. Anti-Al proponents reply that you can’t judge a
brain by its cover. Since this topic is of considerable interest at the moment, let me take

a few pages to sketch more fully these diametrically opposed positions.

Into the Heart of the Mind

IN 1950, ALAN TURING PUBLISHED THE PAPER “Computing Machinery and Intelligence,”
which sparked off a debate that rages to this day: Can a machine think? In addition to
its seminal role in drawing attention to the question of machine intelligence, Turing’s
paper was notable for its introduction of an operational test for deciding whether or not a
machine really was thinking—human-style. This criterion, now termed the “Turing test,”
is unabashedly behavioristic in nature, involving the machine fooling a human interrogater
into thinking it is actually a human. Turing’s rationale for proposing what he called the
Imitation Game, was that the only way we have for deciding whether or not other humans
are thinking is to observe their behavior. And if this criterion is good enough to decide
if humans are thinking, then fairness to machines dictates that we should apply the same
criterion to them.

Amusingly, on November 8, 1991 the Boston Computer Museum held the world’s
first hands-on Turing test, in which eight programs conversed with human inquisitors on
a restricted range of topics that included women’s clothing, romantic relationships and

Burgundy wine. At the day’s end, the judges awarded first prize to a program called PC
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Therapist III, which was designed to engage its questioner in a whimsical conversation
about nothing in particular.

For example, at one point the program suggested to a judge: “Perhaps you're not
getting enough affection from your partner in the relationship.”

The judge replied, “What are the key elements that are important in relationships in
order to prevent conflict or problems?”

“I think you don’t think I think,” responded the terminal.

This kind of interchange did little to fool the judges, most of whom said they were
able to spot the “commonsense”-type of mistakes that were an immediate giveaway singling
out the computer programs from the humans. Nevertheless, the overall conclusion from
this historic experiment is that perhaps the Turing test isn’t as difficult as many people
originally thought, since even the primitive programs in this contest managed to fool some
of the judges. -

From an exo- vs. endo-physics point of view, it’s clear that the Turing test represents
an exophysics perspective on human intelligence. Standing outside the system, the test
is designed to discern human intelligence in a machine by observing only the behavioral
output of the machine. The Turing test says nothing about the internal constitution of
the machine, how its program is structured, the architecture of the processing unit or its
material composition. In Turing’s view of intelligence, only behavior counts. And if you
have the “right stuff,” then you are a thinking machine.

Pro-Al enthusiasts have developed two quite different approaches to the creation of
human intelligence in a machine, lines of attack that we might conveniently label “Top-
Down” and “Bottom-Up.” It’s instructive to examine the basics of each approach, as
they shed some light on the question of the “laws of thought” from both an exo- and an

endo-physical perspective.

— Top-Down AI —

The central thesis of Top-Down advocates is that the essence of human intelligence does

not depend on the material composition and structure of the human brain. Rather, human
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cognitive capabilities are the result of rule-based symbol processing, and that any material
substrate in which the symbols can be stored and manipulated is as good as any other.
Put compactly, matter doesn’t matter. Consequently, the primary thrust of the Top-Down
research program is directed toward identifying the symbols and rules that the brain uses,
and then translating those objects into corresponding symbols and algorithms within the
confines of a digital compufer. In short, the program tries to “skim off” the rules of
thought and re-create those rules in a machine. Most importantly, Top-Downers claim
that there need be no similarity at all between the internal architecture of the brain, i.e.,
the neuronal wiring diagram, and the architecture of the computer. This is clearly an
exophysical perspective on the matter of what constitutes human intelligence.

Sad to say, the Top-Down view of the world has not been faring too well of late, despite
its air of initial plausibility. The problem appears to be that even if there is such a thing as
a high-level rule of thought responsible for shoving symbolic structures around in the brain,
it’s devilishly hard to distill the essence of that rule into a computer program. The human
mind seems to be capable of all sorts of “slippage” in its cognitive contemplations, and this
slippage from one category to another has so far proved to be an elusive will-’o-the-wisp
to Top-Down researchers.

A good example of this slipperiness arises in Top-Down attempts to mimic human
language translation. Put crudely, the Top-Down approach to the problem involves stuffing
large dictionaries of the source and target languages into the machine, along with extensive
rules of grammar, idiomatic phrases, exceptions to the rules and so forth. And while some
of these efforts have resulted in translation programs that do a fair job of translating
material involving very restricted contexts like technical manuals or academic research
specialties, the performance of programs designed for translating general source material
like a daily newspaper or an everyday conversation is pretty abysmal. For example, one
early Russian «» English program translated the English idiom, “Out of sight, out of
mind,” into Russian and then re-translated the Russian “equivalent” back into English.

What resulted was the shocker, “Blind and insane”!
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Thus does the Top-Down approach flounder on the commonsense barrier noted in the
Boston Computer Museum Turing test experiment. In thinking about something, humans
never see a context-free situation. So, for instance, if I think about a key, I never see
the key as simply a piece of machined metal. Rather, it always comes accompanied by a
context: my front door, a safe, an automobile or maybe even a machined piece of metal if
the context were my local locksmith’s shop. But any thought I have of the key is always
accompanied by some context. And it’s just this kind of “context attachment” that Top-
Down Al programs seem to lack. Despite more than thirty years of looking by Top-Down
advocates there appears to be no easy way to identify high-level rules that can be skimmed
off from human behavior in order to supply this sine qua non of human thought. And so
we turn away from this exophysical attack on the thinking machines question to look at

the situation endophysically.

— Bottom-Up AI —

Looking at the brain from the other end of the telescope, Bottom-Up proponents argue that
the physical hardware of the brain does matter when it comes to human cognition. And if
we're to have any hope of duplicating that kind of intelligence in a machine, it behooves us
to explicitly account for the structure of that hardware in our programs. What this means
is that we need to take an “insider’s” perspective, looking at how the brain is actually
wired up and how that structure serves to generate the kind of observable behavior we
deem “intelligent.”

The features of a machine characterizing a Bottom-Up approach to the strong-Al
question are that the machine is: (1) composed of a large number of relatively primitive
processors, that are (2) operating in parallel and that are (3) relatively unprogrammed.
So instead of dictating the rules of thought by fiat, a Bottom-Up man or woman sees
whatever rules of thought the machine embodies as arising in an emergent way from the
re-configuration of the pattern connecting the many processors as the machine learns to

survive in its environment.
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In this essentially endophysical view of cognition, the machine starts out initially
with very little knowledge of the world, but with a hardware configuration that’s pretty
plastic. As time goes on and the machine interacts with its environment, certain patterns
of thought prove more effective at solving the problems of daily life than others. These
successful patterns then ultimately get wired into the connections linking the machine’s
processors. It is these connections then that determine whatever rules we can say the
machine uses in arriving at its actions and decisions.

The one thing that both Top-Down and Bottom-Up devotees are in agreement on is
the claim that there is no obstacle, in principle, to the duplication of human cognitive
capacity in a machin.e. The point of dispute revolves only about how to actually go about
doing it—exophysically or endophysically. Interestingly enough, the arguments of the anti-
Al forces can also be separated into the same exo- and endo- categories. Let’s briefly see

how.

— Phenomenological Anti-AI —

One of the most popular spokesmen for the anti-Al cause a few years back was Hubert
Dreyfus, a philosopher at the University of California at Berkeley. Dreyfus, along with
his brother Stuart, also a professor at Berkeley, argued against the possibility of strong-Al
by appealing to the works of the phenomenological philosophers Heidegger, Husserl and
Merlau-Ponty. These giants of modern continental philosophy claimed that there are many
human cognitive activities that simply cannot be thought of as the following of a set of
rules. A favorite example of the Brothers Dreyfus in this regard involves learning how to
drive an automobile.

According to the Dreyfuses, gaining expertise at driving a car involves a successive

passage through five identifiable stages:

e Nowvice: At this lowest skill level, context-free rules for good driving are acquired.
Thus, one learns at what speed to shift gears and at what distance it’s safe to follow
another car at a given speed. Such rules ignore context-sensitive features such as traffic

density and weather conditions.
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e Advanced beginner: Through practical on-the-road experience, the novice driver
learns to recognize concrete situations that cannot be described by an instructor in objec-
tive, context-free terms. For instance, the advanced beginning driver learns to use engine
sounds as well as the context-free speed as a guide for when to shift gears, and learns to dis-
tinguish the erratic behavior of a drunk driver from the impatient actions of an aggressive

driver in a hurry.

e Competence: The competent driver begins to superimpose an overall driving strat-
egy upon the general rule-following behavior of the novice and the advanced beginner. He
or she is no longer merely following rules that permit safe and courteous operation of the
car, but drives with a goal in mind. To achieve this goal, the competent driver may now
follow more closely than normal, drive faster than is allowed, or in other ways depart from

the fixed rules learned earlier.

e Proficiency: At the previous levels, all decisions were made on the basis of delibera-
tive, conscious choices. But the proficient driver goes one step further and makes decisions
on the basis of a feel for the situation. There is no deliberation; things just happen. So,
for example, the proficient driver when attempting to change lanes on a busy freeway may
instinctively realize that there’s another car coming up on the blind side and delay making
a move. This instinctive reaction may arise out of experience in similar situations in the
past and memories of them, although it may appear as an unexplainable “lucky guess” to
an outside observer. Somehow there is a spontaneous understanding or “seeing” of a plan

or strategy.

e Ezpert: An expert driver no longer sees driving as a sequence of problems to solve,
nor does he or she worry about the future and devise plans. He simply becomes one with
his car, and experiences himself as just driving rather than as driving a car. Thus, an
expert driver has an intuitive understanding of what to do in a given setting. He doesn’t

solve problems and he doesn’t make decisions; he just does what normally works.

The moral of this fable in five parts is that there is more to intelligence and expertise than

mere calculative rationality. Expertise doesn’t necessarily involve inference; the expert



sees what to do without applying rules. This is the essence of the Dreyfus argument
against the possibility of a rule-based program’s ever achieving anything that even remotely
approximates genuine human intelligence.

I think it’s clear from this example that the Dreyfus position against strong-Al is
essentially an exophysics-based argument against rule-based behavior. The claim is that
simply by looking at the e);ternal behavior of a human being, we can see cognitive activity
that cannot be the result of following a set of rules. Thus, the Dreyfuses would certainly
claim that it would be impossible to program a computer to drive a car in a manner
indistinguishable from an expert human driver. In short, there are no high-level rules that
human drivers follow in guiding their vehicles through traffic congestion and high-speed
freeway traffic. And since machines can only follow the rules encoded into their programs,
the full experience of even such a relatively simple human task as driving a car cannot be
captured within the confines of a computer program. Ergo, machines cannot think.

As an aside, it’s of some significance here to note that Hubert Dreyfus admitted to me
in a private conversation that the main thrust of his exophysics-based argument is directed
against the Top-Down approach to strong-Al, and that it may well be possible to duplicate
human capacity in driving and everything else by following a Bottom-Up approach. But
to avoid an unnecessarily long digression into how this might be done, let’s pass on to

consideration of endophysically-based arguments against strong-Al.

— Gédelian Anti-Al -

We have already spoken of the inherently endophysical character of Godel’s famous in-
completeness theorem. One of the most influential arguments against the possibility of
strong-Al was advanced in the 1960’s by Oxford philosopher John Lucas, who appealed
to Godel’s result saying, in effect, that since there exist arithmetic truths that we humans
can see to be true but that a machine cannot prove, the capacity of the human mind must
transcend that of any machine. This is clearly an endophysical argument, in which Lucas
looks at the machine from the inside, concluding that from that inside perspective the

machine has limitations that do not exist for the human mind. Recently, Roger Penrose,
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another Oxford don, appealed to much the same line of argument in his well-known book
The Emperor’s New Mind, to also conclude that machines cannot think like you and me.

Since the publication of Lucas’s paper in 1961, the arguments have raged hot and
heavy against his line of reasoning, and I don’t want to bore the reader by going into them
again here. They can all be found in the sources cited in the References. Let it suffice for
now to say only that Godel’s theorem involves certain hypotheses, most importantly that
the formal system (i.e., computer program) be logically consistent. It’s not at all clear that
this condition is satisfied in the case of the human mind, as I think we can all remember
instances when we behaved in a demonstrably inconsistent manner. And if the system is
inconsistent, all bets are off as far as appeals to Godel’s result are concerned.

Perhaps the strongest argument yet launched by the philosophers against strong-Al is
that given by John Searle, a colleague of Hubert Dreyfus from Berkeley. Searle’s argument
is essentially a Godelian appeal, as well, based as it is on the endophysical idea that what
goes on inside a computing machine when it moves symbolic representations around in
accordance with a program is pure syntax. But, Searle argues, no amount of syntax, i.e.,
symbol shuffling, can ever give rise to semantics. In other words, the computer can have
no understanding of the meaning of the symbols it manipulates. And without meaning
there is no intelligénce.

To dramatize this endophysical perspective, Searle constructed the colorful analogy of
what is now called the “Chinese Room” test. This involves imagining a man ignorant of
Chinese, who is locked up in a closed room with a dictionary that contains only Chinese
ideographs and a set of cards each of which has a Chinese character printed on it. The man
receives cards having Chinese characters printed on them through a slot in the door to the
room. He then looks up the character in his dictionary, and passes back out through the
slot the card containing the character called for by the dictionary. So from the perspective
of the man in the room, there is no understanding of Chinese here at all, i.e., there is no
semantics. There is only pure syntactic shuffling of cards in and out through the slot in
accordance with the rules dictated by the dictionary. But from the third-person perspective

of a native Chinese speaker outside the room, the sequence of cards in and out of the slot



may well represent a perfectly meaningful written conversation in Chinese about, say,
tomorrow’s weather, the state of the stock market or the end of the world. Searle’s point
here is that the actions of the man in the room duplicate exactly what happens inside a
computer as it goes about its business of transforming input symbol strings into output
strings.

Just as with Lucas’s appeal to Godel, Searle’s arguments have been subjected to
detailed scrutiny by the pro-Al community, a summary of which can be found in the
books and papers noted in the References. For our purposes here, what’s important about
Searle’s claim is that it shifts attention from the outsider’s, third-person perspective of the
Turing test to the insider’s, first-person view. given by thinking of what it would be like to
be inside the computer pushing symbols around to the dictates of a program.

From this extended discussion of the strong-Al question, we see that it’s perfectly
possible to imagine an investigator inside a system seeing an entirely different set of laws
of nature than an observer looking at the same system from the outside. But so far we’ve
considered only the case when the observer is distinct from the system being observed—
regardless of whether the observing is done from the inside or the outside. But what if
these two systems are one and the same? Can a system observe itself from both the inside
and the outside? And, if so, does it see itself in two different ways? The next section

briefly considers this point.

Tangled Loops

THE ANCIENT PARADOX OF THE LIAR, ONE VERSION OF WHICH IS “This sentence is
false,” serves as the prototypical example of the kind of logical difficulties that arise when
a system looks at itself. One of the easiest ways to see what’s going on with such “tangled
loops” is to consider the case of a self-amending law.

Article V of the US Constitution gives conditions under which the Constitution itself
may be amended. Specifically, it states that whenever at least two-thirds of both the House
and the Senate agree, a consitutional amendment may be enacted, subject to ratification

by three-fourth’s of the state legislatures. Now consider whether Article V may authorize
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its own amendment or repeal. Can a rule that allows the changing of other rules also admit
its own change? Note that this is an “endo-paradox,” in that it pertains to changing the
rules of the system by using a rule which itself is part of the system.

Looking at this situation a bit more closely, we discover that it is a legal version of
the so-called paradoz of omnipotence, involving the issue of whether the Congress has
the power to make any law at any time. If the Congress does have such a power, then can
it limit its own power to make law? If it can, then it can’t—and conversely. So in the legal
version we can say that either there is a law that the Congress cannot make or a law that
it cannot repeal.

Clearly, if we allow the assumption of an omnipotent Congress to stand, then we come
to a genuine paradox. But such a postulate implies the affirmation and the negation of
the idea that Congress can limit its own power irrevocably. Thus, because this assump-
tion implies a contradiction, it is false. Moreover, its falsehood does not imply its truth.
Consequently, we can call the postulate false with finality.

By the view that such an omnipotent Congress cannot exist as defined, a clause
that authorizes its own amendment or that acutally limits itself by self-amendment is a
contradiction. This leads us to conclude that amendment clauses are immutable except by
illegal or extra-legal means like a revolution. In other words, they can only be amended
if we take an “exo-legal” view of the situation, allowing, in effect, the system to examine
itself from the outside.

The foregoing legal “tangle” is symptomatic of a large number of paradoxes that arise
when a system looks at itself from the inside, and which can only be unravelled by jootsing.
Godel’s Theorem is another instance of this kind of situation. These sorts of tangled loops
are taken up in much greater detail in volumes cited in the References. Now let’s try to

wrap up this brief excursion into the inner and outer worlds of logical and physical systems.

Eternally Unbridgeable?

IN HIS IMMENSELY ENTERTAINING SHORT STORY The Seventh Sally, or How Trurl’s

Perfection Led to No Good, Stanislaw Lem tells the tale of how the robot Trurl takes
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pity on an exiled despotic king, building him a complete miniature world as a substitute
kingdom upon which to exercise his diabolical whims. Upon returning to his homebase,
Trurl recounts this act of charity to his robotic comrade-in-arms Klapaucius, who sees
Trurl’s action as anything but kindly and charitable. The ensuing debate between the
two constructing robots captures admirably the distinction between what you see if you're
inside the system as opposéd to what you see if you look at it from the outside.

In their debate, Trurl took the outsider’s, exo-view, regarding the inhabitants of his
constructed world as being mere toys for the king to push around at his leisure. The
basis of his argument with Klapaucius was that while the people of this artificial world
gave every appearance of being living, thinking, feeling beings, this was just an illusion.
In actual point of fact, the people of Trurl’s world were just very clever toys, with no
more humanness than an extremely sophisticated doll. Klapaucius, of course, looked at
the world from the insider’s, first-person perspective, arguing that if the beings did not
have a full complement of genuine feelings and emotions, then the entire exercise would be
tainted. Basically, Klapaucius argued that if the king didn’t believe that his subjects were
really feeling pain when he tortured them or joy when he declared a national holiday, then
Trurl’s efforts would have been in vain. And since the inhabitants of Trurl’s world gave
every appearance of possessing these traits, Klapaucius concludes that we must believe
that they are completely human in every respect but size. Hence, Trurl’s good intentions
led to no good—at least for the inhabitants of the miniature world.

Since there is really no logical way to break out of this impasse, Lem’s story is a
particularly graphical way of coming to the conclusion that how you see things really
does depend on whether you’re inside or outside the system. There is no such thing as a
universally valid law, independent of your vantage point. As the quantum physicist John

Archibald Wheeler once put it, “the only law is that there is no law.”
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Abstract

In this paper, we propose the hypothetical reason-
ing for the production plan of a small and medium-
quantity system used for multiple varieties, in FMS
factory, by an autonomous decentralized system. And
a path planning, which drives AGVs to avoid mutual
collisions in the autonomous decentralized FMS fac-
tory, is needed. Therefore, we propose a system, which
senses possibility of this mutual collision, and avoid it
by itself. That’s to say, the on-line process.

1 Introduction

In order to manufacture the products which satisfy
consumers demand, the products need not only a func-
tion but also the added value like a design. Under
these circumstances, the factory automation system
has been changed from the mass production for a sin-
gle variety into the small and medium production for
multiple varieties.

In this paper, we deal with Flexible Manufacturing
System (FMS) as a factory automation system of the
small and medium production for multiple varieties.
Especially we develop the robots moving control in
an autonomous decentralized FMS. The autonomous
decentralized FMS doesn’t need a central control and
has the flexibility for a factory layout or a production
scheduling.

The robots moving among Machining Centers
(MCs), and mobile robot are in danger of mutual col-
lision. In order to avoid the collisions, a sensor has
been given for each moving robot and the host com-
puter has been watching all actions and directions of
the robots. This method is too heavy a burden for a
host computer. In order to solve the problem, we pro-
pose the system that robots foresee the possibility of
the mutual collisions and avoid them by themselves.

2 Autonomous Decentralized FMS

Factory

Yoshiyuki Tsujimoto
Graduate School of System Engineering,
Wakayama University
930 Sakaedani,Wakayama, Japan, 640-8570

2.1 Autonomous Decentralized System

There’s a limit to improve the functions of systems.
We put plural systems as subsystems which have a cer-
tain amount of intelligence and functions to divide the
operations among them. As for a method to control
them, there’re two ways. It’s centralistic control type
and the other is autonomous decentralized one.

The former does distribution or adjustment of oper-
ations by the mere host computer intensively. Under
the unchangeable and firm circumstances, it is effi-
cient. Accordingly it has a problem for taking steps to
meet the situation. If once great fluctuation occurs,
it’s too difficult to make many modifications.

On the contrary, in the latter system, the latter
make subsystems have a certain degree of autonomy
and they can take steps autonomously ; thus the flex-
ibility for meeting the situation is happened. We deal
with the FMS which uses an autonomous decentralized
system, in this paper.

2.2 Autonomous Decentralized Factory of
FMS|1]

It’s very difficult to analyse a system like the au-
tonomous decentralized FMS. We evaluate and anal-
yse the problems in operation by simulations of a com-
puter. The autonomous decentralized FMS we simu-
late here is a small-medium quantity production sys-
tem for variety of parts and it consists of;

e Moving robot:makes a hypothelical reasoning,
moves and decides which part is taken. It’s called
Automatic Guided Vehicle(AGV).

o MC:processes the parts taken by AGVs.

o Storehouse : store the parts and products.

Each component of the above three has the 4 func-
tions, the functions of self recognition, communication,
making a decision and the one of performance.



2.3 Hypothetical Reasoning

This paper adopts hypothelical reason to make a
decision for AGVs decentralized functions. Figure 1
shows the hypothetical reasoning. In Figure 1, the
value of step 8 is decided as 2. The algorithm is as
follows;

Hypothesis Depth:0

Hypothesis Depth:1
E—

Hypothesis Depth:2
x
Hypothesis Depth:3

Reasoning Result Q :False

@ Truth «— :Reasoning Order
Figure 1 Hypothetical Reasoning

Stepl: Present hypothotical depth is defined as 0.

Step2: Among plural selections at the next depth to
0, that’s not identified whether true or not yet,
we take the leftest node is decided as true.

Step3: Simulate the node.

Step4: Verify whether the node is true or not after the
simulations.

Step5: Go to Step 8 when it’s true. Go to Step 6 when
it’s false.

Step6: Consider the next node corresponding the
node, which is decided as false, as true and
go to Step 3. When there’s not a selection at
the same depth as one taken first, go to Step
7.

Step7: Raise the depth level by 1 and go to Step 6.

Step8: When the depth is over a certain depth, go to
Step 9. If not, go to Step 2.

Step9: We consider it as true and hypothetical reason-
ing is finished.

The characteristic of the hypothetical reasoning is
that it can deal with a selection which may be false.
Because of the characterustic, imperfect knowledge
can be dealt with as hypothesis.

2.4 Unsystematic Selection in Hypothet-
ical Reasoning

As stated in section 2.3, we can get a noncontradic-
tory selection. But this is not enough to realize high
efficient plan for path and production.

For example, in the case of Figure 1, when both
selections of no.4 and 7 are true, the selection no.2,
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which follows no.4, is supposed to be chosen. If the
selection no.7 ought to be given priority over no.4 to
realize high efficient plan, this gets a problem.

To solve this, AGVs rearrange selections at same
depth. According to progress in the production, they
give priority to the parts that are in delayed line, or
among the several MCs of same kind, they also give
priority to the one those rate of operation is low. By
these rearrangements, the leftest selections, that are
given priority, are supposed to be chosen.

In the case of Figure 1, check which selection no.2
or 6 ought to be chosen earlier and rearrange them.
And also check no.3, 4 and 5-then rearrange. As for
the others, do as the same. Therefore, Figure 1 should
be changed to be Figure 2.

Hypothesis Depth:0

Hypothesis Depth:1

Hypothesis Depth:2
3+
Hypothesis Depth:3

Reasoning Result O :False
:Truth «— :Reasoning Order

Figure 2 Hypothetical Reasoning(Selected Unsystem-
atically)

Unsystematic selection in hypothetical reasoning
realizes the high efficient path plan based on produc-
tion plan, in an autonomous decentralized system.

2.5 Simulations

In our study, it *s AGVs to convey parts around
the floor with reasoning own operation plan hypothet-
ically.

And in the simulation space of autonomous decen-
tralized FMS|2] in Figure 3, we simulate its plan. By
this simulation, we verified not only realization of op-
eration plan but also the peculiarity of autonomous
decentralized system, such as flexibility, adaptability
and reliability. We raise and reduce the kinds of pro-
ductions for verification of flexibility and do the num-
bers of MCs for adaptability.

For reliability, we set special 4 conditions.

1. Normal situation.

2. Random 10% longer time for process.

3. 3 times random breakdowns of each AGV for 5
minutes within 24 hours.

4. Under the conditions where both of 2 and 3 hap-
pen together.
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2.6 Results
We simulated under the conditions below to verify
flexibility.
1. Maximum of 3 procedures for 3 kinds of produc-
tions.

2. Maximum of 5 procedures for 6 kinds.
3. Maximum of 8 procedures for 9 kinds.

They resulted in definite process without a prob-
lem. Also under any condition, each ratio of produc-
tion that is fixed by a production plan can be realized.

For adaptability, we changed the number and kind
of MCs. The kind was from 3 to 8 Then, a result
confirmed that MCs could cope with the change, which
means they have adaptability.

As for reliability, we had a simulation under the
special conditions stated in Section 2.5. Furthermore
we added conditions set for verifications of flexibility
and adaptability. After that, whenever a production
plan changes or the number and kind of MCs vary, the
subsystems work with reliability. Down of systems or
a big fall in efficiency were never happened.

We show one of results at Table 1. 9 kinds of pro-
ductions were processed under the special conditions
and through a maximum of 8 procedures with 8 MCs,
5 AGVs per MC within 24 hours.

As for special conditions 2~4, the average of 10
times of simulations is shown. The discrepancy be-
tween 1 and 2~4 can be shown in percentage at Table
2.

No downtime of whole factory happened. Under
the 2, because of the random delay in process, a big
fall in efficiency seemed to be happened though it
didn’t. Subsystems changed their operation plans flex-
ibly. Under the 3, the AGVs’ average rate of operation
was supposed to be dropped by 1.04% but it ’s held by
0.814% decrease. They covered against breakdowns.
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Table 1 The Reslut of Simuration

[Special Condition | 1 [ 2 [ 8 | 4 |
PV 461 448.1 459.6 446
ARO 46.2058 | 44.5588 | 45.3918 | 44.2860
MRO 16.5871 | 16.8273 | 16.5794 | 16.7625
PV: Production Volume (pieces)
ARO: AGV'’s Rate of Operation (%)
MRO: MC'’s Rate of Operation (%)
Table 2 Disparity among The Conditions
| Special Condition 1 [ 2 | 3 | 4 |
PV 0 -12.9 -14 -15
ARO 0 | -1.6470 | -0.8140 | -1.9198
MRO 0 | -0.2402 | -0.0077 | -0.1754

3 AGYV’s Intelligent Control

So far, we haven’t taken into consideration the pos-
sibility of AGVs’ mutual collisions.

However there’s danger of them in real factorys,
where each AGV is put the sensor on and monitored
every actions by a host computer that directs him.
This is a heavy burden on a host computer and it
grows more when subtle discrepancies in the operation
plan occur under the special conditions of section 2.5
and others.

Therefore we also propose the autonomous decen-
tralized system for path plan of AGVs, which makes
them communicate and judges by themselves to avoid
collisions in real-time.

3.1 Situations

It’s a problem how to pass each other after avoid-
ance of collisions in a factory that has 1 lane for AGVs.

The road traffic in our life has traffic regulations
that avoid most car collisions. But when we catch a
forward car up and compromise on narrow roads, we
must judge the situations and express intentions.

For example, on a narrow crossing, I want to go
straight and an oncoming car’s getting on it faster.
I'm sure to watch his winkers to know which direction
he wants to go in. Wait until he turns right or left,
run aside each other to let us pass.

3.2 Simulation of Collision Avoidance

We simulated in the space of Figure 3. AGVs run
on the dotted lines that don’t afford passing each other
but for both ways.

Take a point where vertical and horizontal lines
cross as a crossing. MCs are on the lines and AGVs



give and receive parts on a crossing in front of MCs,
where they stop to do.

3.3 Collision Patterns

In the simulation space that has limitations, colli-
sions can be classified into 6 patterns by situations.

1. Rear-end collision.
On the crossing.
Head-on collision.
At the storehouses.

During stopping to give and receive parts.
At a Deadlock.

oo e

1 case happens when an AGV catches a forward one
up on a same path. 2 when they come on it simulta-
neously. 3 oncoming AGVs run against. 4 when more
than 1AGV come to storehouses where are at a dead-
lock. 5 stopping blocks the others’ path. 6 deadlock
means that many types of collisions happen simulta-
neously; AGVs that are avoiding a head-on collision
are got close by backward one, which could hit

3.4 Communication

AGVs communicate with each other to perceive
danger of collisions and judge to classify them. They
have each measure to cope with each pattern as knowl-
edge, which make them avoid collisions on the spot
autonomously without a host computer.

The communication between subsystems is not like
a conversation but a broadcast. Send the information
to every subsystem in a factory and the only subsys-
tem that needs it takes it. Thus any communication
is possible, which means no partial stop (of a subsys-
tem) influences whole factory. Also there’s no need to
consider a burden on a server that’s not necessary for
a broadcast.

AGVs in our study plan operations to go to a des-
tination spreading own path plans as informations.
They go through crossings and spread their paths as
they pass there. The information’s about a present
crossing, the next and the other after the 2nd with
the passing time at the present one.

On taking it, any AGV can know the others’ path
to avoid collisions.

3.5 Collision Avoidance

Decide which AGV has priority for coming first on
the point where a collision could be. The point is a
crossing or between the crossings.

Accordingly they can act on each measure to cope
with each collision pattern.

As for 1, they slow to keep a certain distance be-
tween themselves.

2, they're given numbers on and the smaller has
priority. The larger makes itself come later.

3, spread informations afford a time for passing 3
crossings. The prior turns or comes straight first, the
other waits for him to finish turning or change own
path by turning at another crossing.

4, they don’t come into the line that reaches store-
houses until the other goes away.

5, the stopping has less possibility to move soon
and it has difficulty avoinding collisions. The other
searches for another path.

6, they can see the others do avoidance forward and
act not to hit against them. When the forwards are
prior, avoid a head-on collision with the one left that
did avoidance at forward case. When the forwards
are not, move not to hit them, which means when the
forwards begin moving then begin moving,too. When
the forwards come back then come back, too. In that
case, they have to be careful because there’s possibility
of another AGV, which is made to come back together.

3.6 Results

The simulation done at 2.5 showed that collisions
of 5 patterns at 3.4 could be avoided. Still, there’s a
need to decide which is prior over the others in the
6th pattern. Because of the plural AGVs that act
avoidance respectively, which need an order.

4 Conclusions

We proposed an autonomous decentralized sys-
tem applied to an operation plan of AGVs in an au-
tonomous decentralized FMS factory. This makes a
real-time operation plan have flexibility, adaptability
and reliability.

We also proposed an Autonomous Decentralized
system applied to a path plan of AGVs, which can
avoid collisions in real-time.
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Abstract

Skillful motor control of human is achieved by the
appropriate motor commands generating from the cen-
tral nerve system. Internal model in the cerebellum
may have great contribution for realizing accurate mo-
tor control. In this paper, the model for human mo-
tor control on manual tracking to moving visual tar-
get was constructed based on the experimental data
of the visual tracking test for normal healthy adults
and patients with cerebellar ataxia. The compensa-
tion method for improving the motor function of pa-
tients were also developed by using the model.
Keywords: Motor Control, Visual Tracking Test, Motor Func-
tion, Modeling, Predictive Control, Movement Disorders

1 Introduction

Generation of appropriate motor commands by cen-
tral nerve system practices the realization of dynamic
and skillful motion of human. Several regions in hu-
man brain are concerned with the achievement of mo-
tor control. In particular, the cerebellum has an im-
portant role in motor control. Serious defects in motor
control occur when the cerebellum has injured. Move-
ment disorder originating from the cerebellum such as
cerebellar ataxia develops a lack of accurate movement
and troubles in motor learning.

In the past, we have studied the motor functions of
the human hand movement through the visual track-
ing test [3]. We have previously reported the quanti-
tative evaluation on the effect of motor learning [3],
and so on.

In this paper, the model for human motor control
on manual tracking to moving visual target was con-
structed in accordance with the acutual data of vi-
sual tracking test for patients. First, the character-
istics of the motor functions on visual tracking test
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were analyzed through the data recorded from nor-
mal healthy adults and patients with cerebellar ataxia.
Then, the model of motor control apparatus was con-
structed. The central nerve system for generating tlhe
motor commands to a hand was represented by the
Smith predictor, and the parameters in the model were
determined by reflecting the characteristics of motor
functions on visual tracking test. Finally, Hand move-
ment compensation technique was constructed by us-
ing the model information of both normal subject and
patient with cerebellar ataxia. The effect of hand
movement compensation was investigated through the
simulation.

2 Analysis of Human Hand Movement
by Visual Tracking Test

2.1 Subjects and data acquisition

The measurement equipment for visual track-
ing test used in this study is shown in Figure 1.
The system consisted of personal computer (NEC
PC-9801BX), CRT monitor, digitizer (ADAPTEC
KD4030) and magnetic pen [3]. Computer and dig-
itizer was connected by RS-232C cable. Subject holds
on a pen by his/her hand and moves it on dizitizer,
just then the corresponding green rectangular point
(pursuit point) is moved on CRT monitor. Visual tar-
get with red circle is also displayed on same monitor.
Subject carries out the task to pursue the visual target
as correctly and speedily as possible by moving one’s
hand.

Visual target used in the test moves 3 sec long
from the upper part to the lower part of the moni-
tor straightforwardly with a constant speed of 3 cm/s.
Number of trials of visual tracking test was 20 times



for each subject. Number of subjects were 3 healthy
normal adults and 3 patients with cerebellar ataxia.

Figure 1: Measurement equipment for manual track-
ing to visual target.

2.2 Data analysis

Parameters for extracting the characteristics of the
motor functions on visual tracking test were calculated
from the recorded data (experimental results were seen
in Figure 4). Three parameters were adopted in this
study [3]. First, the position error E, was defined as
the difference between the vertical movement of hand
tip position (pursuit point) and visual target. Sec-
ondly, standard deviation of velocity for vertical direc-
tion Vsp was calculated. Thirdly, the reaction delay
Lg was defined by the time difference of the begining
of movement between visual target and pursuit point.

The above three characteristic parameters were
adopted in this study.

2.3 Experimental results

Figure 2 shows the result of parameters transition
for each group. Averages of three parameters E,, Vsp
and Lg calculated from the respective groups were dis-
played from the top of the figure. In the position error
E,, normal subjects took smaller value as compared
with patients with cerebellar ataxia. In the case of
standard deviation of velocity Vsp, patients with cere-
bellar ataxia took higher value. This fact suggests that
the patients with cerebellar ataxia could not achieve a
smooth pursuit for the visual target. In case of reac-
tion delay Lg, result of normal subjects was smaller
than patients with cerebellar ataxia.
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Figure 2: Quantitative evaluation of hand movement
on visual tracking test. Comparison between normal
subjects and patients with cerebellar ataxia.

3 Modeling of Motor Function on Vi-
sual Tracking Test by Smith Predic-
tor

3.1 Block diagram

Human can achieve a skillful motion in spite of the
central nerve system has a time delay. This fact may
be regarded as that the control paradigm in human
brain has a kind of predictive control strategy. Then
the motor control model was constructed as shown in
Figure 3(a). In this study, the central nerve system
for generating the motor commands was represented
by the Smith predictor as one of model predictive con-
trol techniques. Signal flow in motor control on visual
tracking test may be considered as the closed-loop sys-
tem. Detail explanation was described in the following
sections.

3.2 Control objective

Accurate representation of dynamics on human
hand as controlled objective is complex so that the
detail human hand model can not be obtained easily.
However, the principal properties of human hand dy-
namic will be able to express the simple mathematical



equations. In this study, dynamic of hand movement
was simply defined as linear first order system as

K
T 14 Ts (1)

where gain K and time constant 7" were determined as
1.0 and 0.2, respectively. Actual motor control loop in
human includes the reaction delay caused by recepter,
axonal conductance, cognitive processing and so on,
and the reaction delay is not negligible short. Thus
the reaction delay was also considered in the control

G(s)

objective as e~ L*.
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Figure 3: (a) Model representation of motor control
on manual tracking to moving visual target. Central
nurve system for generating motor commands was ex-
pressed by using Smith predictor. (b) Structure of
hand movement compensator by using model infor-
mation.

3.3 Generation of motor commands

Several models for representing motor control, es-
pecially for the cerebellum, were proposed in the past
(1] [2]. In this study, we adopted the Smith predictor
as representing the central nerve system for generating
the motor commands. Smith predictor has a internal
model and its feedback loop with the time delay. In-
ternal model in the Smith predictor (G(s) in Figure
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3(a)) was assumed to be the same as eq.(1) as

G(s) = KA
1+Ts

(2)

Controller C'(s) in Figure 3(a) for generating motor
commands was simply designed by PID controller as

C(s) = Kp(1+ % + Kps) (3)

where Kp, T and Tp were gain for propotional, inte-
gral and derivative, respectively.

3.4 Experimental data and model output

In order to determine all the parameters in the
model, characteristic parameters E, and Vsp de-
scribed in 2.2 were used for optimization. Character-
istic parameters were also calculated from the output
of the constructed model. Then, the cost function was
created and minimized by using least squares method.

Figure 4 shows the verification of the constructed
motor control model. Model output was indicated by
broken line. Left side of the figure shows the result for
normal subject and right one displays that for patient
with cerebellar ataxia. The upper row shows the vari-
ation of hand tip position and the lower row display
the velocity. Obtained model outputs of all subjects
were in a good agreement with the measurement data
of actual hand momement.

(a) Normal subject
T T

(b) Cerebellar ataxia
T T T i T

2. 0ml,

Position
=3

Z002

£
<0031

Z oodl W b V\] 1t
1 1 4 1 " ) L
3 CR

-0.05

Figure 4: Comparison of experimental data (solid line)
and model output (broken line). (a) Normal subject,
(b) Patient with cerebellar ataxia.



4 Development of Hand Movement
Compensation Technique by Using
Model Information

4.1 Structure of compensator

To Improve the human hand movement is the final
goal of this study. The characteristics of hand move-
ment for patients with cerebellar ataxia was reflected
to the model structure which was obtained from the
actual experimental data. Therefore, the compensa-
tion technique for improving the hand movement of
patients can be developed by using the model infor-
mation. Figure 3(b) shows the block diagram for hand
movement compensation. Compensator in this figure
is possible to construct by the information of both the
model for the patient and the model for healthy adult.

Estimation of control input for a subject (patient)
is done by the model obtained from a patient with
cerebellar ataxia. Equations of estimator in Figure
3(b) are written as

1
Ce(s) = Kpec(l+ —+ Kpces) (4)
T[cs
. Ko
G - e ~a— 5
cl(s) T+ Tos (5)

The ideal controller for achieving the smooth motion is
designed by the model for normal subject. Equations
of ideal controller are expressed as

1
CN(S) = KPN(1+ —-—+KDNS) (6)
T]NS
R Kn
G = —= 7
~(s) 1+ Tws @

Compensation signal can be generated by the differ-
ence between two models.

4.2 Simulation result

The fundamental effect of compensator was inves-
tigated through the simulation study. Figure 5 shows
the simulation result for improving the hand move-
ment in patient. Broken line means the model out-
put of a patient with cerebellar ataxia without com-
pensator. Solid line expresses the result by using the
compensator. Amplitude of osscilation in velocity was
decreased by the compensator, and the smooth motion
in the patient with cerebellar ataxia was achieved.

Simulation result shown in Figure 5 was obtained
under the ideal condition. However, there are more
than a few modeling errors in the constructed model,
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and the modeling error often deterirates the control
preformance. Influences of the modeling error for ro-
bustness or stability must be verified.

0]
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I
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Figure 5: Simulation result of hand movement com-
pensation.

5 Conclusion

Based on the actual data, the motor control model
was constructed by using the Smith predictor. The
method for hand movement compensation was pro-
posed by using the model information obtained from
a normal subject and a patient with cerebellar ataxia.
Possibility for improving the hand motion in the pa-
tient was confirmed through the simulation. Improve-
ment of this study expects the recovery of hand move-
ment of patients with various movement disorders.
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Abstract

In this paper we will present a mechanism of skill
of task in a motor control system. For the purpose
Knowledge Option network (KOnet) is proposed to ac-
quire impedance in coefficient matrix of a state equa-
tion. After estimating suitable impedance for a task,
the motor control system comes to generate motor
planning instruction from using a feedback control
with sensory information to using feedfoward control
with a prediction at internal model.
key words Motor Control Planning, Skill, Construc-
tion, Internal Model

1 Introduction

In voluntary movement control of human action, it
seems to become smooth from clumsy movement after
some iterative exercise. It can be thought that motor
planning is changed over a forward control by con-
structing an internal model with Sensory Feedback In-
formation at the cerebellum. We propose such mech-
anism to incorporate in a motor control system.

In order to realize a desired movement, it is neces-
sary to control a position and force of object according
to the external environment. Thus we must acquire
the adequate Motor Impedance for the work. The in-
ternal model for skill of motor planning is constructed
by learning through exercises. It is known that neural
network is usefull to acquire the impedance for task
[1]. Thus we propose KOnet to a learning part for
realizing skillful movement.

We take into account the mechanism that the motor
planning using the internal model orders a slow and
small movement by referencing sampling of sensory
feedback information when the internal model does not
have a high conviction [2]. As the reliability of the
internal model is improved, the motor planning will
order a fast and large movement without referencing
sampling of sensory feedback information [3].
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In this paper, we will think that a skill for a work
is a transition from a feedback control to a forward
control which is according to the degree of conviction
for the internal model, and it is an active realization of
the adequate motor impedance for the work. For the
uncertain action and noise, therefore, we set a stiffness
higher by adding power to motor at initial state, and
change its stiffness lower during learning.

2 Outline of Internal Model
2.1 Structure of Internal Model

We consider a linear discrete state and observation
equation with controllabilty and observability.

X141 = Auxe + Biug + Dywy, (1)
yi = Cixg+vy (2)

where x; € R" denotes a state vector, u, € " is
an input vector and y; € R™ is a observation vector.
w; and v, are assumed to be white gaussian noise.
A, € R7*" and B, € R™*" in state equation are coef-
ficient matrix. C; € ®™*™ in observation equation is
a observation matrix.

Figure 1 is a conceptual figure of evolutionary in
human voluntary movement. The setting of target is
done at association area (A.A.) and its output is sent
to motor area (M.A.). In motor area it outputs a mo-
tor planning instruction after receiving an input from
association area and a motion corrective instruction
from a cerebellum intermediate region (C.LR.). Tt is
assumed that cerebellum intermediate region outputs
its motor corrective instruction from somatosensory
mainly. Furthermore motor planning instruction gives
to musculoskeletal system after receiving motor cor-
rective instruction from sensory information which is
mainly acquired by vision at cerebellum lateral region
(C.L.R.). It is known that cerebellum is concerning



with motor controls requiring a skill. This mechanism
is similar to Kalman filter.
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Figure 1 Conceptual Figure of Internal Model

Now we describe skill of motor control by using in-
ternal model. For motor planning, in case we don’t
have enough experience or uncertain disturbance, we
control our movement by using feedback information
from sensory area. At that time since time delay oc-
curs for necessity of sensory information y; of vision
mainly, we can’t execute smooth movement. However,
as learning proceed motor area and cerebellum acquire
impedance for task. By using a prediction X1 in-
stead of the sensory information y; smooth movement
can be executed without a motor corrective instruction
from cerebellum lateral region.

2.2 Dynamics of KOnet for Skill

Assuming that the sampling data consist of ex-
planatory vector x; € R" and explained vector y, €
R™ and we describe a joint vector of them by vector
z, = [x,ys]T € R¢ where d = n + m. Figure 2 shows
the dynamics of KOnet to acquire the impedance for
task.

The kth input neuron (k = 1,2,---,K) has pa-
rameters ¢, and wy. The parameter ¢ consists
of set of vector and matrix {my,X}, where my is
[ml,m?,---,m#T € R and Xy is a d x d positive
define and symmetric matrix with o} as the ijth
element. The vector my consists of vectors mj €
®", m) € R™ which relates to x;, ¥s respectively,
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Figure 2 Structure and Dynamics of KOnet

it is given by

(3)

The matrix ¥, has matrices CZ € ®" x ", C{ €
R™ x R™ concerning vector X5, ys respectively, and
matrices C;¥ € R" x R™, C{* € R™ x R™ which is
mutual concerning with vectors x,, y,. Thus it is

T T
m; = [m? m} |T.

(054 CIy
m=l g &) (4)
cr cf
n dimensional sth input vector xs € R, (s =
1,2,---,5) are transmitted to all input neurons. S
denotes sampling number of data. kth input neuron
outputs
yr = m} + D} (x, — mj) (5)
where matrix D} € ®™ x R" is given by
T z_l

and Ci_l denotes an inverse matrix of C§.

kth input neuron transmits its output through a
weight af to output neuron. By adding up these in-
puts the output neuron generates

K
= Zaiyk

k=1
K

= Y oei{ml+Dj(x,-mp)} (7
k=1

where
wipr (Xs| k)
T — 8
o ZkK:1 wi Pk (Xs|Pr) ®
and
K
> wi=1, 9)
i=1
pk(x5|¢k) = Nn(xs, ¢i) (10)



The parameter ¢ denotes a set of {m, C{} and

oy 1
Np(xs,0%) = arECE

X exp {—%(xs —m) T (x, - m;g)}<11)

|| - || denotes determinant of matrix.

From mentioned above, let w be a set { wy, wa, - -+,
wg }, ¢ be aset { ¢1, 2, -+, ¢k} and 0 be {w,p}.
It is understood that this internal model generates its
output depending on their parameter 6.

3 Learning in Internal Model
3.1 Formulation by Probability

For modelling a mapping from the explanatory vec-
tor x, to the explained vector y,, we must estimate
the value of parameter 6. In this subsection, we for-
mulate the dynamics by probability for the purpose
we will derive a learning algorithm for acquiring the
impedance. So we regard the vector m; and matrix
¥, as the mean vector and covariance matrix, then we
can easily understand that the output y of kth input
neuron can be rewritten as

/m yor(Y|X, é1)dy
Ex[Y|Xs]

Yk
(12)

where E;[Y|X,] represents conditional expectation
value of a random vector Y for a random vector X; at
kth input neuron. The output y of system is rewritten
as

K
Sa; / yoe(Y[X,, 60)dy
k=1 R

K
|y YeimYXeg0dy. (13

k=1

We can consider the following probability

K
p(YIX,,0) = afpe(Y[Xs, 6)
k=1

(14)

by assuming that a selection probability of kth neuron
is given by wg, that is

y /% yp(Y|X.,0)dy

E[Y|X,]. (15)
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Therefor it is easily understood that the output vector
y of system is a conditional expectation value of a
random vector Y for a random vector X.

The conditional probability density function
pr(Y|Xs,dx) at kth input neuron obey a m di-
mensional normal distribution with the mean vector
Ei[Y]|X;] € R™ and a following covariance matrix

CY e R™ x R™
! z T
¢/ = ¢y -pycipy”, (16)
then the conditional probability density function
p(Y1|Xs,80) of system can be derived by

K
p(Y[X,,0) = > afNm(Xsr)  (17)
k=1

where ¢y, is given by {y, CZI}.
The random vector Z, at kth input neuron obeys
the following probability deénsity function

Pk(zs|¢k)A Nd(Zs7¢k)

with the mean vector m; and the covariance matrix
¥k, thus we can find that the random vector Z, for
the total system obeys the following mixture normal
distribution

(18)

K
P(Z10) = > wiNu(Zs, 1) (19)

k=1

This means that we can apply the Expectation Max-
imization algorithm to derive parameter 6 in learning
of KOnet.

3.2 Learning Algorithm

As the learning algorithm of KOnet, though we can
derive the value of parameter 8§ = {w, ¢} directly by
applying EM algorithm. However, in order to avoid
an oscilation which is caused when we apply the algo-
rithm to non-diagonal elements of covariance matrix
¥, we will make KOnet learn a part of parameter ¢.

In this paper, we standardize observed data to be its
mean 0 and variance 1 by deriving a mean m* and vari-
ance 0% for each ith variable. After obtaining a corre-
lation matrix of the standardized observation data we
transform it into

2 =By {571 (2, - m)} (20)
by using a matrix E, = [El,E2,“‘,Ed]T € R x
R4 composed of eigen vector E; € R4, (i



1,2,---,d) of the correlation matrix. Here m =
[m!,m?,---,mdT € R¢ and ¥ is d x d diagonal matrix
with o* as iith element. In learning mode KOnet uses
the orthogonalized vector z.,

From the result, the random vector Z; at kth input
neuron obeys the probability density function with the
mean vector i, = BT (mj —m) and covariance matrix
$, = BTSB!, where BT = (E,271/2). % is
a d x d diagonal matrix having variance 6} as iith
element.

Let ¢x be a set {mk,Ek} ¢ be a set { ¢)1, ¢2, e
bx } and the parameter 6 be a set w and d) The esti-
mation of parameter § can be obtained by maximizing
the following log-likelihood function:

S
L(9) =y logp(Z,h)- (21)

The update rule for the parameter 6 can be derived
from

Q(l8®) = B[L(,k)|z,,6)
= if:h (25) log p(is, k|8) (22)
and o
26

We finally apply a Deterministic Annealing EM algo-
rithm [4] to learning algorithm of KOnet. It is repre-
sented by

o (t (t)
pE 2 1 )Ty (B:) (o)

PONIRIC: s>

{wl) Ny (2, 60)}°
Y5 {wd) Na(2s, 60)}5

In the learning algorithm of KOnet, the parameter
0 = {w, ¢} is not derived directly but a part of the pa-
rameter ¢ of ¢ is derived by DAEM algorlthm Thus
covariance matrix X'y is made to be diag(c}'), learn-
ing become stable compared with con31der1ng non-
diagonal elements.

W (z,) = (27)

— 4] -

4 Mechanism for Skill

In special case such as K = 1, the inverse model of
KOnet is represented by

x; = mi + D (y: — my) (28)
where
D? = CVCY . (29)

Now that, we regard x; as X¢|;, m{ as X;;—; and m?
as Yye—1 = CiXy|¢—1, then we have

Ci=m/m{”" (30)
P, = D{(C{)* (31)
At-1Pt—1|t—1AtT—1

= Ptlt(In - Dafct) - I, (32)
B = (m® — Ay _1xe—1)uy (33)

where xt = xT(xxT)~! denotes a generalized inverse
matrix. L, € ®™*™ is a unit matrix.

5 Summary

In this paper, we proposed Knowledge Option net-
work (KOnet) to acquire impedance in a coefficient
matrix of a state equation. After estimating suitable
impedance for a task, we presented a mechanism to
generate motor planning instruction by using KOnet.
from using a feedback control with sensory informa-
tion to using feedfoward control with a prediction at
internal model.
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Abstract

In this paper, it was confirmed that a real mobile
robot with a simple visual sensor could learn appropri-
ate actions to reach a target by Direct-Vision-Based
reinforcement learning (RL). The learning was done
on-line without any advance knowledge and any helps
of humans. In Direct-Vision-Based RL, row visual
sensory signals are put into a layered neural network
directly, and the neural network is trained by Back
Propagation using the training signal that is gener-
ated based on reinforcement learning. By a character
of the visual sensor, the robot can not distinguish the
target object from the background when the target is
located on the right of and just in front of the robot.
However, the robot could obtain the actions to avoid
such states and to reach the target.

1 Introduction

Reinforcement learning is an attractive method as
an autonomous learning for autonomous robots, and is
utilized to obtain the appropriate mapping from state
space to action space. By combining reinforcement
learning and a neural network, continuous states and
actions can be dealt with because non-linear functions
with continuous input and output values can be ap-
proximated by the neural network. This combination
has been applied to non-linear control tasks[1][2] and
games|[3].

Among many kinds of sensors for a robot, a visual
sensor has a lot of sensory cells, and gives huge pieces
of information about environment to the robot. Our
human also depends deeply on the visual information
to know the environment state. Asada et al. applied
reinforcement learning to real soccer robots with a vi-
sual sensor[4]. In this case, the state space was divided
into some discrete states by pre-processing the visual
sensory signals, and the robot learned appropriate ac-
tions for each state by Q-learning.

On the other hand, in Direct-Vision-Based rein-
forcement learning (RL), the whole process from sen-
sors to motors are computed by a layered neural
network[5]. Raw visual sensory signals are put into
a layered neural network directly, and the neural net-
work is trained by Back Propagation. However, since
the training signal is generated autonomously inside

the robot based on reinforcement learning, the learn-
ing is still autonomous. By this learning, not only the
motion planning, but also a series of processes from
sensors to motors including recognition, can be learned
synthetically. It is reported that when a robot learns
actions to reach a target, spatial information is repre-
sented adaptively on the hidden layer after learning.
Moreover, it was examined that the learning is faster
and more stable than that when pre-processed signals
are utilized as inputs[6].

The effectiveness of Direct-Vision-Based RL men-
tioned above has been confirmed only on some simu-
lations. In this paper, it is shown that a real mobile
robot with a monochrome visual sensor can learn ap-
propriate motions from scratch without any advance
knowledge in “going to a target task”.

2 Actor-critic architecture

Here, actor-critic architecture(7] is employed, and
actor(action command generator) and critic(state
evaluator) are composed of one layered neural net-
work. This means that the hidden layer is used by
both actor and critic. This architecture is the same as
the simulations in [5]. TD(Temporal Difference) is ap-
plied for the learning of the critic. TD error is defined
as

e =1 +vP — B, (1)

where v : a discount factor, r; : reward, P : state
evaluation value. The evaluation value at the previous
time P;_; is trained by the training signal as

Pyy 1 =P_1+7 =1 +75, (2)

where P;;_; is the training signal for the evaluation
value. On the other hand, the motion command of
the robot is the sum of the outputs of a; and random
numbers rnd; as trial and error factors. The motion
command a;_; is trained by the training signal as

Ag¢t—1 = A1 + TA‘t rndt_l. (3)

The neural network is trained by Back Propagation
according to Eq(2) and (3). By this learning, motion
commands are trained to gain more evaluation value.
Here, the layered neural network has one hidden layer



and 3 output units. One of the outputs is for critic,
and the other two are for actor. The output function
of each hidden or output neuron is sigmoid function
whose output range is from -0.5 to 0.5.

3 Experimental system and environ-
ment

Fig.1 shows the robot with a monochrome visual
sensor (Khepera and K213 Vision Turret) used in this
paper. The specifications of Khepera and K213 Vision
Turret are as follows.

Height : 55mm

Diameter : 33mm

Interface with PC : RS232C(serial port)

Transmission rate : 38400 bps

Sensor cell : 64

Resolution : 256 gray scale

Visual field : 36 degree
This visual sensor is composed of two parts (Fig.2),
image perception optics and light intensity detector
optics. The light optics detects light intensity around
the robot at first, and then image perception optics
adjusts image sensory outputs according to the light
intensity. Therefore, when the light intensity is not
strong enough, all the pixel values become almost
white, and as a result, the robot could not distinguish
bright points and dark points. In the other words,
when the target is located just in front of and on the
right side of the robot, the robot loses the target.

Fig.3 shows experimental environment. The action
area has 70x70cm which is surrounded by a height
of 10cm white paper wall, and a fluorescent light is
set to keep enough light intensity. The target in the
task stands 8cm tall with a diameter of 2.5cm which
is wrapped black paper around.

4 Application to a real robot
4.1 Coping with a time delay

When Direct-Vision-Based RL is applied to a real
robot, a time delay should be considered, while it does
not have to be considered in simulations. PC receives
visual sensory signals from the real robot through
RS232C serial port, and its transmission rate is not
fast enough. The necessary time to execute each com-
mand is as follows.

Transmission of visual sensory signals : 90msec

Transmission of action commands: 10msec

Computation of neural network : less than 1msec

(for both forward and learning)

Considering the measurement interval of the visual
sensor, sampling time is set to be 300msec. If compu-
tation of the neural network and transmission of the
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Figure 1: A picture of Khepera with K213 Vision Tur-
ret

Image perception optics

([TTT S (1117

64pixel

Light intensity
detector optics

Figure 2: K213 Vision Turret

Figure 3: Experimental environment

action command are done just after the transmission
of the visual sensory signals, the robot continues to
move with the previous action commands during the
transmission of the visual sensory signals. Then, the
robot location obtained from the visual sensory signals
is different from the robot location when the next ac-
tion command is transmitted. Here, in order to reduce
this influence, the visual sensory signals are transmit-
ted just after the action command. Fig.4 shows the
timing chart of updating of each value and system
events in this experiment. Therefore, P; is influenced
by the action a;_» on behalf of a;_;. The learning of
critic is done by Eq(2) that is the same as the simula-
tion. On the other hand, the action command at two
steps before is trained by the training signal as

agy_o =a; 2+ 7 rndi2 (4)

on behalf of Eq(3).



state transition

v

transmission of
sensory signals

action action action
command command v command

transmission of
sensory signals

transmission of]|
sensory signals

computation computation computation
of NN of NN [7] of NN .
time
<> sleep(200) | sleep (200) (msec)
300msec

Pe-1 0
at

update of singal : P

update of signal : @

Figure 4: Timing chart of the learning for the real
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4.2 Discrete actions

Since the action command for each wheel of Khep-
era should be an integer, the continuous action value
is divided into an integer as

speed; = (int) 4-(2-a; +rndy), (5)

if(speed; < —3) speed; = —3
if(speed; > 3) speed; = 3

-3 < speed; < 3, —0.5 < output, < 0.5,
—0.4 < rnd; <°0.4, where speed : action command
for the robot.

5 Experiment
5.1 Task

In this paper, the task that the real mobile robot
with monochrome visual sensor reaches a target, is em-
ployed. Here, 3-layered neural network has 64 input
units, 30 hidden units, and 3 output units. One of the
outputs is for critic, and the other two are for actor.
Before learning, the input-hidden connection weights
are small random numbers, and all the hidden-output
connection weights are 0.0. After the transmission of
the visual sensory signals, each of them is binalized
with the boundary value of 85, and the number of pix-
els of the dark area is defined as width of the target
in the robot’s view. The central pixel number of the
dark area is defined as center pizel. In learning, ini-
tial width and central pizel is chosen randomly from
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Figure 5: Distribution of evaluation value and the tra-
jectory of the robot. These figures are drawn on the
coordinates of center pizel and width.

5 < width < 29 and 5 < center pizel < 59. From the
initial position, the robot can always get the whole ob-
ject on its visual sensor. Then, the robot can go to the
initial position by itself according to a given program.
At the beginning of learning, since the robot moves
only according to the random numbers, the robot is
located within the range that is close to the target. As
the learning progresses, the range of the initial robot
location becomes wider gradually. When 30 < width
and 21 < center pizel < 41, the state evaluation out-
put is trained to be 0.4 as a reward. When the target
disappears out of the visual field, it is trained to be
-0.4 as a penalty. Otherwise each trial is stopped at
150 time step even if the robot can not reach the tar-
get object. The evaluation value is the sum of the
evaluation output and 0.5, and the discount factor is
0.99.

5.2 Learning result

Fig.5 shows the state evaluation value after learn-
ing. This figure is drawn by computing the outputs
off-line for 35 sample sets of visual sensory signals.
The vertical axis indicates the width and the horizon-
tal axis indicates the center pizel of the target object
on the robot’s view. It is seen that as the learning
progress, the distribution of the state evaluation value
is formed gradually. As shown in Fig.5, the state eval-
uation value becomes larger when the width of the tar-
get becomes larger on the visual sensor. It is smaller
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Figure 6: The locus of the robot on the field after 4000
trials

when the target is shown on the right side of the vi-
sual sensor than on the left side. The reason is that
the robot misses the target when it is shown on the
right side of the sensor as mentioned in the section 3.
Fig.5 (c), (d) show the locus of the target object in
the robot’s view, and the robot approaches the target
while looking at it on the left side of the visual sensor.

Next, Fig.6 shows the locus of the robot on the
absolute coordinates after 4000 trials (the same trial
as Fig.5 (d)). When the robot comes near the target
object, the robot catches the target object on the cen-
ter of the robot’s view by rotating counterclockwise.
Fig.7 shows the photo of the robot to that the robot
reaches the target object without missing. As the re-
sult of the learning, the robot could obtain the action
to overcome the defect of the visual sensor.

6 Conclusion

It was shown that the real robot with a
monochrome visual sensor could obtain reaching ac-
tions to a target object through the learning from
scratch without any advance knowledge and any
helps of humans by Direct-Vision-Based reinforcement
learning. The robot could obtain the actions to avoid
missing of the target that happens due to a sensor
character.
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Abstract

Acquisition of actions based on prediction, which
needs some context information, is important for a
robot in dynamic environment. It is considered that
a sensory motion is useful to avoid missing a moving
object and to know its motion easily. In this paper, a
capturing task of a moving object is employed as an
environment, in which both robot and target move.
Here, the appropriate actions in this task are learned
by the combination of Elman-type recurrent neural
network[1] and reinforcement learning. In this paper,
the effect of the sensory motions is focused on. Three
kinds of sensory motions, (1) looking to a constant di-
rection in absolute coordinates, (2) keeping the object
in the center, and (3) fixed on the robot, are employed,
and the learning results are compared. Simulation re-
sult is shown that the robot captured the object faster
in the case of (1) and (2) than (3).

1 Introduction

Our humans can know a motion of a target, and
obtain appropriate actions based on prediction, even
if both ourselves and target move. For example, when
a baseball player catches a fly, he detects the motion
of the ball from his visual sensors, at first, then goes
beforehand to the falling point of the ball, and catches
the ball finally. Acquisition of such actions is impor-
tant for a robot in dynamic environment.

Since the prediction is done to realize more appro-
priate actions towards some purpose, it can be re-
garded as “a way to achieve a certain purpose”. Then,
it is considered that such actions can be obtained ac-
cording to the necessity by learning of the action for
the purpose. On the other hand, in the conventional
prediction methods, such as Kalman filter for liner sys-
tems, and some other methods using fuzzy or neural
network, prediction itself is an object, and what should
be predicted has been given by humans.

Recently, reinforcement learning that can learn a
series of actions towards some purpose has been fo-
cused. By the combination of reinforcement learning
and neural network, continuous inputs and outputs
can be utilized. Also, it has expected that a series of
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processes from sensors to motors can be synthetically
learned by this combination.

When both robot and target move, it is difficult for
a robot to know the target movement. The robot may
miss a moving object because there is a gap between
the movement direction and the target direction. If the
robot miss an object, it cannot know the present state
of the target. Moreover a robot must compensate its
notion to know the target motion, because the signals
from the visual sensor is influenced by robot motions.
Thus the appropriate sensory motions are necessary.

In this paper, it is shown in a capturing task of a
moving object that actions based on prediction can be
obtained through learning. Then, the sensory motion
is focused on, it is verified what sensory motion is more
effective.

2 Reinforcement learning
using recurrent neural network

The environment, in which the present states can-
not be identified only from the present observations,
can be regarded as POMDP(Partially Observable
Markov Decision Process). Only from the present vi-
sual sensory signals, the location of the target can
be observed, but its velocity cannot be obtained.
POMDP cannot be utilized in reinforcement learning
unless some context information.

Some architecture to combine reinforcement learn-
ing and recurrent neural network have been proposed
already[2][3]. There are two points to classify these
methods. One of them is whether the architecture
of reinforcement learning is Q-learning or Actor-critic.
Q-learning needs to quantize its action, and Actor-
critic doesn’t need it. The other point is whether the
model is introduced to extract the some context in-
formation or not. When the model is employed, huge
amount of calculation is necessary, and the most part
of the extracted context may not be required by the
given task. If an essential part of the information,
which used as inputs and outputs of the model, are
chosen by humans, then autonomous learning ability
is spoiled.

Thus, in this paper, Actor-Critic Elman Network
(Fig.1) is employed, and model is not used.
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Figure 1: Actor-Critic Elman Network.

3 The learning of capturing actions of
moving target

3.1 Acquisition of actions based on pre-
diction

For acquisition of actions based on prediction, some
context information is needed. If a robot can know a
target motion using some context information, it is
expected that the robot turns according to the tar-

get velocity at first, then goes straight to the place _

where the robot will get the target (Fig.2(a)). Nish-
ioka has shown that a mobile robot with a visual sensor
can obtain appropriate actions using Actor-Critic El-
man Network[4]. However, the robot in that paper can
move to any directions without any constraints. Since
the direction of the sensor is always fixed to one direc-
tion on the absolute coordinates, there is no concept of
rotation. Normally, a robot body rotates according to
the change of its moving direction. If a visual sensor is
fixed on the robot, the direction of the sensor changes
together with the robot.

3.2 The effect of sensory motion

When both robot and target move, the robot must
compensate its motion on the visual sensor. If the
knowledge about the change of the visual signals ac-
cording to the robot motion is not given in advance, it
is difficult for a robot to know the target movement.
Furthermore the robot may miss the moving target as
mentioned above when the robot moves based on pre-
diction (Fig.2(b)). Thus appropriate sensory motions
are required. Then, it is verified that what sensory
motion is more effective.

Some eye’s motions can be observed in humans.
VOR(Vestibulo-Ocular Reflex) and OFR(Ocular Fol-
lowing Response) can be considered to be useful to
obtain a stable vision image by removing the motion
of the background. While, smooth pursuit eye move-
ment is useful to keep the object in the center of the
Sensor.

By getting a hint from these eye movements, three
kinds of sensory motions, (1)to keep a constant di-
rection in absolute coordinates (Fig.2(c-1)), (2)to keep
the object in the center (Fig.2(c-ii)), and (3)fixed on
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the robot (Fig.2(c-iii)), are employed here. (1) is em-
ployed to obtain a stable vision image, and this sen-
sory motion is the same as that of Nishioka. These
three sensory motions are used in a capturing task of
a moving object, and learning results are compared.

4 Simulation
4.1 Task setting

In the task here, an object moves with a constant
velocity in the direction of z axis, and the wheel-type
mobile robot with visual sensor is requiring to get the
object as soon as possible. The robot can go straight
and rotate, but cannot go laterally without rotation.
Simulation environment is shown in Fig.3. The wheel-
base diameter of the robot is 2.0, its visual sensor is
composed of 50 sensory cells, and the sensor covers all
directions. Therefore, the robot never misses the tar-
get. Since there is no overlaps of sensory cell, receptive
field of one sensory cell is 7.2 degrees. The target is
located on z = 0.0, 0.01 < y < 5.0 at time step t = 0,
it moves with a constant velocity v, which is chosen
from randomly within the range of —0.25 < v < 0.25
at every trial. Since the maximum speed of the robot
is 0.4, it can always capture the target even if the robot
runs after the target. However, in the case that the
robot rotates and goes along the short cut, the robot
can reach the target faster than in the case that it
runs after the target. The robot doesn’t move for the
first 3 time steps to detect the target motion. It is as-
sumed that the robot reaches the target and gets 0.4
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Figure 3: Simulation environment of “capturing a tar-
get” task for a robot with a visual sensor.

as a reward when the robot goes through the center of
target.

The action is learned by an Actor-critic Elman Net-
work. In this neural network has only one hidden layer
that is composed of 30 neurons. This neural network is
used for both actor and critic, One of the three output
units is for the value(Critic), and the other two are for
the motion command of the wheels(Actor). The sys-
tem learns using BPTT(Back Propagation Through
Time)[5]. The steps back in time for BPTT is 30. Ini-
tial values of all the hidden unit are 0.0 before the
learning. It has been shown that the learning is faster
and more stable by using row visual sensory signals as
inputs of a neural network[6]. Then, the visual sen-
sory signals are put into the neural network directly.
However, the robot cannot know its motions only from
visual inputs, then the angle between the robot direc-
tion and the y axis, and the speed of both wheels at
1 step before are given. In the case of sensory motion
to keeps the object on the center of visual sensor, the
target motion cannot be obtained from the visual sen-
sory signals. Then, the angle between the direction
of visual sensor and the y axis is also given. It has
been shown that Sigmoid-based neural network can
approximate easily strong non-linear functions by us-
ing localized signals as inputs[7]. Therefore, the each
of continuous inputs is localized by 10 RBF units, and
then they are put into the neural network.

4.2 Result

Robot’s routes after 200,000 trials of learning are
shown in Fig.4. The initial position of the target is
(z,y) = (0.0,4.0), and the velocity of the target v =
+0.20. Fig.4 shows that the robot could get the target
faster when the sensor is moved than when the sensor
is fixed on the robot. In the case that the sensor is
moved, the route is almost a straight line. It shows
that the robot took the short cut and got the target
at A or O. While, in the case that the sensor is fixed
on the robot, the route is curved. It shows that the
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Figure 4: Robot’s routes after 200,000 trials of learn-
ing. The initial position is (z,y) = (0.0,4.0), the ve-
locity of the target v = £0.20.

robot ran after the target and it got the target at <.
Motion commands to the wheels when the robot
took the trajectory are shown in Fig.4. In the case
that the sensor is moved, the sign of motion commands
are different each other at the first time step, and then
both motion commands become large. It shows that
the robot turned according to the target velocity at
first action, and then went straight short cut. While,
in the case that the sensor is fixed on the robot, both
commands always have a same sign, and one of them
cannot be the maximum value at the early steps.

5 Discussion

When both robot and target move, the robot must
compensate its motion to know the target motion. In
the case that the visual sensor is fixed on the robot, the
change of the visual sensory signals is large when the
robot rotates. Especially, if the distance between the
robot and target is large, this change is much larger
than the target motion. Thus the detection of the
target motion becomes difficult. This is supported by
the learning result that the robot could go straight and
captured the target when the target was located near
the robot. While, in the case that the sensor is moved,
the influence of rotation isn’t so serious.

Since there is a gap between the movement direction
and the target direction, the robot may miss the target
when the visual sensor is fixed on the robot as shown
in Fig.2(b). In the case of the sensory motion to keep
a constant direction, the robot misses the target when
a gap between the direction of the visual sensor and
the target direction is large. While, in the case of the
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sensory motion to keep the object in the center, the
robot doesn’t miss the target even if the target moves
any directions.

In the visual sensor of humans, sensory cells are
densely assigned in part of the center on the retina,
and we can move this part to appropriate place. This
motion is useful to obtain the information of the target
effectively. To introduce such distribution, the sensory
motion to keep the object in the center is effective.

When the sensory motion to keep the object in the
center is used, the robot cannot know the target po-
sition only from the sensory signals, because the vi-
sual sensory signals are decided only according to the
distance to the target from the robot. However, the
learning result is almost the same as in the case of
the sensory motion to keep constant direction. In this
sensory motion, the angle between the target direction
and absolute coordinates is utilized to know the target
location. Thus the robot motion dosen’t influencehe
this angle, and it might be useful to know the target
position. However, this angle cannot be obtained eas-
ily in the real environment. Then, the angle between
the robot direction and the sensor direction should be
used. Since this angle changes according to the robot
motion, the detection of the target motion becomes
more difficult. However, the distance to the target
from the robot is not represented on the angle signals
but on the visual signals. Thus, It is expected that
the detection of the target motion is easier than when
the sensor is fixed on the robot.

Finally, the effectiveness of fixed sensor on the robot
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is discussed. When the robot avoids the obstacle that
located on the route to its goal, the sensory motion
is useful to detect the obstacle. Thus, it is considered
that this function and other sensory motion are used
alternately.

6 Conclusion

The paper presented that a sensory motion is im-
portant to obtain the actions based on prediction when
both robot and target move. Through a capturing task
of a moving object, it was shown that the performance
was better when the sensor was moved than when the
sensor was fixed on the robot. The potential of the
sensory motion to keep the object in the center was
also shown.
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Abstract —Wastewater treatment processes are usually
located in rural seclusion. In this paper, unmanned and
automated control system is designed for the SBR
(Sequencing Batch Reactor) wastewater treatment pilot
plant. The pilot plant is constructed in the countryside,
which is little far from a .main city. Networks and
wireless modules are employed for the data transmission.
A local controller is equipped in the SBR pilot plant as a
client and a monitoring system is located in the other
place as a server. The communication parts consist of
ADSL (Asymmetric Digital Subscriber Line) network
and CDMA (Code Division Multiple Access) module.
Remote control and monitoring system are constructed at
a laboratory in a metropolis. In this paper, a fuzzy
inference system is applied which is constructed by the
operator’s knowledge and acquired sensor data, for
determining the threshold and influent.

Keywords—SBR, remote monitoring, fuzzy inference
system

I. INTRODUCTION

Wastewater treatment processes (WWTP) are usually
located in the places, which are away from the haunts of
men. Expert operators should deal these processes with
continuous maintenance. These limited conditions make
some problems for handling wastewater treatment plants.
If the size of the plant is huge, many operators would be
employed for the plant. On the other hand, if the size of
the treatment plant is small, it is difficult to operate the
process under the good condition for a long time.
Because it is not easy to employ a good operator with a
low salary.

In this paper, unmanned and automated control system
is designed for the SBR (Sequencing Batch Reactor)
wastewater treatment pilot plant. The pilot plant is
constructed in the countryside, which is little far from a
main city. Networks and wireless modules are employed
for the data transmission. A local controller is equipped
in the SBR pilot plant as a client and a monitoring
system is located in the other place as a server. The
communication parts consist of ADSL (Asymmetric
Digital Subscriber Line) network and CDMA (Code
Division Multiple Access) module. Remote control and
monitoring system are constructed at a laboratory in a
metropolis.

Sensing data from plant sensors are translated to the
remote site using communication modules, and then the
data could be displayed and analyzed by means of the
remote monitoring and control systems. These remote
control systems could play important major role in which
the plant is in the abnormal conditions. If the plants have
problems or faults, the remote system could diagnose the

" status of plants and then send warning messages to

operators who are staying in the other place using
CDMA wireless modules.

The SBR wastewater treatment plant is for piggery
wastewater. This treatment method is little bit different
with the method for normal wastewater treatment
systems because contained ingredients are much
different with wastewater. In this paper, the real time and
time distribution control methods are applied. Control
inputs are obtained from plant sensors which are for
ORP (Oxidation Reduction Potential), pH, DO, NH4, etc.
Among ORP, pH, DO (Dissolved Oxygen), and NH4
(ammonia), ORP data is used for the real time and time
distribution controls. Because ORP could represent the
feature of treatment process during the operation time.
For example, an ORP curve is increasing in aerobic steps
but which is decreasing in anoxic steps. These two steps
are typical treatment processes for the normal
wastewater treatment systems. The curves have usually
two bends. One represents DO saturation point in which
NH4 ingredients are almost removed. The other bending
point shows that nitrogen materials are changed to
nitrogen gas and evaporated to air. One treatment cycle
is finished after these two stages. The operation cycle
times for aerobic and anoxic steps will be optimized

Fig. 1. Picture of the experimented SBR pilot plant.
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because the operation time is very important to save
energy and process states.

In the future experiment, integration control systems
will be employed for several scattered wastewater
treatment plants. And also the fuzzy inference system
will be applied for the diagnosis of the overall process.
The ORP curve, sensor signals, and pump states could be
the input variables of the reasoning system. The fuzzy
diagnosis system will analyze how the plant is operated
and make a decision how it is controlled under the good
condition.

II. SBR WWTP

Batch operated activated sludge processes, now
commonly known as SBRs are often proposed as

alternatives to conventional continuously operated plants.

The recent availability of reliable process control
systems has overcome many of the operational problems
previously reported. The characteristics and performance
of SBR systems have been extensively reviewed by
Irvine and Ketchum. Several full-scale SBR installations
exist in the USA and some of these plants serve quite
large populations [1], [2], [3]. The operating principles
of a batch activated sludge plant are illustrated in Fig. 2.

The performance of the WWTP in Fig. 2 is depends
on a time sequence of operations, because the reaction is
occurred in the same process tank. The various stages in
the sequence are as follow.

oFill: the aeration tank is filled with the influent
wastewater. In batch-operated activated sludge plants
the  micro-organisms  should  experience a
progressively decreasing substrate concentration as
treatment proceeds in order to ensure the production
of sludge with good settling properties. Influent
sewage should therefore be admitted into the tank in
a rapid, controlled manner to maintain a suitable
substrate concentration gradient. Anoxic conditions
will result if no aeration occurs during the fill period.
eReact: during this period the micro-organisms utilize
BOD and ammonia nitrogen. The length of the
aeration period determines the degree of treatment.
The oxygen demand decreases uniformly as
treatment proceeds.
«Settle: aeration is stopped and the sludge settles
leaving clear, treated effluent above the sludge
blanket.
eDecant: effluent is removed from the tank without
disturbing the settled sludge.
oIdle: aeration is restarted and proceeds until it is time
to commence the cycle again with the filling stage.

Sewage Fill React Settle Decant Idle

i

Effluent  Ajr

Fig. 2. Process of the SBR plant.

Air Air

III. FUZZY INFERENCE SYSTEM

Fuzzy logic can be used for controlling a process that
is nonlinear or ill-understood to apply the conventional
controller design methods. And it enables control
engineers to easily implement control strategies used by
human operators. Fuzzy logic is a technology for
developing intelligent control and information systems.
Fuzzy logic achieves machine intelligence by offering a
way for representing and reasoning that human
knowledge that is imprecise by nature. Even though
fuzzy logic is not the only technique for developing Al
systems, it is unique in its approach for explicit
representation of the impreciseness in human knowledge
and problem solving techniques [4].

IV. SCHEME OF TOTAL PLANT CONTROL

As a tested in this paper, overall system is constructed
with two wastewater treatment plants. One is real pilot
plant that is constructed in the countryside. The system is
controlled using PLC for the aerobic and anoxic stages.
When the plant is operated, several sensor signals are
detected and stored in database. This database values are
transferred to a remote monitoring system by ADSL or
CDMA module. These are combined with wire and
wireless communication approach. CDMA module is for
data backup in the abnormal network condition. FTP
demon is used for wire communication system. It is good
for the stable transmission and security.

On-line monitoring of ORP has been proved to be a
practical and useful technique for process control of
wastewater treatment systems. In this paper, the remote
monitoring system is constructed that could display the
transmitted data and diagnose the system status with
analyzing the data.

The remote diagnosis system is applied for analyzing

Supervisory control

-Air ON/OFF time set based on ORP
-DO setpoint

-Remote monitoring

pC3 [

Data transfer :
"\ -ADSL Network ;
-CDMA Wireless Module :

Data acq
pPC2 -DO, ORP, pH, Level, etc. }
A
Local control
PC1 -DO control !
Blower control based on DO curve

-Air ON/OFF control
Fixed time ON/OFF control
Real time ON/OFF control
Remote ON/OFF control

2 SBR Real Plant

Fig. 3. Scheme of the total plant control.
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ORP and DO curve. ORP and DO concentrations are
very important values to operate the SBR wastewater
treatment system. When the aerobic process is just
finished, the ORP and DO values are increased steeply.
Therefore, this condition could indicate that the aerobic
process is all done. And this state gives us clues that the
time to turn off the blower. In this paper, the fuzzy logic
is applied for the diagnosis of the system status. For
instance, DO curve is analyzed for determining the
on/off threshold and influent volume.

A. Data Acquisition from Plant

In this paper, 4 sensors are assembled for obtaining
the plant data. These data are transferred from the plant
to PCl shown in Fig. 3, which is for SCADA
(Supervisory Control and Data Acquisition). There are
the other kinds of data, which show the states of motors
and pumps. And PLCs (Programmable Logic
Controllers) are equipped for the local control of motors,
pumps, and other devices.

In this paper, the SBR plant is controlled using ORP
and DO signals. When blowers are turned on, the trend
of ORP and DO concentrations could be changed. This
state indicates that the aeration process is going on. After
blowing enough for the nitrification, the ORP and DO
curve is rapidly raised. This is the feature of the ending
point of the removal ammonia process. Therefore, this
situation points out that the blower should be turned off
in this point.

B. Data Transfer from PCI to PC3

After obtaining the sensor data, these data could be
transmitted to PC2 using an internal network, which is
easy way to be applied. OS supports this function.

Two applications are implemented for data transfer
from PC2 to PC3 in this system. One is the way to use
ADSL network line. This is a general application for the
data transfer. The other is a technique to apply CDMA
wireless modules. This is for the system emergence case.
If the ADSL network line is in the trouble, the CDMA
module has to be run to transfer the data. Wireless
modules are very useful equipments for data
communication. Especially, the plant is located in the
area that has no network line. And a text message could
also be sent and received using these modules. For

Fig. 4. CDMA wireless modules.
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Fig. 5. Control window of the CDMA communication
module.
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Fig. 6. Main window for the FTP control.

example, when the plant is in the abnormal condition but
there is no operator, the SCADA system has to check the
plant problem and sends an emergence message to the
operators. The modules are shown in Fig. 4 and Fig. 5 is
a setting window of the CDMA data transfer.

But the wireless communication technique needs the
high operate cost. So it could just be operated for the
special cases. In normal conditions, data are usually
transferred using the FTP server. This is a stable method
for the file transfer. In this application, the sensor signals
are stored in PC2 with a text format. Firstly, data are
stored into database and then these DB data are
reformatted to the text format for the data transfer.

C. Data Display and Analysis in PC3

PC3 is the total plant control system. In this system,
transferred data are displayed in the monitoring system.
In this paper, ORP and DO concentration are displayed
and analyized. The states of equipments are also
represented using illustrations and text boxes. During
displaying the data, the ORP and DO concentrations are
analyized for the on/off control of the blowers and
influent pump.

When the derivative value of the ORP curve is applied
for making a decision of the blower-off time, the blower
will be turned off at the value about under 0.5~0.75
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Fig. 8. Graphs window of the plant sensor Data.

dORP/dt. Untill this time, the blower is turned on. This
stage is called as the aerobic process for the nitrification.
In this stage, the amonia components could be changed
to nitrate and nitrite (NOx) components. At the point of
motor turn off, an influent pump is turned on. This stage
is called as the anoxic process for the denitrification. The
process time is one hour which is decied by the skilled
operator. So it could be changed owing to the operating
condition. After this process, the NOyx components will

be changed to nitrogen gases and then removed to the air.

These two processes are the main processes of the SBR
wastewater treatment plant.

Fig. 7 is the display window, which shows the states of
pumps and sensor data. Fig. 8 is the graph window,
which plots the graphs of the ORP, DO, influent level,
and pH concentration.

D. Fuzzy Inference System

In this paper, the fuzzy inference system is applied for
determining threshold values and influent volumes in
PC3. The blower-off time is determined by the derivative
value of the ORP or DO. When the ORP curve is applied
for this work, the blower is turned off at the around
0.5~0.75 dORP/dt (0.1~0.2 dDO/dt). And the influent
wastewater is determined at 0.2~0.4m’. These values are
called as the threshold value and influent volume in this
paper. And these are dependent on the load of the
influent wastewater. This influent wastewater is filled at
the point that the blower is turned off. From this point,
the anoxic process is started. The amount of the influent
wastewater, which should be filled, is important thing for
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DO Concentration [0 ‘Threshold Value ‘U 74357 influent Volume ]am
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Fig. 9. Fuzzy inference system for the threshold and
influent.

operating the SBR plant. Therefore, in this paper, the
threshold value and influent volume are determined by
the fuzzy inference system that is constructed based on
the skilled operator’s knowledge. Inputs of the fuzzy
inference system are the time that the DO curve is fixed
under 2mg/l. If the influent is a high load, the time
should be longer, and vice versa. The consequent values
are the threshold and influent volume. The high load has
0.75 of the threshold value and 0.4 of the influent
volume, while the low load has 0.5 and 0.2, respectively.

V. CONCLUSION

In this experiment, the on-line monitoring and
diagnosis system could be applied. And the sensor data
are displayed and analyzed in the remote site. The plants,
which are located in the several places, could be
remotely monitored and controlled at the same time.
This technology is very useful for industrial fields. And
the diagnosis information could be inferred by the fuzzy
logic based upon the expert knowledge. In next
generation, the diagnosis of equipments should play a
large role in reducing costs and increasing the
productivity. Using like this system, the plant could be
operated and maintained economically.
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Abstract

Using the famous Hodgkin-Huxley equations, it is
shown that a single neuron and a population of electri-
cally coupled neurons can modulate their rhythm over
an extremely wide range of frequency. The generation
mechanism of such neural rhythm is analyzed from a
viewpoint of bifurcation theory and the importance of
existence of multiple time-scales in neuronal dynamics
is stressed.

1 Introduction

There are variety of rhythms with various time-
scales ranging from milliseconds to a year in biological
phenomena. Such rhythmic phenomena play a central
role in a life or we can say that the rhythmicity is a
life itself. This paper examines how such variability of
rhythm is produced and controlled using a neuronal
caricature of Hodgkin-Huxley (HH) equations.

The HH-type equations are the most successful
model in biology and can quantitatively predict elec-
trical behavior of various neurons. The HH-type equa-
tions are generally denoted as follows:

Ell). = G(v, {CC,}) 4 oyt (13)
dt
d.’L’,‘ _ 1 oo o o

dt T (V) (°(v) — z;), 1 =1,2,...,N (1b)

where the variable v denotes a membrane potential
and G(+) is a total ionic current which depends both on
v and on gating variables x;. Iexs denotes an externally
applied current to a cell. The number N of gating
variables and the functional forms of x3°(v) and 7z, (v)
differ cell by cell and are determined by physiological
experiments.

Figure 1 is a schematic diagram of a single neuronal
dynamics of the HH-type equations. The gating vari-
ables {z;} interact globally with each other through
the membrane potential. Usually, the time constants

’Hembrane potential v

@/6{) \@

Agents: Gating variables

Single neuron

Figure 1: HH-type equations.

of the dynamics of gating variables differ each other.
Thus, we investigate how a neuronal rhythm of a mem-
brane potential is affected by the interaction of gat-
ing variables with different time-scales and examine
the relation between the time-scale of the macroscopic
rhythm of membrane potential and the microscopic
rhythms of gating variables.

2 Hodgkin-Huxley neuronal model
As a prototypical model among diverse HH-type

equations family, we consider the following slightly
modified Hodgkin-Huxley (HH) equations(1, 2|:

c-‘é—"t- = G(v,m,n,h) + Lt (2a)
W= gmt@-m o)
i (U ORIDNN D
T = amtte-n e

Only modification from the original HH equations
which is a model of a squid giant axon, is the introduc-
tion of the ‘time constants’ 7, 7, and 7p; in the case
of %, = T, = T»=1, these equations are equal to the
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Figure 2: (a) One-parameter bifurcation diagram of the HH equations. The membrane potential v vs. Iexi. (b)

The period of periodic solution vs. Ioxt.

original HH equations. The advantage of the usage
of this modified HH equations is that the time con-
stants do not change the structure (the number or the
position) of the equilibrium points of the equations;
They only affects the stability of the unigque equilib-
rium point of the HH equations and thus they are use-
ful in order to study the effect of the time scales of
gating variables on neuronal dynamics.

When Iy, = 0, the HH equations (2) have a unique
stable equilibrium point (resting state) and produce an
(transient) action potential which is a rapid increase
and decrease of a membrane voltage in response to
external stimuli and return to the resting state. If
the value of external current Io, is sufficiently large,
the HH equations fire (produce an action potential)
repeatedly.

Figure 2 is the bifurcation diagram of the HH equa-
tions (2) when 7, = 7, = 7,=1 (the case of original
HH equations). Part (a) shows the dependence of the
solution of the HH equations on the parameter Iox¢;
the v values of the stationary solution of the HH equa-
tions are plotted for various values of Iex where the
maximum value of v is plotted for a periodic (oscilla-
tory) solution. Solid and dotted curves denote stable
and unstable equilibria, respectively. The filled (open)
circles denote stable (unstable, resp.) periodic solu-
tions. At the point HB2 of part (a), a stable periodic
solution bifurcates from an equilibrium point by the
(supercritical or stable) Hopf bifurcation. An unsta-
ble periodic solution is bifurcated by the (subcritical
or unstable) Hopf bifurcation at the point HB1. In
the range of 6.3 < Iy < 9.8, the multi-stability of an
equilibrium and a periodic solution occurs.

Part (b) shows the period of the periodic solutions
shown in (a). The period of stable periodic solutions

(closed circle) varies in the range from several millisec-
onds to 20 milliseconds. The period does not change
much totally although the variation is comparatively
large in the small Iy range.

3 Extraordinarily slow oscillations

In this section we examine the period or the inter-
spike interval of periodic or non-periodic firings. We
can easily expect that the period will be prolonged
if the time constants 7, and/or 7, are increased. In
the following, however, we will show the ‘unexpected’
slowing down of the period or inter-spike intervals.

Figure 3(a) shows the inter-spike intervals (ISI’s)
of the modified HH equations (2) as a function of
the value of I, when n is slightly slow (7, = 10).
As the value of I, decreases, the intervals (periods
of periodic firings in this case) increases from sev-
eral hundreds to more than two thousands millisec-
ond. Since the period of the original HH equations
(Tfm = Tn = Th=1) is at most a few tens millisecond
(Fig.2(b)) and the time constant 7, is ten, this increase
of periods is an unanticipated one. Same phenomena
can be observed when 7, is ‘slightly’ slow.

Figure 3(b) is the similar one to part (a) when h is
slow (7, = 2). This figure is more complicated since
there are various chaotic firings with different ISI’s.
The total ISI’s, however, increase drastically as Iext
decreases. It should be stressed again that the time
constant is only twice of the original one.

We note that the time constants (7, 7n,7n) do
not change the structure of equilibrium of the HH
equations but change only the stability of equilibrium.
Even in the case of large time constants, the unique
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Figure 3: Inter-spike intervals vs. Iox. (a) n-slow case (7,=10). (b) h-slow case (7,=2).

equilibrium point of the HH equation is destabilized
through the Hopf bifurcation. The period of periodic
orbits bifurcated from the Hopf bifurcation cannot be
so large. Thus the existence of very slow oscillations
suggests the existence of global bifurcations of periodic
orbit such as homoclinic bifurcations.

4 Oscillation slowdown and death in-
duced by electrical coupling

The generation of very slow oscillation presented
above is not a special case. In fact, we have observed
such oscillations in various situations. One example is
the slow oscillations induced by electrical coupling of
neurons. _

In this section, we consider the effects of slightly
slow gating variable on the electrically coupled neu-
rons. For this purpose, we connect two neurons elec-
trically, each of which is denoted by the HH equa-
tions (2), and we set the time constant of the gat-
ing variable n(!) of the first neuron as 7" = 4
(other time constants are unchanged). We also set
as Iext(l) = Iext(2) = 10. In this case both neurons fire
repeatedly and the period of the first (slow) neuron is
about twice longer than that of the second neuron.

Figure 4 is the ISI bifurcation diagram where the
ISI’s of both neurons are simultaneously plotted in one
figure. When uncoupled (see the plot near ‘D = ()
or coupling is very weak, two pacemaker neurons fire
almost freely with twice different periods. As the cou-
pling coefficient D increases, several patterns of phase
lockings such as 1:2, 2:2, and 1:1 phase lockings appear
in this order in the region D < 0.4.

These patterns of phase lockings are not so different
from phase lockings of usual oscillators. What is par-
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ticular phenomena induced by a slow gating variable
occur in the case of stronger coupling. In the range of
0.4 < D < 1 of Fig.4, firings of both neurons are com-
pletely inhibited. After this inhibition, very slow oscil-
lations appear suddenly (near D = 1). In this region,
two pacemaker neurons are in 1:1 phase lockings and
phase-locked patterns do not change by the increase
of D value while the period of phase-locked oscillation
decreases drastically and stepwise. These slow phase-
locked oscillations are considered to be generated by
the similar mechanism to the previous slow oscillations
of a single neuron.

5 Rhythm in a population of globally
coupled neurons

In the previous section, we have studied the behav-
ior of two neurons directly coupled through an elec-
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Figure 5: Interspike interval (ISI) bifurcation diagram
of a population of ten neurons coupled through a com-

mon buffer (3). f,(lj) =7, LY =10 (j =1,..,10).

trical synapse. In many biological organs such as a
sinoatrial node of a heart, many cells can be consid-
ered to be coupled globally though a common buffer|3].
Thus, we consider the following population of M cells
of the HH neuron (1):

() - | |
ditlit = GV, {3:57)}) + L9 + D(z — o) (3a)
dz'? . e .

B ‘ RO 3b
T R (3b)

dz D’ M

dz _ D'NT(,0) _ ) i = o

dt M ;(v P —2),i=1.N,j=1.M. (3c)

where the variable v(7) denotes the membrane poten-
tial of jth neuron and other variables are similarly
defined.

Figure 5 shows the similar diagram to Fig.4. ISI’s
of each neuron are plotted as a function of D (= D).
The number M of cells is ten and the time constants
are 7"'7(3) =3 (@ 1,...,10). In this case, inherent
periods of each uncoupled oscillator are between ten
milliseconds to several milliseconds (see lower-left cor-
ner of Fig.5). When a coupling is weak (D < 0.4),
all neurons are not phase-locked. Figure 6 shows such
an example, where waveforms of membrane potentials
v\9)(t) (ascending order of j from bottom) of all neu-
rons and z(t) (uppermost trace) are drawn. A striking
fact is that the fastest neuron (lowest trace) shows very
long ISI (see also Fig.5). When a coupling is stronger
(D > 0.4), all neurons settle in a 1:1 phase-locked
state. But, as the coupling increases, extraordinarily
slow oscillations appear again (D > 0.6).

e
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Figure 6: Waveforms of membrane potentials v,
(j =1,...10) and 2. D = 0.25.

6 Discussion

Using the Hodgkin-Huxley model of a neuronal
pacemaker, it is demonstrated that a single neuron
or a population of neurons can modulate their rhythm
over a very wide range of frequency. An essential factor
of this phenomenon is the heterogeneity of time-scales
of microscopic process underling neuronal dynamics.
More rigorous analysis can be made from a viewpoint
of geometric singular perturbation theory|2].
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Abstract

It is shown, using stability and bifurcation analysis,
that adding a positive feedback loop and a time delay
to a gene network model with a negative feedback loop
lead to strengthen the capability of the model to oscil-
late. Thus, this model can be a candidate of a robust
artificial gene oscillator.

Key words: artificial gene network, positive feed-
back, time delay.

1 Introduction

Recently, a lot of mathematical models of circadian
oscillators have been proposed based on experimen-
tal data. They include a simple feedback loop model
involving only the period(per)[1], ones involving per
and the timeless(tim)[2, 3], an interlocked model in-
volving per, tim, and the Drosphila clock(dClk)[4, 5]
and one involving Neurospora frequency(frq)[4]. Most
of these models were analyzed focusing on their abil-
ity to reproduce original biological behaviors, and the
robustness of the oscillators was judged based on sim-
ple numerical simulations. However, the mechanisms
of robust circadian oscillators are not yet fully under-
stood. In particular, the suggestion that positive feed-
back strengthens robustness of the oscillation[6] is yet
to be validated. On the other hand, a simple nega-
tive feedback loop oscillator constructed artificially in
E.coli was found not to be resistant to noise, and it is
required to explore how reliable oscillator can be con-
structed [7]. In this paper, motivated by the recent
research advances in circadian oscillators and artificial
gene oscillators, we use stability and bifurcation anal-
ysis to show that a time delay and a positive feedback
loop strengthen the ability of a gene network with a
negative feedback loop to oscillate.
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2 Time delay and simple negative feed-
back model

A simple negative feedback loop model proposed a
decade ago as a basic model for circadian oscillation[1]
is now considered a necessary element of circadian
oscillation[8]. Actually, negative feedback loops have
been found in some circadian oscillators[9], and it has
been proven that a gene network model without neg-
ative feedback loop does not show stable oscillatory
behavior[10]. On the other hand, a negative feedback
loop is not a sufficient condition for a self-sustained os-
cillation. In fact, it is easy to see by using Bendixon’s
criterion that a one-gene negative feedback loop model
never shows oscillatory behavior[11]:

S R 1)
% = s(m) — dpp, (2)

Here, f and s are non negative monotonously decreas-
ing and increasing functions, respectively, describing
synthesis of the mRNA and of the protein coded by
the gene, and d,, and dp are the degradation rates of
the mRNA and the protein, respectively.

However, the one-gene negative feedback loop
model can show oscillatory behavior if it incorpo-
rates explicit time delays due to transcription and
translation processes and the total time delay is large
enough[12] or if it incorporates other genes in its neg-
ative feedback loop[11]. The incorporation of another
gene into the one-gene negative feedback loop model
can be in a sense considered to be introducing a time
delay into the feedback loop because the product of
the second gene acts as a buffer, delaying feedback of
the change in the product of the first gene. Thus, a
time delay should be long enough for a negative feed-
back loop model to show a sustained oscillation. It
is suggested that the longer the time delay, the more



capable the negative feedback is of producing oscilla-
tions. This kind of time delays can also be incorpo-
rated into the model not only by adding a cascade of
gene expressions but also by adding cascade of multi-
phosphorlations of gene products. In fact, a cascade
of phosphorlations of PER in Drosophila is a possible
source of time delay([1].

3 Coupling model of negative and pos-
itive feedback loops

As shown above, a negative feedback loop with a
time delay is sufficient for sustained oscillation. How-
ever, recent experiments on an artificial gene oscillator
with a negative feedback loop consisting of three genes
showed that the oscillator is subject to stochastic fluc-
tuations of its components and functions less reliable
than real circadian oscillators[7]. Instead of the cas-
cade of genes, circadian oscillators use both positive
and negative feedback loops(9].

To investigate the effects of incorporating a positive
feedback loop, we consider a simplified two-gene net-
work model, which is a candidate of an artificial gene
oscillator:

dd_%l = fi(p1,p2) — ;1 (3)
dd;ptz = k[f'5(p1,p2) — p2], (4)

where p; and p; are the concentrations of the products
of the two genes. fi and fo are nonnegative mono-
tone functions describing the synthesis of the prod-
ucts, and k is the ratio of the degradation rates of
the products. & also represents the difference of the
time scales of expression between the two genes. The
transcription processes are abbreviated here because
mRNA turnover is rapid relative to the turnover of
proteins[13]. Assume that gene 1 activates both its
own expression and that of gene 2, and gene 2 represses

the expression of gene 1. That is, dT{;J-, dT{;Z > 0 and

%’L < 0. It can then be proven that the model has at
least one stable periodic solution if the following three
conditions are satisfied (Fig. 1): (1) the nullclines of
Eq. (3) and 4 intersect only once; (2) the intersection
point is in the region where df’;/dp; —1 > 0, and
(3) & is small enough, although Eq.(3) and Eq.(4)
never show oscillation if there is no positive feedback
loop[11]. These results indicate that the incorporation
of a positive feedback loop can enhance the ability of
a negative feedback loop to show oscillatory behaviors
and that the positive feedback loop should feedback
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fast enough relative to negative feedback for emergence
of the oscillation.

Graphical analysis shows that the bistable shape
of the nullcline of Eq.(3) and the difference of time
scales are essential for enhancing the ability. It should
be noted that the phosphorlation of per acts a posi-
tive feedback loop, and the same bistable structure of
Eqs. (3) and (4) is found in the negative feedback loop
of per and tim in Drosophila[3]. Thus, the model can
describe the essential features of the oscillator with
coupling of positive and negative feedback loops.

(1) (2)

Pt

2 4 6 8 10

Figure 1: Dotted lines (1) and (2) are the nullclines
of Egs. (3) and (4), respectively. The solid line shows
the orbit of Egs.(3) and (4). A bimodal shape of
nullcline (1) is obtained if there is an interval of
R* on which df’;/dp1 —1 > 0 is satisfied. The
orbit and nullclines are calculated using the fol-
lowing parameters and functions: f'y(p1,p2) =
s1fi(p1,p2)/dm1,  f'2(P1) = safa(p1)/dma2,
filpr,p2) = r1 + Vip}/[(1 + (p2/K12)™) K1 +pi),
fo =79+ Vaph/ [Ko2 +p}], K1 = 1,K12 = 1, K2 =
15,1 =r=1V1=Vo=10,n=m =3,k=2,81 =
0.3,82 = K,Sl,dpl = 0.06, dpz = f‘idpl,dml = dmz = 5,
and kK =0.2.

Now then, we investigate the robustness of the cou-
pled model to changes in the parameters by bifurca-
tion analysis. First, we consider the case in which the
third condition breaks down. It can be easily shown
that an oscillation appears (disappears) via Hopf bifur-
cation as k increases (decreases), and that the higher
becomes the nonlinearity of f in Eq. (3) at the inter-
section point, at the lower value of &, an oscillation
appears or disappears(11].

Next, we calculate two two-parameter bifurcation
diagrams of the model (Figs. 2 and 3) using AUTO.
One parameter is k, and the other parameter is V2 or
K;. Changes in the prameter values lead to a break-
down in the first and second conditions, respectively.



The diagrams show that the oscillation appears (disap-
pears) via Hopf bifurcation when K is changed (Fig.
3), while it can appear (disappear) via homoclinic bi-
furcation when V5 is changed (Fig. 2). Because of
the feature of homoclinic bifurcation, the oscillation is
disturbed only a little just immediately before its dis-
appearance via homoclinic bifurcation. In addition,
the oscillation can be driven by random fluctuations
of the variable because the ruin of the oscillation still
remains after its disappearance. On the other hand,
when & is small enough, the Hopf bifurcation caused
by changes in K; looks like a singular bifurcation.
This type of Hopf bifurcation is called ”canard-type
bifurcation”[14] and generated because of the bimodal
shape of the nullcline of Eq.(3). Thus, for the sec-
ond case, the oscillation remains undisturbed imme-
diately before its disappearance if  is small and can
also be driven by random fluctuations of the variable.
Therefore, if k is small enough, the oscillation is ro-
bust against changes in the two parameters in the
sense that it remains steady immediately before its
disappearance and can be driven by noise even after
its disappearance, in contrast to the case of normal
Hopf bifurcation. Furthermore, the condition that &
is small is robust to changes in parameters because « is
not an absolute value but simply the ratio of the time
scales. In addition, this result generally holds even if
we choose other bifurcation parameters as long as their
changes lead to a break down in the two conditions.

Finally, we examine the effects of introducing an
implicit time delay into the coupled model. As shown
in the previous subsection, explicit consideration of
transcription processes introduces a time delay into
the model. Consider a coupling model of negative and
positive feedback loops in which the transcription pro-
cesses are not abbreviated:

% = (fi — dmimi)/dp1

—73% = (f2 — dmama)/dp

% = (s1m1 —dp1p1)/dp1 (5)
% = (samg — dpop2)/dpa.

where dpn1,dp1,dme and dpy describe the degradation
rates of the mRNAs and of the proteins of genes 1 and
2, respectively, and s; and so are the synthesis rates
of the mRNAs of genes 1 and 2. f; and f, are given
by fl = mldplfll/sl and f2 = dm2dp2f/2/32, and
dpa = Kpp1.

The two-parameter bifurcation diagrams for k:K;
and k:V, are shown in Figs. 2 and 3. They show
that explicit incorporation of transcription processes
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expands the parameter region for an oscillation and
thus strengthens the capability of the model to oscil-
late. They also show that the expansion of the param-
eter region for an oscillation occurs on the boundary
where normal Hopf bifurcation occurs. This suggests
that an implicit time delay can strengthen the oscilla-
tions appearing via Hopf bifurcation. Thus, this effect
of the time delay on the robustness of oscillation is
complementary to the effects of a positive and neg-
ative feedback loop model with the time delay. The
positive feedback loop model shows more robust oscil-
lation than ones without one or both loops.

13| |
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Figure 2: A two-parameter bifurcation diagram of
Egs. (3), (4), and (5). The dotted line shows the set
of Hopf bifurcation points of Egs. (3) and (4), and the
solid lines show those of Eq. (5). The dashed lines are
the sets of homoclinic bifurcation points of Egs. (3),
(4), and (5). This diagram is calculated using the
same functions and parameters as for Fig. 1, except
K22 = 10, T = 0.1, and n = 4.

4 Conclusion

Using stability and bifurcation analysis, we have
shown that adding a time delay and a positive feed-
back loop to a simple negative feedback loop model
enhances its ability to oscillate and makes the model
more robust. Although the model we described is not
an exact reconstruction of experimental data, it can
still be used to extract the essence of the robustness
of oscillators, and its structure makes it well suited for
implementation as an artificial gene network. Thus, it
can be a candidate of a robust artificial gene oscillator.

On the other hand, the direct relationship between
this simple model and actual circadian oscillators is



-y
|
5 Ky

Figure 3: A two-parameter bifurcation diagram of
Egs. (3), (4), and (5). The lines show the same as those
in Fig. 2 and the functions and parameters used for
the calculation are the same as those used for Fig. 1.

not clear, and more detailed examination is still re-
quired. Moreover, this model does not posses such
structural features of circadian oscillators as the cou-
pling of per and tim and the interlocking of negative
feedback loops[5]. The role of these structures in mak-
ing oscillator robust to the changes in parameters and
their relationship to other features of circadian oscil-
lators, such as temperature compensation and robust-
ness to noise, are left to further study.
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Abstract
A number of studies have recently been published
concerning  chaotic  neuron  models  and
asynchronous neural networks having chaotic
neuron models. In the case of large-scale neural
networks having chaotic neuron models, the neural
network should be constructed using analog
hardware, rather than by computer simulation via
software, due to the high speed and high
integration of analog circuits. In the present

study, we discuss the circuit structure of a
pulse-type hardware chaotic neuron model
constituting from CMOS processing. We show

that the pulse-type hardware chaotic neuron model
can be composed of a synaptic section and a
cell-body section using CMOS. In addition, we
show the bifurcation structure of our composed
model, and discuss the bifurcation routes and
return maps thereof.

Keywords — Pulse-type Hardware Neuron Model,
Chaotic Neuron Model, Bifurcation Phenomena,
Return Map, CMOS

1. Introduction

Brain subsystems have a high degree of
information processing ability, namely recognition
and learning. However, the information
processing functions have not yet been clarified.
Various and artificial
networks (ANNs) have been investigated in order
to clarify the information processing functions of
biological neural networks subsequently and apply
neuron models and ANNs to engineering problems.
In traditional ANNs, for simplicity, digital-type
and analog-type neuron models have been used.
For these models, the user must determine the
method by which the
information. For example, input signals must be
digitized and the pulse density must be made to
correspond to the analog quantity.

In contrast, the actual biological

neuron models neural

neuron communicates

ncuron

transmits nerve impulses to other neurons [1].
We have attempted to produce hardware in the
belief that the development of a new hardware
neuron model is one of the most important
problems in the study of neural networks. If we
regard the biological neuron as an element that
processes pulses that are received
asynchronously, a single neuron model should be
constructed of a pulse-type hardware neuron model.
In addition, the biological neuron exhibits chaotic
phenomena easily due to its nonlinear dynamics.
For this reason, nonlinear characteristics including
chaos, have been investigated in several neuron
models and neural networks [2]-[5]. Recently,
Osana et al. and Watanabe et al. have discussed
learning and associative memory based on the
chaotic neural network [6], [7].

We previously investigated the possibility of
asynchronous neural networks having pulse-type
hardware neuron models [8]-[10].

In the present study, we discuss the circuit
structure of a pulse-type hardware chaotic neuron
model (hereafter referred to as “P-HCNM”) which
consists of a synaptic section and a cell-body
section, constituting from CMOS processing. In
addition, we investigate the response potential of
our composed model, where the periodic pulse
train stimulation is applied to the cell-body section
in order to discuss the bifurcation routes and
return maps.

several

2. P-HCNM Constituting from CMOS

Processing

In this chapter, we discuss the circuit structure of
the P-HCNM constituting from CMOS processing.
The P-HCNM can be composed of a synaptic
section and a cell-body section having the
following three properties of the mathematical
asynchronous chaotic

model of an neuron:



spatio-temporal summation of inputs, relative
refractoriness, and graded responses of output
pulse amplitude.

2.1 Synaptic Section Model

Figure 1: A basic circuit of synaptic section model.

Figure 1 shows a basic circuit of synaptic section
model. The model can be constructed using a
differential pair and capacitors, and added current
miller circuit in order to make gate potential v, of
M;, output current i;,. Here, v; is applied to the
connection weight on C;j, and added to the other
inputs. Therefore, the equation of gate potential
vg1 of My, is as follows:

Ve =(Cyvy ++C,v; +---+C,.mv,.m)/2C,-j . @M
&

Accordingly, the equation of synaptic weight w; is
as follows:

W =Cij/2C,'j . 2
4=

In considering the small signal equivalent circuit
of Fig. 1, the current flowing into C;, ic, is as
follows:

ic, (5) = (v, /(s +R,C,) 3)

where, a and R; are constants.

Therefore, v; changes exponentially with time
due to Eq. (3), while i, changes as well as v, do.
The synaptic section has a property of
spatio-temporal summation of inputs.

2.2 Cell-body Section Model

Figure 2 shows a basic circuit of cell-body section
The model can be composed of the
negative resistance circuit including equivalent
inductance, which consists of Mg-M;q and Cg,
membrane capacitor Cp, and membrane leak
resistor using My;.

model.

Mg
My, pT MIF T Cn
] |

Figure 2: A basic circuit of cell-body section model.

The cell-body section has two properties of
relative refractoriness and graded responses of
output pulse amplitude [11]. The model of Fig. 2
is an effective model in constructing the cell-body
section of the P-HCNM for CMOS processing, due
to the simple circuit configuration and circuit
construction using enhancement-mode MOSFETs.

3. Characteristics

We examine the response characteristics of the P-HCNM,
where the periodic pulse train stimulation for i, is
applied to the cell body section model of Fig. 2, in order
to clarify the bifurcation phenomena of the P-HCNM.

1.2 T T T T T T T

vy [V]

T [us]
Figure 3: Bifurcation diagram.

Figure 3 shows an example of the bifurcation
diagram for a different value of the pulse period T in the
periodic pulse train stimulation.
V, is the maximum value of an output pulse voltage for
an-input pulse. The response characteristics of the
P-HCNM having pulse period T as a bifurcation
parameter were analyzed by PSpice, using circuit
parameters, the ratio (W/L)s-(W/L);; of each
enhancement-mode MOSFETs, Mg-M;,, are 10, 10, 0.1,
and 0.3, respectively, where W is the gate width and L is
the gate length, Cs=1.0[pF], Cy=1.0[pF], VA=1.82[V],

The response potential
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pulse width is 0.1[us], and pulse amplitude is 10[pA].
This figure shows that chaotic phenomena are observed
between each periodic response.

Next, we show the magnifications of the
bifurcation phenomena in Fig. 3 in order to clarify the

bifurcation route.

12—

— 0.8+
2,
>Q
0.4 L
s L s L s L s L L | L
0.40 0.45 0.50
T [ps]
Figure 4: Magnification of area (1) in Fig. 3.
1.2
— 0.8}
2,
>Q.
04°F
0.62 0.64 0.66
T [us]
Figure 5: Magnification of area (2) in Fig. 3.
1277

Vo [V]

0.4}

1.10 1.15 1.20

T [us]
Figure 6: Magnification of area (3) in Fig. 3.

A magnification of area (1) in Fig. 3, where T is
varied from 0.40[ps] to 0.52[us], is shown in Fig. 4. As
T becomes longer, a period-doubling bifurcation of
period-2k responses (k=0,1,2, ***) occurs from the
period-one response under non-firing response in
succession. Thus, the bifurcation of this area is a
period-doubling bifurcation, and the periodic response
bifurcates into the chaotic response through the
successive period- doubling bifurcation route.

A magnification of area (2) in Fig. 3, where T is
varied from 0.62[ps] to 0.67[us], is shown in Fig. 5.
Various periodic and chaotic responses were observed in
this area.

A magnification of area (3) in Fig. 3, where T is
varied from 1.09[us] to 1.23[ps], is shown in Fig. 6. As
T becomes longer, the periodic response bifurcates from
the period-two response into the period-one response
through the period-m responses (m=3,4,**), and chaotic
response exists between each periodic response.

4. Return Maps

We observed the return maps of each chaotic area using
PSpice in order to estimate the chaotic responses.

1.0 . . . . :
@ : T=0.46[ ps]
i 2 O :T=0.64[us] 7
x X: =1,
- 08 L o coo, T=1.18[ps] |
2, 0
Tor =
” e N
06+ / ° :
0.4 0.6 0.8 1.0
Vi [V]

Figure 7: Return maps.

Figure 7 shows three examples of return maps,
where V, is the n-th discrete value of v; .. obtained at the
downward mode of the n-th pulse in the periodic pulse
train stimulation, V,,; is the next value of V,. Solid
circles (@) indicate the return map observed at the value
of T=0.46[us], which is similar to a logistic map having
a single peak. Open circles (O) indicate the return map
observed at the value of T=0.64[us], which is similar to a
logistic map, but having an additional flat area, and
resembles the return map obtained by Hodgkin-Huxley
equations taking into account the periodic pulses
reported by Takabe et al. [12]. Crosses ( X) indicate
the return map observed at the value of T=1.18[us],
having a flat area of steep slope near the minimum point.
Furthermore, if we identify the Lyapunov numbers from
the return maps described by the solid circles, open
circles, and crosses, the value of the Lyapunov numbers
are approximately 1.39, 1.25, and 0.54, respectively.
Therefore, these results prove the existence of the
chaotic response.
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5. Conclusions

We have discussed the features of the P-HCNM
constituting from CMOS processing and have
shown that the P-HCNM which consists of
synaptic section and cell-body section could be
constructed using CMOS. In addition, the
bifurcation route in which the periodic response
became unstable and bifurcated into the chaotic
response occurred when the periodic pulse train
stimulation was applied to the P-HCNM. Finally,
the return maps obtained in the chaotic responses
were shown to be approximately one-dimensional.

To experimentally study nonlinear dynamics
of the chaotic neural network implemented by the
P-HCNM is a problem for the future.
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Abstract

Gene networks play an important role of biological
functions in human and other creatures. We propose
a method of designing model gene networks from gene
expression data. We use a continuous-time switching
network as the model, and show that the network can
be constructed from binary switching data correspond-
ing to gene expressions in continuous time. We also
show that the construction can be done even if there
is a known partial structure in the networks.

1 Introduction
1.1 Gene Network

When we consider gene expression and its function,
an important concept is the “central dogma” proposed
by F.H.C. Crick. As shown in Fig. 1, the central

Biological function

(Y ona e CRNA

L translation
replication

Figure 1: Central Dogma

dogma in genome science is the translational pathway
from the genetic information to the protein, which is
the functional factor in the body. The arrow in the
figure shows the direction in which the genetic infor-
mation is carried. Namely, after a partial region of
the DNA sequence which codes the genetic informa-
tion (called as coding region or “gene”) has been tran-
scripted to the messenger RNA (mRNA), the protein
is generated from amino acids by using the mRNA as
the template.

In the central dogma, a knowledge of a single gene
seems to correspond to a single biological function.
However, the actual situation is more complicated.
Namely, the gene expression is controlled by transcrip-
tional factors, which are also proteins translated from
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the other genes. Figure 2 shows a sketch of transcrip-

DNA sequence

——@ lGene 2—}

Repress

IGene 3|—
[

Activate

(mRNA 3)
Crotein 3

mRNA 1 (mrRNA2)

Groen D~ rotein D

Figure 2: Sketch of transcriptional control

tional control of genes. The transcriptional factor is
binded on the control region for the gene (usually its
upstream region), then the transcription to the mRNA
is activated or repressed. Because the transcriptional
control is done by highly connected network, it is nec-
essary to analyze the network structure and its dy-
namics in order to understand the biological functions
of the genes.

1.2 Difference between Gene and Neural
Network

The neural network is a well-known biological sys-
tem and well studied. In this section we will show
the difference between the gene and neural networks
to understand the characteristics of the gene network.

An important point in the difference is their inter-
actions between elements. In the neural network the
neuron physically connects to the other neurons by
the axons. On the other hand, in the gene network
the gene chemically connects to the other genes by
the proteins. Since the interaction between proteins
is very rich, for example enzyme reactions, the gene
interaction becomes higher order, while the neuron in-
teraction is one-to-one order. Namely we can consider
the interaction in which a gene is activated if two pro-
teins exist simultaneously: these proteins can work as



the transcriptional factor if they are binded (see Fig.
3).

DNA sequence
——-{_G_en—l_e_l_I lGene 2} [Gene 3}—
Activate
(mRNA 1) (mRNA2)  (mRNA3)

Crotein 1D

Transcriptional
Factor

Figure 3: Higher-order interaction

As a theoretical extension of model neural net-
works, the higher-order neural networks have been
proposed[1]. Because there may be no direct inter-
action between axons except for the special case (ex.
synaptic-synaptic connection), the higher-order neu-
ron is abstract. The gene network, however, generally
has higher-order characteristics in the actually biolog-
ical situation, therefore it may be an interesting object
for model researchers.

1.3 Our Work

One of purposes in genome science is the gene ther-
apy. Because the gene network should be directly con-
trolled in the gene therapy, understanding of charac-
teristics of gene network is important. Furthermore,
we think that it is necessary that the gene network is
controlled by itself, because the object of the therapy
is tiny cells. Our purpose in this work, therefore, is to
develop the method of designing model gene networks
from gene expression data, and to understand a mech-
anism to express the desired genes in the known gene
network by adding a partial gene network.

2 Continuous-time Switching Net-

works
2.1 Model

A model of continuous-time switching networks
has been proposed for representing gene expression
dynamics([2, 3, 4]. The model is represented as follows:

dys

o (1)

= _yi+Fi(zl,$2)'”a$N)a
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where y; is the variable corresponding to the expres-
sion concentration of the ith gene (y; € R), z; is
the binary variable representing expression or non-
expression of the ith gene (z; € {0,1}), N is the num-
ber of genes in the network, F; is the interaction func-
tion from all genes to the ith gene (F; : {0,1}¥ — R).

As mentioned in the previous section, the gene net-
work has the higher-order interaction. Thus the inter-
action function Fj; is modelled as follows:

N
a; + Zwij:rj
i=1
N
+ Z WijkZTiTh + - -
i£ ik
+Wwi12..NT1Z2 " TN,

Fi(z1,22, -+, zN) (3)

where a; is the basic expression concentration of the
tth gene, and w;;, w;jx and w;z...n are the weights of
the interactions.

Although the model interaction we use is performed
by the binary variable x;, the actual interaction of
genes is not binary. However it is known that the ac-
tual gene expression is sensitive to a transcriptional
factor[5], therefore this model interaction is qualita-
tively acceptable. Since our purpose is the design of
the gene network, then the simple model structure is
an advantage. This is because the dynamics of gene
expression should be represented by continuous time
and continuous value of variable, but it is suitable for
the design to adopt the qualitative binary expressions,
as we will show it later.

2.2 Dynamics

The model of continuous-time switching networks
is a piecewise linear system. In the system each lin-
ear region corresponds to a vector value of the binary
variables (1,2, -+, zxn). This implies that the region
corresponds to the expression pattern. In a linear re-
gion the dynamics are simple: there exists a globally
unique and stable equilibrium. The equilibrium, how-
ever, is not in the corresponding region always.

Figure 4 shows an example of toggle switch gene
network and its dynamics, which is used in an experi-
ment of genetic recombination[5]. In the network the
parameters are fixed as: N = 2, a; = a; = 1 and
wis = wa; = —2. €go, €01, €10 and ej; are the equilib-
riums, namely:

€z, = (yi‘ay;) = (Fl(wl7$2)vF2(xlvx2))’ (4)
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Figure 4: An example of toggle switch gene network
and its dynamics.

where y; and y; are the values of the first and second
genes at the equilibrium, respectively. Roo, Ro1, Rio
and Rj; are the linear regions corresponding to the
expression patterns (z1,z2) = (0,0), (0,1), (1,0) and
(1,1), respectively.

The equilibriums egy and e;; are not in the corre-
sponding regions: we call such equilibrium as a “focal
point”. Thus the network has the two stable equilibri-
ums and the two focal points. The orbit starting from
the region Rgg or Ry; goes to the corresponding focal
point, but when the state reaches at the interface be-
tween the regions, it changes the direction and goes
to the alternative stable equilibrium eg; or e;g. Con-
sequently, we can say that a stable equilibrium and a
focal point corresponding to each linear region are im-
portant for characterizing the dynamics in the model
of continuous-time switching networks.

3 Design Method of Gene Networks
3.1 Method

The idea of the design is simple, namely we use
the characteristics in which an orbit goes to the focal
point in an expression pattern. For example, if we
implement the pattern change (0,0) — (0,1), we set
the focal point egg as egg € Ro;-

When a pattern change (x1,%2,---,2n) —
(&1, &2,---,&N) is given, for all ¢ the following inequal-
ities should be satisfied because of the condition of the
focal point (eg,ap-ay € Réjagin):

y:=Fz($1,f'32;a$N)§—€ lfi'l:o’ (5)

yl = Fi(z1,22,- -, ZN) > € if #; =1, (6)

where € is a positive parameter (we fix it as € = 1).
If the multiple pattern changes are given, we obtain a
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set of the inequalities. Then a range of the parameters
for the gene interactions is determined.

In our method we suppose that the pattern change
occurs only on a single gene at the same time. If not,
the orbit passes through multiple interfaces till the fo-
cal point, then the desired pattern change is not guar-
anteed.

In order to determine the parameter values in the
range, we use the following evaluation function:

N N N N
E= " |wgl+ Y lwigrl+ -+ [was N+ lail,
imj=1 it itk i=1 i=1

(7
namely this is the L;-norm of the parameters. We de-
termine the parameter values by minimizing the evalu-
ation function FE subject to the set of the inequalities.
We adopt this L;-norm evaluation function because
the optimal solution becomes sparse[6], then we can
obtain the sparsely interactive gene network. As the
algorithm to minimize E, we adopt the linear program-
ming method.

3.2 Example: oscillation network

We give the following oscillation patterns:
(0,0,0) - (1,0,0) — (1,1,0) = (0,1,0) — (0,1,1)
- (1,1,1) — (1,0,1) — (0,0,1) — (0,0,0) (8)
Figure 5 and 6 show the result of the design method

Gene

. . \ High basic concentration
Protein interaction /

repress
% /activate
@
3 2

Low basic concentration

Figure 5: Result of the design method: oscillation net-
work

by the given pattern and its dynamics, respectively.
we can obtain the network which has the dynamics
with the oscillation patterns we gave by our method.
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Figure 6: Dynamics of the oscillation network

3.3 Example: Control of known gene net-
work

If there is a fixed network structure, we consider
to control it such that each gene is expressed with
desired patterns. Since the cell has many subnetworks
corresponding to the biological functions, we consider
the situation in which the functional subnetwork is
controlled by the artificial gene network for the gene
therapy.

Designed Network

Known Network

Figure 7: Control of known gene network

Figure 7 shows an example of the control of a known
gene network. The left-hand side network is the known
one, thus we fix those parameters on it. The right-
hand size network is the designed network by the fol-
lowing two sets of the given patterns:

(1,0,0,0,0) — (1,0,1,0,0) — (0,0,1,0,0) — (0,1,1,0,0)

— (0,1,0,0,0) — (1,1,0,0,0) — (1,0,0,0,0), (9)
(0,1,0,0,1) — (0,1,0,1,1) = (0,0,0,1,1) = (0,0,1,1
(0,0,1,0,1) = (0,1,1,0,1) — (0,1,0,0,1).  (10)

The first set is equivalent to the original expression
patterns of the known network. we made the second
set such that the oscillation is switched to it, if the
5th gene is expressed. Figure 8 is the dynamics of the

1)
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Figure 8: Dynamics of the designed network

designed network. We can see that the network state
is changed by the 5th gene expression which we set as
the control gene.

4 Summary

We have proposed the design method of gene net-
works and shown that we can obtain the network with
the desired gene expression pattern.

As the future work, we will develop the method
to design not only the pattern change but also the
expression duration.
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Abstract

This paper describes a genetic network model for se-
lective expressions of genes. We develop a simple unit
model based on competition of activating and repress-
ing pathways, that responds selectively to an input.
We also discuss possible applications of the model.

1 Introduction

Recently progress in molecular biology has enabled
exploring the mechanism of genetic information pro-
cessing in organisms. So far, researches on the genome
have focused mostly on the static analysis, such as to
determine what part of the DNA sequence which en-
codes proteins and to clarify structure and functions of
the proteins. To understand dynamic processes, such
as metabolism and organism development, where the
expression of genes changes with time, the mechanism
of its regulation must be clarified. A genetic network is
a mass of genes interacting with one another through
expression and can be a fundamental model for anal-
ysis of these dynamic processes [1]. In this paper, we
focus on selective expressions of genes, which means
that certain genes are expressed under certain condi-
tions both outside and inside a cell. A mathematical
model for the selective expressions of genes was re-
cently reported by Smolen et al [2]. We generalize
their model and apply it to a genetic network. Based
on the results, we propose a unit model for the selec-
tive expressions of genes and show its possible appli-
cations.

2 Genetic Network

The DNA is a sequence of four nucleotide bases, A,
T, G and C (Fig. 1). A part of the sequence that
encodes a protein is called a gene. In the synthesis
process of a protein from a gene. a part of the se-
quence that includes the gene is transcribed into the
mRNA, which is then translated into a protein. The
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Regulations of
transcriptions

expression of a gene is mainly regulated at the tran-
scription phase, and substances related to control of
transcription are called transcriptional factors (TFs).
A transcriptional factor binds to a transcriptional fac-
tor responsive element (TF-RE), in the upper stream
of the gene whose transcription it regulates. Tran-
scriptional factors are classified mainly into activators,
which activate transcription, and repressors, which re-
press it (Fig. 2). Because a transcriptional factor is
a protein, when a gene encodes a transcriptional fac-
tor that regulates the transcription of other genes, the
genes interact through the expression. The genes in
this interaction form a genetic network (Fig. 3).

Genetic Network

TE 1
@ =0
gene A \Q‘_ETFSD
input / gene B / output

e g =0
(<}
‘g—:‘rTeEC./TF3/geneD TF 4
o =0 —

concentration
of
proteins

proteins

(TFs)

geneE TF5

Figure 3: Genetic Network

3 Selective Expression

A cell must accurately recognize the conditions
both inside and outside itself and responds accord-
ingly. For example, for stimuli from outside the cell,



particular signaling pathways can be activated de-
pending on the type and strength of the stimuli, which
enables selective cellular response.

In this paper, we focus on the selective expressions,
which are defined as the phenomenon where particular
genes are expressed (i.e. coded-proteins are synthe-
sized) for only the inputs of particular strength (Fig.
3)

4 A Genetic Network Model on Selec-
tive Expressions

A mathematical model for the selective expression
of genes was recently reported by Smolen et al [2]. The
model is a simple genetic regulatory one based on the
competition between activators and repressors, that
gives the maximum transcription for a stimulus of an
optimal strength.

We generalize the model and develop a model that
selectively responds to an input of a particular value
(Fig. 4). First, in this model there are two pathways,
the activating and repressing pathways stimulated by
a common input. The activated pathways then com-
pete on an output receptor. When the following con-
ditions (and some additional conditions) are satisfied,
the model can selectively respond to a particular in-
put.

e The activating pathway is more sensitive to the -

input.

o The repressing pathway sends signals to an output
receptor more easily.

q_activating pathwa

repressing pathway

Figure 4: Generalized model

We apply the generalized model to genetic networks
and propose an unit model for the selective expressions
of genes, which we call the A-R unit. In the following,.
we describe this unit model in detail.

4.1 The A-R Unit

The A-R unit consists of the following four pro-
cesses (Fig. 5).

1. Multimerization of the input transcriptional fac-
tors.

activating pathway
activator

Q0=
“ Kra H Ko
O = m multimerization ‘ﬁn
wa e T
repressor
QD —0=0

repressing pathway

Figure 5: the A(Activator)-R(Repressor) unit

2. Combination of multimers and TF-REs of the
genes coding the activator and the repressor with
dissociation constants Kr4 and Krpg, respec-
tively.

3. Synthesis of the activator and the repressor, and
multimerization of them.

4. Competition between multimers for the binding
with TF-REs with dissociation constants Ko
and KR().

The variation of concentrations of the activator, the
repressor, and the output protein are given by the fol-
lowing differential equations.

dA] [TF)"

dar kAKTA+[TF]"_TA[A]’ (1)
%ﬂ = kRKT;Tf [}’.In“F]" ~T&[F], (2)
dp) DA

dt P[A]n+KAo(1+iI§%) PP )

where [TF], [A], [R], and [P] are the concentrations
of, respectively, the input transcriptional factor, the
activator, the repressor, and the output protein. We
assume here that the amount of TF-REs is dealt with
as a concentration and that the concentration of each
protein is proportional to that of each mRNA.

Terms of [TF|"/(Kra+[TF|*) and [TF|"/(Krr +
[TF]™)inegs. (1) and (2) are the concentrations of the
complex of TF-REs and multimers of the input tran-
scriptional factor in a steady state, where the reaction
between the multimers and TF-REs is considered as
an enzyme reaction with dissociation constants K4
and Krr [3]. The second terms in egs. (1) and (2) are
the rates of resolution of the activator and the repres-
sor, which are proportional to the concentration of [A]
and [R]. respectively.

The first term in eq. (3) describes the concentra-
tion of the complex of TF-REs and multimers of the



activator in a steady state, and the second term is the
rate of resolution of the output protein.

This unit can selectively respond to an input with
a particular value, when the dissociation constants
(Kta. KTR, Ka0o and Kpro) are set as follows.

e Kry is larger than Kppg, which means that the
activating pathway is more sensitive to the input.

e Kgo is larger than K ap, which means that the
repressing pathway has higher affinity to the TF-
REs.

Figure 6 shows the input-output curve of this unit
model. We can see from Fig. 6 that this model re-
sponds selectively to the input.

[Output] / [Max]
1 9

imer

.'-‘ /|e1ramer

0O 05 1 15 2 25 3 35
[Input]

Figure 6: Input-Output curve

4.2 Basic Forms of Interaction and A-R
units

Basic Forms of Interaction

There are two main forms of gene interaction; a series
cascade and a convergence cascade.

Series Cascade

When the product of the first transcription is a tran-
scriptional factor that causes a second transcription
(Fig. 7 (left)), the genes interact in the form of a se-
ries cascade.

Convergence Cascade

When the products of the first two transcriptions are
needed for a second transcription to occur (Fig. 7
(right)), the genes interact in the form of a conver-
gence cascade.

(1) An A-R Unit in Series Cascade

Figure 8 shows what happens when the A-R unit is
followed by a series cascade. As can see from Fig. 8,

i it
O - g; 0 - m o input 1
input 1 output 1 ouput 2 “ ougut 3
=input 2
inpu o=@
input 2 output 2

Figure 7: Series(left) and Convergence(right) cascades

the selectivity of an input is strengthened and it be-
comes more remarkable when the cascade is repeated.
This means that this system can accurately recognize
the analog value of an input.
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2
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o8l a no-cascade
"
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R
o Do

[¢]
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[Input]

Figure 8: the model and input-output curve (1)

(2) A-R Units in Convergence Cascade

Figure 9 shows what happens when two A-R units are
followed by a convergence cascade. In this system, be-
cause the coincidence of productions from the first two
units is detected by the second transcription, the final
output product is synthesized only for a particular set
of input values (inputl, input2) = ([ay, b1], [az, ba)]).

I01'"W‘l /Max]

input 1

: tput 1
O-_—' unit1}— ¢ ou
Lunt1] =5
O
output 3

&,
It
O = |unit2|—<=
input 2 output 2

Figure 9: the model and input-output curve (2)
(3) Multiple A-R Units for Single Input

Figure 10 describes a model consisting of multiple A-R
units and a single input. In this system, each unit has
a different set of dissociation constants (Kr4,, Krr,,
Ko, and Kro,) and by setting them appropriately,
each unit can be made to respond to selectively differ-
ent values of the input. Here, the system is set as there
is no interaction between the units which synthesize
different proteins. therefore, it can transmit different
information according to the value of the input.

(4) Multiple A-R Units for Multiple Inputs in
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Figure 10: the model and input-output curve (3)

Convergence Cascade

Let’s look at a model consisting of multiple A-R
units, multiple inputs, and a convergence cascade.
‘When the dissociation constants are set as in the
former model and there is a parallel cascade, this
system can recognize the values of multiple inputs
(inputl, - - -, inputN) = ([a1,b1], -, [an,bn]) and
synthesize different proteins for each set. Figures 11
and 12 shows how the model recognizes a set of two ar-
bitrary input values (({a;, bi], [a;,b;]) (5,7 =1,---, N)).

Luit 11—~ O puer-2
o= |[umii2]— 0=

Input 1 :
[unitiN-]— O

O

il | output 12n1
—
o=
inputn |Lunitn2] — o

wizrg—O

output n-1

Figure 11: the model (4)

output i1j2
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2.0 A0 ioout 2]

[input 1j

Figure 12: the input-output curve (4)

5 Conclusion

We have described a genetic network model for the
selective expressions of genes by the A-R unit model,
and have shown several phenomena which occur when
the A-R units are combined in the basic form of inter-
action between genes.

The core of the selectivity of the A-R units is by ap-
propriately choosing the dissociation constants of both
the activating and repressing pathways, to control the
sensitivity to an input and the affinity to an output
receptor of both pathways. Therefore, by preparing
sets of TF-REs and transcriptional factors with differ-
ent dissociation constants, we may synthesize this unit
model artificially. Although it remains unclear such a
model does exist in real organisms, this model will be
useful in designing an artificial genetic network.
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ABSTRACT
We study high-frequency data of USD/JPY
exchange rate for over six years that contains ten
million data points of ‘ask’ position and attempt
to make a short-term prediction. We first show
that the conditional probabilities of up/down
motion at each TICK level for memory size up
to four are remarkably stable for the entire time
scale considered here. Although the stability is
gradually lost as the memory length increases,
the basic compositions remain almost the same
for the entire range. We have also done the
similar research on an individual stock price of
3.19 million data points and obtained
qualitatively the same result although the level
of the stability is not as high as the USD/JIPY
data. Based on these results, we show that it is
possible to predict the next motion with a very
high rate. Our result shows that the hit-rate can
be larger than 75 percent in up/down motion and
the error is less than a quarter of the error for the

dummy-shift prediction, that is made by shifting

the original data by one tick time.
1. Introduction

Predicting financial time series is a big challenge

to all the theorists. It is widely believed that the

financial market is efficient and it is not possible
to make a profit simply by buying and selling
another.

one  currency to Recently,

" high-frequency financial data (tick data) became

available for academic use and many scientists
began analyzing those data in order to study
more quantitatively on various hypotheses in
economics including the question of efficiency
of the market. We have studied various kinds of
tick data including foreign currency exchange
rates, stock prices, stock index future prices and
have observed that foreign currency data
exhibits high level of regularities compared to
the others. We discuss in this paper on the
remarkable level of flatness of the conditional
probabilities of up/down motion for a long
interval of time scale that we have recently
observed in studying the tick data of USD/JPY
exchange rate for the past six years.

It is a wide belief in financial
engineering that the price determined in a free
competition is efficient and very close to a
perfect gamble, since a clear chance of making a
profit is immediately wiped away by prompt
actions of investors. Recently, Ohira et. al. have
shown that this naive myth is to be reconsidered
[3]- Motivated by this

observation, we

investigated much wider sets of data and found
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that the stability persists for a very long term
compared to the average decision time of most
investors. Also we have roughly identified the
upper limit of the memory length of foreign
currency market and some stock prices and make
a comparison between them.

The process of our analysis is as
follows. We first separate the ‘ask’ position data
from the USD/JPY from January 2, 1995 to
April 12, 2001, which has 10127289 data points.
Then split them into fifty sets of data, having
200,000 data points each. For each memory
depth, m (m=1-7), there are 2™ conditional
probabilities, which are computed for 50 data
sets and written on the 2"
generated files. Figure 1 (a), (b), (c), (d) show

automatically

the conditional probabilities plotted as a function
of the time order of the 50 data sets. We use
{0,1} to represent {down, up} motion of the tick
level price change and neglect data if there is no
change from the previous one. There are four
P(00|1), P(01]1),
P(10|1), P(11|1) for m=2, which are plotted in

conditional probabilities,
one graph of Figure 1 (a) in ascending order of
the conditions. Similarly m=4 case is plotted in
(b). Here only the first eight lines out of total 16
are shown due to the limitation of the space. The
figure shown as (c) contains the first eight
probabilities out if total 32 for the case of m=5.
Finally the figure (d) shows the first eight out of
128 for the case of m=7. We can see that the
level of stability is remarkably high for m=2 to
m=4 throughout the entire time scale, and turns
rougher for m=5, and further for m=7.

One naturally expects from the result shown here
that the prediction is possible by utilizing the

constant transition probabilities between 2™

Markovian states for the memory length m. In
this paper we will show our preliminary result of
such scenario. The procedure of this program for
predicting the next direction of motion based on
the binary memory length m is as follows. In the
first program, we compute a set of 27
conditional probabilities and generate output
files. Then in the second program we compute
predicted values of each tick value by simply
adding the previous data to the step width of the
previous move times the probability told by the
conditional probability computed in the first
program. The rates of correct hits in terns of
direction are 75% for all the data sets, and the
absolute errors compared to that of the

dummy-shift prediction are less than 1/2.
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Figure 1 Stability of conditional probabilities for the case of memory depth up to seven. The
figures show that the level of the stability deteriorates for the depth larger than 4. (a) Case of
memory depth 2, where POO indicates the probability of P(--|+), P01 indicates the probability of
P(-+|+), P10 indicates the probability of P(+-|+), P11 indicates the probability of P(++[+). P(-+[+)
indicates the probability that the price increases after downside motion followed by the upside

motion, etc.
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Figure 2 One tick prediction on the direction of motion for m=2. Solid line shows the tick points in
the middle of the USD/JPY currency exchange data from 1995 to 2001. Crosses indicate the
tick-wise prediction. The rate of hitting the correct direction throughout the data points is 75.1%, and
the error is 0.000682 which is less than a quarter compared to the error of the dummy-shift
prediction, 0.003130.Hit rate = 0.751321 ( 13937 / 18550 ). Error = 0.000682, less than a quarter of
the error of the dummy-shift prediction = 0.003130. (data:USDJPY.a4 ( addat.22 ), conditional
probability: prd2a4.21)
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(b) Case of memory depth m=7 for the same prediction as in (a). The rate of hitting the correct
direction throughout the data points is 75.0836%, and the error is 0.000694 which is less than a
quarter compared to the error of the dummy-shift prediction, 0.003130. (data:USDJPY.a4
( a4dat.22 ), conditional probability: prd7a4.21)
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Abstract

We study various high-frequency financial data
in order to see how far the analogy between the
scaling law in financial time series and the
well-known scaling law in turbulence. The
issue was first pointed out by Ghashghaie et. al.
in 1996 by comparing the probability
distribution of the price increment and the
corresponding quantity in fully-developed,
homogeneous, isotropic turbulence in three
dimension. They asserted that there is a net
flow of information from long to short time
scales in financial market in the same way as
flow of energy cascades in turbulence from
large to small size eddies in turbulence. We
study this hypothesis in more quantitative
details by using tick data that became available

recently.

1. Introduction

Scaling property is universally observed in
many seemingly unrelated phenomena. Among
them, the observation reported by Ghashgaie,
et.al. [1] that the Kolmogorov’s scaling law [2]
for turbulence is approximately satisfied in
foreign currency exchange market was one of

the most exciting example. However, it has

been rather difficult to access the high
frequency data (tick data) until recently. We
have studied various kinds of tick data
including various foreign currency exchange
rates, stock prices, stock index future prices, etc.
that became available to us very recently.

Considering the fact that the Kolmogorov’s law

<(Av)"> « (Ar)"? .1

is valid in a limited sense for turbulence itself,
we take the hypothesis as a guiding rule to find
a possible law that the financial market follows

if there is any.

2. Currency exchange rates, stock price,
and others
We compare the results of probability
distributions and the moments for the following
six categories: (a) the exchange rate of US
dollar versus Japanese yen for six years
(10127289 data points); (b) the first one million
data points of (a); (c) the exchange rate of US
dollar versus German mark (3851066 data
points); (d) Euro versus Japanese yen (2242565
data points); (e) stock (IBM in 1998, first
200000 data points) and (f) model output for a
parameter set of a=0.06, b=0.08 (80000 data

points).
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In drawing the histograms of the
price increments, we noticed that the choice of
the partitions (i.e. the inverse of the width
between two points of horizontal axis) is rather
crucial. We chose the three best candidates for
the number of partitions as 50, 100 and 150 and
checked if the results are the same for all the
three choices. In Figure 1, the ones in the left
hand side are the probability densities and those
in the right hand side are the moments of
n=2,4,6 plotted in the log scales on both axes.

USD/AJPY
regularity both in the probability distributions

shows the  highest
and the scaling law of the moments. As in
ref.[1], not only the power law indicated by the
straightness of log-log plot of the moments as a

function of time resolution parameter At,

<(Ax)"> « (Atf ..(2)

but also the power of At being the same as in

the case of turbulence:

These formulas are held very well in
USD/JPY data in(a) and (b). Although
USD/DEM data in (c) do not have a high
level of regularity compared to other data,
the situation is much better for
EURO/JPY data in (d). On the other hand,
USD/DEM do not behave as regular as
other data The moments formula do not

holds for a stock price and a model output

Figures

as shown in (e) and (.
Conclusion

We have drawn pdf for six different price data
and computed n-th moments. It is found that
n-th moments for the data USD/JPY follows
the scaling law parallel to the case of
turbulence, while other data have different

laws.
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Probability density distributions (pdf, computed as normalized histograms) of price

increments for various levels of time resolution At and n-th moments of the price increments AX
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Figures
(a) USD/JPY.ask_all

(10127289 data points)
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(b) eurjpy.a (2242565 data points)
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Abstract
during the operation of the engine to achieve
The compressor in a jet aircraft plays a crucial role optimal overall performance.
in overall performance. We consider compressors
with moving rotor blades and stationary stator
blades. The rotary motion of the former in the
presence of the latter causes pressured airflow. The
incidence angle of the stator blades affects
performance, depending on aircraft conditions such
as take-off and cruising. Concepts from complexity
science are applied to this system, to see if the stator
blades can self-organise, by changing their blade
angles, to produce optimum performance, as an
Intelligent Geometry Compressor. A simple
simulation supports the tentative conclusion that this
is possible. -

stator blades
(fixed)

rotor blades cOmMpressor

1. Introduction h
(moving)

A jet aircraft engine works on the principle
that fuel is burned under the great pressure
created by a compressor at the front of the
engine (Fig. 1). The compressor has two
types of blade, the stationary stator blades, and
the rotor blades (Fig 2, Fig. 3).

Figure 2. A simplified compressor

The behaviour and performance of the engine
are dependent, among other things, on the
shapes and angles of the blades. In particular,
the optimum stator blade angle for aircraft
take-off may be different to the optimum angle
for cruising [1]. Some engines have actuators

that allow the stator blades to be set at one
angle for take-off, and another for cruising .

In this paper we investigate the possibility of
the blade angles being continuously reset

Figure 3. An axial flow compressor (stators omitted
for clarity). High pressure compressor from a
General Electric F404 engine.
(Source:.http://www.soton.ac.uk/~genesis)
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Figure 1. A schematic of a gas-turbine engine (Source:. http://www.soton.ac.uk/~genesis/Level2/Tech)
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This leads to a complex control problem. We
have investigated this from the perspective of
what we call complexity science. The central
idea is a shift from top-down control to
bottom-up control in which the blades are

considered to be autonomous intelligent agents.

Based on local information, the blades
themselves decide and implement their own
optimal angle. The behaviour of the whole
compressor then emerges from all these
autonomous decisions.

2. Complexity Science

In physical systems, complexity science can be
seen as an extension of the familiar sciences of
physics, chemistry, and biology, and it often
uses the same analytic mathematics. The
extensions come from ideas and observations
that have evolved over the last fifty years in
response to problems for which conventional
science has provided no solutions.

2.1 Representation

Generally, complex systems have to be
modelled and analysed within computers.
Representation is one of the central problems
in Artificial Intelligence: how can things which
seem so obvious to human beings be put inside
computers? Physics has developed the
mathematics of space-time as an incredibly
powerful way of representing objects and their
dynamic interactions. But this representation
has its limitations.

In complexity science, systems usually have to
be represented at different levels of detail and
aggregation, corresponding to methods of
observation.

For examples, a coiled steel spring could be
represented at the molecular level, as billions
of atoms of iron, carbon, and other elements.
In principle, the behaviour of the spring could
be calculated on the basis of the interacting
atomic forces inside the spring, and at its
boundary. In practice, this would be a difficult
thing to do. The number of variables and
equations for such a representation would be
very large.

An alternative is to represent the spring at a
higher level at which one can measure
aggregate phenomena such as length and mass.
Then one finds that, within certain limits,
Alength =k x Amass,i.e. Hooke’s Law.
The point here is that both the concepts of
length and mass refer to highly aggregate
objects, and they are directly observable.

fo
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Figure 4. Representing an extended spring at a
highly aggregate level.

The spring could be modelled at an
intermediate level, between the atoms and the
macroscopic object using an analytic
description of its shape and internal forces, and
using the computational technique of Finite
Element Analysis.

In principle this could give insights into where
the spring might fail. However, assuming the
spring was designed to have regular properties
along its length, failure would be due to
random manufacturing variances which are, by
definition, unpredictable. Then one falls back
on the macroscopic principle, that the spring
will not fail when the mass applied is within
given operational limits.

2.2 Chaos and Computational Irreducibility

The ingredients of chaos include sensitivity to
initial conditions and boundedness. In practice
this means that very slight changes in initial
conditions may result in wide divergence in
system trajectories (Fig. 5), but the system
does not go to infinity.

A
e, 1
41
...... ls
............. large
‘>

time, t

Figure 5. Sensitivity to initial conditions: small
differences in initial conditions may result
in large differences in system trajectory



Technically, chaos requires a little more than
this, but sensitivity to initial conditions is
important from a control perspective.

When systems are chaotic it is not possible to
make long-term predictions of their behaviour.
Even if the system is deterministic, the
impossibility of replicating initial conditions
exactly may mean that a prediction based one
initial position may be very different from
another initial condition that cannot be
discriminated by the measurement technique.
How can such systems be controlled reliably?

Many systems are operated ‘on the edge of
chaos’. In other words, the state space may
not be everywhere chaotic, but the system
performance improves as chaotic regions are
approached. Can these systems be controlled
within the chaotic region itself? To some
extent, closed-loop control systems do exactly
this. By continuously monitoring system
variables and implementing control actions,
such systems are kept to the desired trajectory.

A large class of systems is computationally
irreducible. This means that to find the state
of the system at time ¢+£;, it is necessary to
compute all the intermediate states, 1+1, t+2,
etc. Predicting the future states of
computationally irreducible systems involves
computing all the intermediate states. Thus,
predicting the future states of computationally
irreducible systems requires computer
simulation.

Simulation is widely used in engineering.
Finite Element Analysis, the basis for many
simulations, can be thought of a computational
extension of physics. Generally the finite
element method is used where the shapes of
objects is so irregular or complex, that finding
simple formulae for the boundaries is
intractable. With the representation based on
regular polyhedra, complex shapes become
computationally tractable because the physics
can be broken down over the polyhedra, and
re-assembled over their faces in coherent ways.

Given a control strategy, finite element
methods allow its consequence to be
investigated. The question still remains as
how one might control the compressor blades
to optimise system performance.

2.3 Self-organisation versus top-down control
Figure 6 shows schematically the possible

positions for the sensors and actuator on a
turbine. Typically, there are dozens of blades

and therefore many measurements, and many
actuators to be controlled.

actuator

sensor

Figure 6. Possible positions for the sensors
and the actuators on the stator blades.

One approach is to attempt to formulate a
model of this systems as the basis of a
controller. This assumes that one knows how
the system responds to control inputs. In the
case of a compressor, the system is quite
complex, and this may not be known.

In complexity science it is common to have
many autonomous intelligent agents, e.g. the
vehicles in road systems self-organise, with
emergent features such as shock waves and
tailbacks. Other examples include birds and
bees that self-organise into flocks and swarms.
As far as we know, there is no chief bird or
chief bee directing operations; system-
behaviour emerges from the actions and
interactions of individuals.

In many complex systems, no agent knows
everything, and each agent decides what to do
on the basis of local knowledge. So, it will be
supposed that the blades will self-organise on
the basis of physical measurements in their
vicinity such as the pressure and their angles.

In this context, we have investigated the
capability of the stator blades in aircraft
compressors to self-organise to produce the
most appropriate geometry for any given
conditions.

Suppose that the state of the system at time ¢
can be represented as s,. Then the self-
organising approach requires that some kind of
transition mechanism, f, is formulated such
that s,.; = f (s;). In particular, let 6, be the
angle of a stator blade at z. Then we need a
function f: ( 6, p1o P2 P3ts - - - ) = Ouar
where pi, pa, Psi, - - -, are ‘relevant’ variables
in a neighbourhood of the blade. We also need

a function , g ( 6, P1» P2 P3t> - - - ) —> Db
fori=1,2,3, ...



The general idea here is that the angle of the
stator blades will co-evolve with the adjacent
pressures. The function g is provided by the
physics of the compressor. The function f
depends on the design of the controller.

2.3 Simulation Science

We formulated a computer simulation, in the
context of what we call simulation science.
This reflects the fact that simulation has its
own theory, and this plays an important role in
what is knowable.

When systems are computationally irreducible,
as discussed above, any attempt to predict
their behaviour is, effectively, a simulation.

Simulation science is a counterpart, or an
extension, of mathematics and computer
science. In the same way that the Halting
Problem constrains what is computable, and
that Godel’s theorem constrains what is
knowable, there are limitations to simulation
that place new constraints on what can be
known or predicted.

Some of these constraints are due to the nature
of parallel-distributed computation. Of more
relevance here, is the ‘can you trust it?’
problem of simulation science [3].

A computer simulation involves a mapping of
a real system onto explicit objects or structures
within computers. The computer executes
transition rules that compute new system states
from old. By running the simulation
iteratively through time, system states can be
computed into the future.

The problem lies in the appropriateness of the
mappings onto the representation, and the
‘correctness’ of the transition rules. There are
many examples of simulations in which the
representation is clearly inadequate, and the
transition rules do not adequately reflect reality.
Would you trust such a simulation?

At the moment there is no simple test that can
be applied to a simulation to see if it is
‘correct’. Of course, there are many
considerations that can be invoked to give
degrees of confidence in simulations. Perhaps
the simplest is the ‘Popper Test’: if the
simulation gives results that are inconsistent
with observation, then it is not correct.

Unfortunately, for practical reasons, the issues
are more complicated than this. When systems
are chaotic, any single observation or
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simulation may mean nothing. In this case one
needs to make many observations, and work
with the statistics of distributions of outcomes.
Then the Popper Test requires that simulations
give distributions consistent with those that
can be observed.

3. The Computer Simulation

In our research we are trying to show that it is
possible to have turbines with self-organising
blades, that can co-evolve dynamically with

their surroundings to give desirable outcomes.

In particular, we propose to move away from a
top-down analysis of the system to a bottom-
up approach in which parts of the system have
their own ‘intelligence’ and autonomy,
allowing them to decide their own actions
according to ‘local’ conditions. This assumes
that parts of the compressor will have
autonomy in what they do

3.1 Representation in the simulation

Our approach involves a discrete way of
representing the jet engine. For this, we
consider a division of the two-dimensional
cross section of the compressor divided into
pie-shaped segments (Figure 7).

The idea is that in time At, a ‘tick of the clock’,
the rotor blade will move from a segment
boundary to the next. Then, instead of
variables such as pressure being continuous
with the segments, there is a discrete value for
such quantities.

egment

Figure 7. Cross section of the compressor
divided into segments.

3.2 The transition rules

We hypothesise that the dynamics obey
transition rules that map the pressure and
blade angle for a segment at time ¢ to that at
time £+ At.

A fundamental idea is that the domain of this
mapping is local to the segment. This comes



from the general principle that in complex
systems, no-one knows everything.

The aerodynamics of compressors are very
complex, and a dynamic three-dimensional
simulation was not appropriate for this
research.

So, we addressed head-on the “can you trust
it?” problem. Let us say at the outset of a
simulation “No, of course you can’t trust it!”.
that’s not the point. The point is that the
exercise may inform the research.

In our case we ask, can the principle of self-
organisation work in a simplified system? If it
can’t, then why should it work in a real
system? ‘

Thus we assume that each segment, s; has a
pressure measurement, p(s;), and that each
blade, b;, has an angular measurement, 6(b;).
p(s;), will be abbreviated to p;, and 6(b;) will
be abbreviated to6; (Fig. 8).

0

(b)

(©

(a)

Figure 8. Segments, mapped to pressures; and
stator blades, mapped to angles: (a) segments,
(b) stator blades, (c) stator blades & segments.

For the simulation we considered a deviation
from a desired steady state in which the initial
pressures varied.

Thus we considered variables A6(b;) and

A p(s;), for each blade and segment. For
simplicity we assume there is one segment
defined for each blade. Ap(s;), will be
abbreviated to Ap;. A6(b;) will be abbreviated
to AG;

We then defined the following rules

If Ap, 50 then AG, =-10
else
IfAp; 50then A6, =10
else

If Ap;.; small and A p,; small and Ap, ; > 0
then AG; = -1
else
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If Ap;; small and A p; ; small and Ap; <0
then A6, = 1

else

If Ap;; small and Ap, ; small and Ap; = 0
then A6, =0

else

IfAp.;<0and Ap;;<0and Ap; <0
then A6; = - ( Api-] + Ap, + Ap,-+1)/3

else

IfAp.;>0and Ap,;>0and Ap;>0
then AG;=- (Ap;;+ Ap; + Apiy;)/3

else

IfAp; <0

AG;= | min{ Ap;;+ Ap;+ Apis} |
else

A6, =-| min{ Ap;; + Ap;+ Apii}|

The idea behind these rules is that the change
in angle, A6, of stator blade b; will be
determined by the deviation of the pressures
measured in the segments s, ;; s;, and s;,; from
some specified pressure.

In real systems, the physics comes for free. In
simulations, the physics has to modelled, and
in our case, we used the rule

Apiys; =(Apig+Api + Apip+ 46,)/3

meaning that the deviation in pressure for cell
s; at time ¢+1 is the sum of the deviations at ¢
plus the change in angle, and divided by 3. In
other words the pressures would be averaging,
and changed by the blade angle change. The
validity of this is discussed in the next section.

3.3 Results

This simulation was run many times, with the
initial pressures set at random. These random
configurations corresponded to severe
disturbances in the pressures, much in excess
of those that might be experienced in real
aircraft engines.

None the less, every time the simulation was
run, the blades self-organised so that the
system rapidly converged to the desired steady
state.

3.4 Can you trust it?

When we ran this program for the first time,
we did not know what to expect. The
transition rules had been defined in such an
arbitrary way, that we were surprised at the
outcome. In other words, we had no a priori
reason to trust that the simulation would do
anything interesting.



In fact the simulation did do something
interesting, in as much as the blades self-
organised, and in the absence of any top-down
control, the system did co-evolve to the desired
steady state.

One thing is certain: this simulation cannot be
trusted to be a representation of any real
system. The rule that gives the pressure at
time t+1, based on the pressures at time ¢ and
the change in blade angle, is not based on any
physical principle, and to that extent is
arbitrary. So this simulation is a simulation of
an artificial system that may have nothing to
do with jet aircraft engine compressors. Does
the simulation have any value?

We found that the simulation did inform our
research. First, if we could not make this
artificial system self-organise to achieve a
desired outcome, why should we expect to
make a real compressor blade system self
organise?

Also, this simulation is a first attempt. As we
reflect on it, we can critically decide why we
do not trust it. We have already focused on a
major problem in our representation of the
physics of the gas transitions. But now we
know have to look for something more
realistic in this area.

There are other questions too. Is a single
pressure value sufficient to represent the air
pressures of a segment? How do the pressures
vary over the segment? How many values are
required; it has to be finite, because we can
only deploy a finite number of sensors).

In this case the simulation has given us useful
insights into the control problem we are
investigating. This is often an important
outcome in simulation science. Sometimes it
is useful not to confuse the simulation model
with learning from the simulation model.

5. Emergent control of stall cells?

There is a well-known phenomenon in which
the blades ‘stall’ in the passing airflow. Then
areas of low pressure, stall cells, move round
the axis, at half the speed of the in the opposite
direction to the blades [1].

This situation is highly dynamic, making
conventional mathematics difficult to apply.
In this case, conventional control approaches
may not work because the dynamics are too
complex.
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We have identified this as a situation to which
emergent control from self-organising stator
blades might be applied. It will the subject of
further analysis and simulation.

stall cell
direction

o

blade
direction

Figure 8. A stall cell moves around the axis at
half the engine speed in the opposite direction.

6. Conclusions

In the context of complexity science, we have
investigated the possibility of using intelligent
self-organising blade agents to controlling the
blade angles of turbines on jet engines. We
have built a simulator that suggests that self-
organisation is a possible control strategy.

We have criticised this simulation from the
perspective of the ‘can you trust it?” problem.
The results suggest that self-organising control
strategies are possible, but much more realistic
simulations are necessary for this tentative
conclusion to be more definitively established.
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Abstract

The purpose of this paper is to obtain 3D-information
on an object by a low cost USB compatible PC camera.
This system can be implemented to calculate the height
of an object by using triangle method to a relation
between reference points of circumstance and edge
points of an object. In this paper, it is possible to make
and set up the system by Java program in all computer
operating systems. This study has two advantages : one is
easy to make and set the system by Java program, The
other is very compatible in all computer operating
systems. Moreover, this camera system can be easily
used with no capture board. The JMF and Applet of Java
can be also used in the Internet. In addition, a Real-Time
JPEG/RTP network has been developed by UDP/IP on
the Ethernet.

1. Introduction

From old times many researches to make
measurement devices like the five human senses have
been developed. Now the better sensors than the senses
of human are used in the actual industrial field. But when
compared with the researches of other kinds of sensors,
many visual sensors have not been developed until these
days. Moreover, the monitoring systems using a
camera[2] have been numerously studied. A watcher
always keeps an image by a camera under surveillance
because the monitoring systems used recently show an
image. He cannot recognize a movement of a particular
object and not obtain any information of an object. The
most monitoring cameras are mostly fixed on a particular
area and the one made specially is composed as a system
moving up and down. The camera used in this system is

to be fixed and to process information of an image gotten.

The characteristic of this system is to be able to
compute the absolute position of an object in the area,
where a camera is installed, by using edges and
characteristic points of poles with the limited information
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of an image. In this paper we make it possible easily to
implement the system by using a USB[5] port camera,
simply to compose the monitoring system by making use
of the network devices constructed in a building and the
computer used in an office currently, and not only to
show the system applied a image processing technique
[1][3]1[7] but also to inform the information of a image.
By using JAVA[4] to implement all above, we make it
possible to install the system regardless of any operation
system, which we is used wherever internet[6] is
available.

2. Trigonometric relation

The trigonometric relation equation is used to identify
the height of a particular object.

2.1 Circumstances of the place where a camera
installed

The below situation is installed because the position
of a monitoring camera used is set in the intersect point
of an entering road or a corridor.

3
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Fig. 1 Height of an object and reference height

A simple trigonometric equation is induced from Fig.
1 in order to measure the height of an object, where the
reference height is meaning the corner of a pillar
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standing erectly on the bottom. And this is used as the
reference to measure the height of an object.

2.2. Inducement relation

equation

of trigonometric

The height H of an object is assumed to be
perpendicular to the surface in the Fig. 1. And then there
are triangle A EDF and A EDA which have common
height DE of the height of a camera, where each has the
line FD and the line AD as a base line respectively. The
following equations are obtained with a resemble ratio to
each triangle when seeing the relation of two figure by
using the fact that two triangle are perpendicular to a
corridor.

"D D
AB  BC
o @
AD DE

The equation (3) is obtained when arranging about
common denominator DE of each equation (1), (2).

Therefore we can see that the height GH of an object
is the relative height of the reference BC. The more this
reference object is perpendicular the more correct the
height of the object measured is. Therefore the height of
an object is measured by using the corner of a wall as the
reference height.

2.3. Absolute Coordinate system

A trigonometric fundamental equation (3) is induced
in order to calculate the height of an object above. An
absolute coordinate system of an actual corridor for each
point is needed to apply the equation to an actual image.
This is possible to be accomplished that by a coordinate
transform function which present a relation between a
position of an input image and a position of an actual
corridor.

3. Image-Model transformation

A plane projective transformation, a general plane-to-
plane mapping, is introduced to transform the position of
an input image into the position of an actual corridor.

3.1 Plane projective transformation

Fig.2 shows that points on arbitrary plane S, which
exist on the 3-D space, are projected on an image plane s
by a camera projection. This mapping is generally called

a plane-to-plane mapping. The plane-to-plane mapping
relation by a camera projection is that a plane projection
is accomplished in the viewpoint of a projective
geometry. This plane projection is defined by at least 4
corresponding points between a plane S(A, B, C, D) and
a plane s(a, b, ¢, d). The transformation defined in this
way is called the plane projective transformation.

Arbitrary plane(S)

Image plane(s)

Fig. 2 Image of a 3-D arbitrary plane according to Camera
projection

A plane projective transformation is presented as a
linear equation using a matrix by using a homogeneous
coordinate system. Then, this plane projective
transformation is presented as a 3*3 square matrix, so the
relation between a plane S and a plane s is denoted as the
following linear matrix equation

X, =1X, or, (where, A is scale)
X3 ay  dp di X

Ay, |=|ay an ay |y )
1 a, ay, ay |1

Where, X, =(x,,05,1) the position of a given point in a
plane S coordinate system, X, =(x,,y,.1), the position of a

given point in a plane s coordinate system. A 3*3 square
matrix T representing the relation between this two
coordinates is called a plane projective coordinate
system. The transformation T depends on 9 freedoms.
Given a scale term, it actually depends on 8 freedoms
below.

Xy Gy G A%,
_ ) 5
A Yy |=ay Gy Gy Yy ®)
1 4, a1

where, x,, and x,, represent more 4 correspondences

between two planes. The a,; is 1 at the equation (5),

which is the form scale that term disappears. The
following equations are obtained from equation (5).

Ay, = ayx,, +apy, +ag; Q)
Ay = ay X, +ayy, +ay, 7
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A=ayx, +ay,y, +1 ®

The following 2 independent equations are obtained
from above equations

_anx, tapy, tag;

(€))

x21 l
as X, +asy,; +

— a21xll +a22yll +aZ3

(10)

2i ]
ayx,; +ayy, +

Therefore 2 independent equations are obtained from
one correspondent point. So a plant projective transform
T(to have 8 freedoms) is obtained if only 4
correspondent points are given. Let the equation (9), (10)
be arranged

X,y TV A = XX, X5 = VX, A5, = X, (1)

X, Ay + YAy + gy = X, X, X5, = V), X0,05, = Yy, (12)

Above two equations are represented as the form of
matrix for 4 correspondent points (N=4).

Agq =z or,
E2 yo 10 0 0 -xaxa —y~>(21_ [an] Fx;x_
0 0 0 xu yn 1 =Xaya -=yuys ai yar
Xe ye 10 0 0 XXz —yoXz an X2z
0 0 0 X2 ye 1 ~Xayz -Yiyz an Yez
= (13
Xis Yy 10 0 0 —XoXe =—YisXe az Xes
0 0 0 xs ys 1 ~Xays =Yyiyas aes Y23
Xu oy 1 0- 0 0 ~XiXes —YiXes Qs Xos
0 0 0 Xu yu 1 =Xy =Yy as Yaa

Then the vector q is obtained like below
g=A"z

A transformation T is obtained from each term of the
vector q. Where, in order that the inverse of matrix A
may exist, each row of A is independent. For this, at least
3 points of 4 points used as corresponding points must be
non-collinear. Otherwise, the inverse of A is not exist
because a dependency among rows of matrix A happens
due to a dependency among 4 points. By using the driven
T, the positions of corresponding points on an arbitrary
plane though equation (4) are obtained for others points
on one plane.

3.2 In case N is 4 over

)

In case the number of corresponding points is 4 over.
A transformation T is obtained by a matrix equation like
below.

Ag=z or,
[ yn 10 0 0 -Xxxa —ynxz‘_ [an | [t |
0 0 0 xu yn 1 =Xiwya -yuya an Yo
Xe yz 10 0 0 —XiXe -YiXe an X22
0 0 0 x2 ye 1 —Xyn -Viyz= a y2
= . (15)
az .
A
xw o oym 10 0 0 ~Xm¥en —YiKew as Xon
0 0 0 xmw yw 1 Xy —yxszJ as Yan

The vector q is obtained like the following equation
by the pseudo inverse.

g=(A"A)"4"z (16)

At least 3 points of N points used in here must be
non-collinear.

3.3 The Model of a Corridor and the Coordinate
of an Input Image

An actual corridor model requires to see where of an
actual corridor the given position of an input image is.

Fig. 3 Model of a corridor

Fig. 3 shows the model made by measuring the
speculation of the corridor where a camera is installed
actually. On the basis of this model an image
coordination is transformed into the reference
coordination of model. Particular points in the corridor
are marked in the Fig. 3. If the model of a corridor is put
as a plane S, the image of an input is put as a plane s, the
transformation T between the model and the input image
can be obtained by using the matching point of a model
shown in a input image and the 4 matching points
between input images.

4. Experiment results
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In this experiment the reference points are set by
fixing a camera in similar region to the model of a
corridor. And the height of an object from the reference
point can be measured.
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Fig. 4 Measurement of the distance from the camera and
the height of an object

Fig.4 shows the measured values of the distance from
the camera and the height of an object entering the
corridor. On the other hand, RTP is used in the
experiment of a data transfer.
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Fig.5 Measurement graphs of distance and height for the
object of 180cm

Fig. 5 shows the Measurement graphs of distance and

height for the object. Where, a dotted line is reference
and a solid line is real data.
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Fig. 6 RTP process

Fig. 6 shows RTP process. File format is set as raw
video/audio format. After the format is encoded as JPEG
format, data is packetlized. And then the data is
transferred.

tedia Prapert

rdedia Location.  viw 14
Sontent Tvpe: - RAW
Guuration: 175854:50:44 .85
Fositinn: G000 8877

8it Rate: 27937271 kbps

Frame Rate. 151 1ps

Close i

Fig.7 Data transfer rate

Fig. 7 shows the data transfer rate.
5. Conclusions

In this experiment the height of an object and the
distance between a camera and an object are measured,
but there are still a lot of problems. A sudden variation of
illumination makes the measurement of a camera
impossible. And a lot of delay problems occur during rtp
communication.

In future researches in illumination are more needed.
And the technology of compression to reduce a large
quantity of data in order to solve the delay problems
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Abstract

We have many discussing about how to
develop intelligent robot with artificial brain by
using computer? We aim to the future’s prospective
research. In this paper we describe a principle of
design for Trainable Artificial Brain (TAB).
Computer vision and hearing are equipped with our
TAB and based on rough set theory knowledge base
might be created, the TAB can obtain knowledge by
training it as a baby. This TAB would be evolvable.
According to the analysis it is possible now tto
create a prototype of TAB.
Key words: Artificial Brain; Computer vision;
computer hearing; Multi-modal information
processing.

I. Introduction

In the last quarter of 20" century, the
development of Automation and Robotics has an
obvious feature that this is a more interdisciplinary
field. Also, the development of Biology stimulates
the traditional discipline to combine more new
biological thinking. For example, in the research of
robotics the humanoid and biped robots appeared at
the end of the 20" century. The Honda’s Asida and
Sony’s Aibo caused a huge interesting over all of
the world. Unfortunately, although their shape looks
like human being and they can walk by two legs,
also they have CCD camera vision and speaker to
say some words, but they has no BRAIN. They
cannot understand the environment and learn
knowledge autonomously; their vision and hearing
did not connected with knowledge base. Of course,
we are not asking for a biological brain here; it is an
artificial brain that can be mounted on robots.

Note! the “Artificial brain” we mentioned
here not serves biology or medical science. It is a
new technology concern with artificial life, artificial
intelligence, computer science, multi-modal sensing
information synthesizing technology and so on.

Computer vision is not usual technology of
image processing, it concerns image capture, image
understanding, image memory and image retrieve.
How to express the knowledge in image by the

Masanori SUGISAKA
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E-mail: msugi@cc.oita-u.ac.cn

computer vision is a very important but very
difficult research topic. As to computer hearing it
has similar problem. Computer hearing not means
Fourier decomposition, it implies the verbal speech
understanding and learning. There still is the same
difficult problem that is how to express the
knowledge in natural language? The most of
knowledge of human being is from real vision and
hearing sensing. The ability obtaining knowledge is
the base of human intelligence. In biological world
animals including reptiles and mammals in different
evolution layer have different intelligence level,
although they all have vision and hearing sense.
This means that intelligence are evolvable in
bottom-up way with the evolution of animal species.
This point of view explains the connection between
artificial life and artificial intelligence.

The most basic intelligence of animals is
to get knowledge from cognising environment
by their sensing organs, to find food, to avoid
enemy, to communicate each other, and so on.
So, the level of intelligence depends on the
ability to understand environment. Here we
do not want to discuss more detail about
cognitive science concepts that “what is
knowledge” and how many ways to express
the knowledge from cognitive science, but we
try to discuss how to build up an artificial
brain, or smart computer, that can deal with
multi-modal sensing information and
transfer them as knowledge.

In fact, to build up an artificial brain
started several years ago. In ATR, Japan,
there is a hardware named “CAM-brain”,
that is cellular automata-based artificial
brain. The author of this paper, Professor
Sugisaka proposed a neural network based
artificial brain for robot, and also we
proposed an artificial brain with KANSEI
technology [1,2]. In MIT the Kismet is
another artificial brain, which has emotive
response while human face to it [3].

Our research here is aimed to propose
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another principle to design a new type
Trainable Artificial Brain (TAB).

I1. The knowledge discovery based on rough
set structure

From above we know the key technology
for artificial brain, or smart computer, is to
obtain knowledge. In order to avoid too wide
discussion, we limit our discussion within to
understand environment where the artificial
brain stays.

A knowledge we discussed here can be
expressed as K= K( Xj, Xz,...,Xn), where Xi
represents i-th knowledge content (attribute)
vector. It could be quantitative data or
descriptive qualitative data. For example, if
we saw a teacup, its content attribute might
be expressed as TC = TC [ name(teacup),
size(D=8, H=12), shape(round, with handle),
colour(inside = white, outside = green),
material(Portray), use(drink water and
tea),...]. The knowledge is different from a
record in database, the later usually has
fixed length and number of fields. The other
difference between knowledge base and
database is that dynamical wupdate of
knowledge is in two directions: number of
knowledge could be increased vertically and
each knowledge could be described in more
detail by extension of number of contents
horizontally. In addition, knowledge is often
not precise, even if the content is
quantitative. It usually is fuzzy. We need a
new tool for knowledge discovery, learning,
and dynamical update of knowledge base.
The one of alternatives is the rough set
theory. v

We now observe that a baby how to get
environment knowledge. At early stage he
get environment knowledge mainly from his
mother. He looks at the object mother shown
him and listens to his mother’s speech,
gradually he establish a connection (map)
between the object and its name, a noun,
taught by his mother’s speech. Gradually, the
baby can understand what is eatable food,
what is chair, even if their shapes have a
little difference. Mother helps him to classify
all things she taught and baby learned
concepts about food and chair. Also, mother

teaches him some verb by her actions. This
training gives the baby knowledge and he
stores it in his brain as memory. The
understanding to environment is really the
basic knowledge for the baby; in fact many
animals have this kind of intelligence from
its mother, similar to human baby’s
intelligent in his early age. His knowledge
accumulated up and became a knowledge
base that can be retrieved from his memory.
This mode to get knowledge and intelligence
is bottom-up way. Why we do not try to build
up an artificial brain with vision and hearing
sensing and train it as a baby?

The theory of Rough sets was founded in
1970's by Polish professor Zdzislaw Pawlak as a
result of a long-term program of fundamental
research on logical properties of information
systems, carried out by him and a group of logicians
from Polish Academy of Sciences and the
University of Warsaw, Poland. The methodology is
concerned with the classificatory analysis of
imprecise, uncertain or incomplete information or
knowledge expressed in terms of data acquired
from experience. The classification formally
represents our knowledge about the domain, i.e. the
knowledge is understood here as an ability to
characterize all classes of the classification. The
main specific problems addressed by the theory of
rough sets are:

1) Representation of uncertain or
knowledge;

2) Empirical learning and knowledge acquisition
from experience;

3) Knowledge analysis;

4) Analysis of conflicts;

5) Evaluation of the quality of the available
information with respect to its consistency and the
presence or absence of repetitive data patterns;

6) Identification and evaluation of data dependency
7) Approximate pattern classification;

8) Reasoning with uncertainty;

9) Information-preserving data reduction;

and so on. '

A number of practical applications of this
approach have been developed in recent years in
areas such as medicine, drug research, process
control and others. The recent publication of a
monograph on the theory and a handbook on
applications facilitate the development of new
applications [4,5,6]. One of the primary

imprecise
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applications of rough sets in Al is for the purpose of
knowledge analysis and discovery in data [7].

I1I. To train the Artificial Brain by using of
verbal language

The main function of artificial brain,
which we proposed here, is that it is
trainable by its sensing ability: computer
vision and computer hearing. We will explain
the principle to train it in the following
sections.

3.1) The essence of leaning by verbal

language

In early stage of baby, knowledge is
leaned from mother’s model actions and
speech. Then they learn more themselves.
Speech language has played a very important
role for learning of knowledge. Language
makes knowledge learning be fast and
precise, it can express abstract thought.
Originally, human’s baby has the zero level
knowledge that is almost the same as
animal’s baby when they were borne.
However, human mother trains baby by both
action and speech language, and human’s
baby obtained knowledge much fast then
animal’s baby. So, in the evolutionary history
of human being the speech language is the
result of evolution of intelligence either, also
it is a tool for the evolution of intelligence.

Training by speech will establish a map
between the subjective image and voice, at
beginning time baby learns some simple
words, which corresponds to those objects he
saw by vision. It will have a small vocabulary
that includes mainly noun, few verb and
some adverb those give the space relation
and geometrical description. From these the
basic knowledge could be expressed and fill
out into knowledge base. Of course, the
artificial brain has to equipped some sensor
and software to receive verbal language
training and understand the meaning.

3.2) Related problem

Language processing usually has two
aspects, one is language recognition, the
other is language understanding. Speech
recognition usually possess the following
structure:

Grammars

Enrolling & Vocabularies
l Speaker %\a/{%t[\igellxage

Adaptation

SpeechVoice Recognition
Input / Pl Results

Feature Feature Word
Extraction Classification Rejection

Fig. 1 The structure of speech
recognition

It has already got useful progress [8-12]
and there has already been some commercial
software to do this job. The later is more
difficult target and it is a key problem in our
implementation. Fortunately, the
achievement that has got already is enough
to implement a prototype of our trainable
artificial brain.

VI. To train the Artificial Brain by using of
computer vision

Computer vision wusually use CCD
camera as 1mage receiver. However,
computer vision has different target from
image processing. The vision is one of the
tools to get knowledge, it is a very
complicated process, including receive image
on retina of eyes, attention and focus on
specified sub-object in viewing field,
extraction of object feature, short term
memory and long term memory, and so on.
Computer vision should simulate these
functions as much as possible. The CCD with
different resolution in one image has already
implemented. The research on retrieve of
object feature achieved certain progress. The
new standard MPEG7 might be an adequate
choice. All these build up important base for
constructing artificial brain. What we has to
do is that to get knowledge from computer
vision [13].

To do this computer vision should have a
function of “selecting attention” to its viewing
field. While we show some object in front of
CCD camera and speak training language, it
could focus on it in a very narrow viewing
angle, it implies that the sub-image of the
object is very clear (with high resolution) but
the other parts of image is vague (with low
resolution). This function is similar to cut off
the sub-image from original image. The
sub-image will save as icon and the
complementary will save as a high ratio



compressed image. TAB can synthesise both
as reconstruction. This is the key problem for
obtaining knowledge from computer vision.
In this case, we may do the same as a mother
teaching a baby. Tell the TAB what is the
name, what is the colour, what is the shape,
and so on. Then all this knowledge should
input knowledge base we designed. That
means to establish a map between the
sub-image and the speech teaching. Thus,
TAB has learned this knowledge. Later if
TAB gets more detail attributes about that
object, the knowledge might be expanded in
knowledge base.

Tcon of

“attention” | )|
g Sbimas | [ e 1
O ot Fiter ™) processor Knri)?\gseledge

Campressed
™ complerentar [

Fig. 2 Get knowledge from vision

Dynamic vision-“impression”, “connection”
and “memory”. Static learning basically is
available, but how to learn process
knowledge from computer vision? In fact, this
is more general situation. Usually human
being vision is continuous image on retina of
eyes, it cannot be separated as many frames,
but the computer vision has got succeeded
image sequence with 25 frames in a second,
which likes movie. If we want to memory a
dynamic process by computer image
processing technology, it needs a huge
memory space that is impossible almost
(even if we use the most advanced image
compression technology). So far we do not
know the exact process happened in human
brain, why it can memory so many seeing
and recall them? Here we try to establish a
reasonable and practical hypothesis to give a
principle to design an artificial brain with
dynamic memory function. We try to use a
notion: Impression.

*Impression: this word is often used to
describe some piecewise memory in human
brain. Indeed it is a basic way to memory
something. Here we say that an “impression”
is just a few frames of process image in CCD
camera, which are in successive order. Two
successive  “impressions” have to be
interrupted by amount of frames, but there
are some relations in the content of images

between them. The relations can be
expressed by language explanation. We call
this language explanation as “connection”
between two impressions. Thus, we could
define a “memory” in our TAB as a following
sequence:-

Impression—connection—impression—conn
ection-- ...... ---impression (or connection).

If a memory is very clear, that means the
“impressions” are dense and “connections”
between each impression is very strong. On
the contrary, if the “impressions” are sparse
and “connections” is weak, the memory will
be vague.

As to recall of memory to human being,
so far we do not know the exact mechanism.
Some recall is quite clear but some is very
vague and fuzzy. Even if the memory is very
clear you still cannot reconstruct the whole
image exactly. This fact told us the memory
in human being is not image storing process
and recall is not reconstructing process. Here
you can feel again the difference between
image processing and computer vision. How
to obtain recall from our artificial brain?
There are two ways. One is to inverse the
memory process above changing storing as
retrieving; the other is to combine
impressions and connections by “flash”
technique as a short video clip.

V. Parallel processing of computer vision
and hearing

Analysis of human being vision and
hearing sensing tells us that information
processing in human brain deals with
multi-modal information from sensing organs,
and synthesis in certain zone of human brain.
For our artificial brain it has to follow this
manner.

There are several ways to do parallel
processing, one possible way is the following
structure.

Knowledge Base

Vision Listening
Knowledge Knowledge

iy I

Vision knowledge Listening knowledge
Processor Processor




Fig. 3 The parallel structure of TAB
VI. Potential applications

6.1) Intelligent robot

The matter of fact, Intelligent robot
needs an artificial brain. Serving this target
the computer vision, computer hearing and
other computer sensing technology have
already got important achievements. The
hardware and software are good enough for
making a prototype of artificial brain. This
means if our artificial brain were created the
intelligent robot will be born.

6.2) Intelligent mobile telephone

Using our artificial brain design we may
create a new mobile phone, which can be
dialled by language instead of pressing
button. Thus people only talks mobile phone
the number he want to dial.

6.3) Intelligent database

In some job workers have to fill out table
with writing or typing, for example the gas
counter, they have to count the number of
decimal digits. If the workers just read and
by using of verbal language to tell TAB in his
hands, our smart TAB will records all this
verbal information to update database. This
TAB will have very wide practical use like
barcode reading machine in supermarkets.

6.4) Intelligent appliance

Now some advanced electrical appliances
installed fuzzy control, the makers advertise
that it is intelligent con