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PREFACE

Masanori Sugisaka
General Chairman of AROB
(Professor, Oita University)

It is my great honor to invite you all to The Fourth International Symposium on Artificial Life
and Robotics(AROB 4th ’99), organized by Oita University under the sponsorship of Ministry of
Education, Science, Sports, and Culture(Monbusho), Japanese Government and co-sponsored
by Santa Fe Institute(SFI), USA, SICE, RSJ, and IEEJ, Japan. This symposium invites you
all to discuss development of new technologies concerning Artificial Life and Robotics based on
simulation and hardware in twenty first century. It is also our great honor to welcome active
scientists and engineers as new members in our symposium from this year.

Since the first symposium was held in Beppu in 1996, the progress of researches on artificial
life, complexity, and robotics has been expected in industries, business, etc. to contribute for
human society. The special topic in AROB 4th ’99 is the challenge for complexity.

This symposium is also financially supported by not only Monbusho but also other private
companies. I would like to express my sincere thanks to Monbusho, private companies, and all
people who contributed to this symposium.

We hope that AROB 4th '99 will become a celebration to the establishment of our interna-
tional joint research institute on artificial life, complexity and robotics for twenty first century
by the support of Monbusho’s program of center of excellence. I hope that you will obtain
fruitful results by exchanging ideas through discussions during the symposium and also will
enjoy your stay in Beppu, Oita.

I am looking forward to meeting you in Beppu.

M. Sugisaka

January 12, 1999



PREFACE

Hiroshi Tanaka
Program Chairman of AROB
(Professor, Tokyo Medical and Dental University)

On behalf of the program committee, it is truly my great honor to invite you all to The Fourth
International Symposium on Artificial Life and Robotics (AROB 4th ’99). This symposium
is made possible owing to the cooperation of Oita University and Santa Fe Institute. We
are also debt to Japanese academic associations such as SICE, RSJ, IEEJ and several private
companies. 1 would like to express my sincere thanks to all of those who make this symposium
possible.

As is needless to say, the complex systems approach now attracts wide interests as a new
paradigm of science and engineering not only in the traditional natural sciences fields like life
science, comuter science and robotics but also in more social fields such as linguistics, ecology,
sociology and economy. This shows that complex systems approach is now eagerly expected to
become one of universal methodology of science to resolve many grand challenges that remain
unsolved throughout this century. We hope this symposium becomes a forum for exchange of
the ideas of the attendants from various fields who are interested in the future possibility of
complex systems approach.

I am looking forward to meeting you in Beppu.

Dol T2 L

H. Tanaka >

January 12, 1999
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T. Ono, M. Imai, T. Etani (ATR, Japan)

S-B1: Intelligent control and robotics I (Invited Session) (Room B)

B1-1 Creation of subjective value through physical interaction between " 20
human and machine

T. Shibata, K. Tanie (Ministry of International Trade and Industry, Japan)

B1-2 Task sharing in a multiple robot system controlled by macro-commands " 24
of an operator
K. Ohkawa (University of Tsukuba, Japan)
T. Shibata, K. Tanie (Ministry of International Trade and Industry, Japan)
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T. Yamaguchi, N. Kohata, M. Takahide, T. Baba (Utsunomiya University, Japan)
H. Hashimoto (The University of Tokyo, Japan)

B1-4 Development of an intelligent data carrier (IDC) system and its applications =" 34
D. Kurabayashi, H. Asama, T. Fujii, H. Kaetsu, I. Endo (RIKEN, Japan)

B1-5 Physical agent and media on computer network e 40

Y. Kunii (Chuo University, Japan)
H. Hashimoto (The University of Tokyo, Japan)
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B1-6 Fast estimation of motion parameters for vehicle-camera using
focus of expansion

Z.Hu, K. Uchimura, S. Kawaji (Kumamoto University, Japan)
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S-B2: Complexity (General Session) (Room B)
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B2-2 Estimating an independent component based on the mutual information against
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T. Iwamoto (Mitsubishi Electric Corp., Japan)

B2-3 Rotational model of the stock prices(I)

S. Maekawa, Y. Fujiwara (Communications Research Laboratory, Japan)

B2-4 Rotational model of the stock prices(II)
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Y. Ishida (Toyohashi University of Technology, Japan)
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C. Sommerer, L. Mignonneau (ATR, Japan)
S-B3: Chaos engineering (Invited Session) (Room B)
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Abstract

Recently, on acquiring a shape of an object, various methods
have been developed. In these methods, a solid model that is a
target is necessary. A shape input device which does not need the
solid model is our goal. As a first step, we propose a shape input
system using the solid model. For this system, the spatial position
sensor is redesigned to be compact. Therefore, the proposed shape
input system has a simple structure and low cost. In this paper, we
examined its performance through some basic experiments and
acquired a target’s shape. These results are sufficient accurate for
shape input system.

Key Word: Virtual reality, Spatial position sensor, Three
dimensional shape input system, Virtual space

1. Introduction

With the progress of the computer technology, CAD/CAM
technology has been developed. But on acquiring a shape of an
object, especially in the art and the design field, an object is actually
made in advance and it is measured by an input device of the three
dimensional(3-D) shape. Thus, a solid model is necessary in order
to acquire its shape. Our idea is that making a target’s shape by
using hand’s movements substitute for making a target’s solid
model. Up to now, several types of 3-D shape input device have
been developed. They use joint arm', data glove' and wire”. The
type of using joint arm has small measurement area. The type of
using data glove is very expensive. The type of using wire has
simple structure, but it uses four wires to obtain spatial position. For
this reason, this device is not suitable for complicated hand
movements. From these reasons, we adopt the spatial position
sensor’ which uses only one wire to develop a 3-D shape input
device.

As a first step, we propose a shape input system using the spatial
position sensor for 3-D solid model. In this system, the spatial
position sensor is redesigned to be a decreased size and increased
measurement area. Therefore, this system has a large measurement
area and low cost. The proposed system has another device. It is a
rotary device on which a target(3-D solid model) is set. The target
is rotated on this device. So, we can get the target’s shape data in
every point.

In this paper, the performance of the redesigned spatial position

sensor is demonstrated through some basic experiments and the
proposed shape input system is examined on its performance by
using a 3-D target.

2. The Proposed Shape Input System

As shown in Fig. 1, the shape input system is set in normal
geodesic polar coordinates. A shape of a target is expressed in the
coordinates. The progress for acquiring the shape of the target is
explained in this section.

First, the target is set and rotated on the rotary device that is
driven by a motor(SANYO R-406-011E). At this time, the rotary
device’s revolution is controlled by a personal computer(NEC
PC9821) by way of a D/A board. Because of counting its
revolution, any spatial position on the target’s surface can be
obtained. Next, he/she has the pen shaped detective device which is
connected to the spatial position sensor by the wire and touches it to
the target. This device is set at an initial position. He/She traces the
detective device on the target’s surface from bottom to top. Then
the detective device’s movement from the initial position is
measured by the spatial position sensor. The output of this sensor is
brought to the personal computer through an A/D board. In this
computer, the target’s shape at any section is shown on the CRT
based on the revolution of the rotary device and the output of the
spatial position sensor.

Potentiometers

Spatial position sensor

Personal computer

(PC-9821)

Wire [ Detection &

LT e

Target VA |A/D | :
arge T T T
——

A

Rotary device

Motor.

Encoder——>

Fig.1 Schematic of the shape input system for three
dimensional object
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3. Characteristic of The
Spatial Position Sensor

Redesigned

3.1 The Redesigned Spatial Position Sensor

As described above, the size of the spatial position sensor was
redesigned to be compacted. This spatial position sensor’s size is
reduced from 770X760X200[mm] (WXDXH) to 660>X400X
200 [mm)] and the sensor’s weight is also reduced to 4[Kg]. Fig.2
shows the redesigned spatial position sensor.

EE——

e
s i

pdo
v b gl

Fig.2 General view of the redesigned spatial sensor

3.2 Feasible Measurement Area of @ and G

The spatial position of the point P (r, &, B) at the detection
device is calculated from the length r, angles @ and /&. The
length r is directly measured by a potentiometer. The angles @ and
B can be calculated from a displacement of the sliding bar which
is kept with a movement of the detection device. This displacement
is measured by other two potentiometers. The calculated algorithms
are explained in reference 3.

Detection device

P, @,06)

Sliding bar

Fig. 3 The structure of the spatial position sensor

As shown in Fig.3, the angle 77 mainly influences the feasible
measurement area of the . Therefore, the angle 7 is increased
from 90[deg.] to 120[deg.] to obtain larger feasible measurement
area than that of the original sensor. The feasible measurement area
is examined experimentally. The measurement area of the @ and
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£ are shown as follows:

283(21.3)= @=79.6(64.2)
6.0 (23.5)= B=51.7(58.2)

[deg] - ~(1)
(deg]* -+ (2)

Here, values within () indicate the feasible measurement area of the
original sensor. The feasible measurement area of this redesigned
sensor is wider than that of the original one. To acquire static and
dynamic characteristics, we examined some basic experiments.
These results are shown below.

3.3 Static Characteristic

The spatial position sensor fitting to the shape input system is
shown in Fig4. In this situation, the frames for setting the
measurement points are equipped and 8 measurement points are set
on them. These measurement points are arranged spirally and they
are measured 5 times at each point. Fig.5 shows these results at X-Z,
X-Y and Z-Y planes, respectively. Every point in Fig.5 shows the
average of 5 times. In order to evaluate the static accuracy of the
spatial position sensor, the differences between the actual values
and the measured values are calculated from Fig.5. And They are
shown on Table 1.

Fig.4 Eight spiral measurement points in the shape

input system
350
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3
250 | ] I2
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0
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350 350 ;
300 # o 0| n
250 6™ 250
6
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H . H .
> 150 i 2@ = 150 8,
0| 7@ 8, wo | w? 8
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Fig.5 Measurement results for static characteristic



Table 1 Static errors

Measurement point |X axis(®)[Y axis(%)|Z axis (%)
1 2.1 -0.6 2.8
2 4.0 4.3 0.5
3 -0.1 8.4 1.4
4 3.2 3.5 10. 4
5 3.0 1.3 9.0
6 -4.0 0.2 2.5
1 4.6 4.5 0.3
8 5.8 0.4 5.0
Average of error 2.4 2.8 4.0

3.4 Dynamic Characteristic

We examined the redesigned spatial position sensor’s dynamic
characteristic. A ball screw with a motor(R404T-0011,SANYO) is
employed as a device that gives some time displacements to the
spatial position sensor. This sensor’s wire is fitted to the ball screw.
Therefore, when the motor moves the ball screw, a displacement is
given to the spatial position sensor. The given displacement and
values measured by the spatial position sensor are shown in Fig. 6,
respectively. The frequency of this displacement is 0.18[Hz].

200
: 2 g (a) Input to the spatial position sensor
140
120

Position of the ball screw [mm]
=
=]

Value for x axis (mm]
=l
=l

40 (b) Output for X axis

0 5 10 15 20

Value for y axis [mm]
=
=]

20 (c) Output for Y axis

0 5 10 15 20

Value for z axis [mm]
-
=
=]

40 (d) Output for Z axis

0 5 10 15 20

Time [sec.]

Fig.6 Measurement results for dynamic characteristic

3.5 Results and Discussion

As shown in Fig.5 and Table 1, the errors of the sensor in X, Y
and Z axes are within about 4%. As the first step, these errors are
adequate for the shape input sensor.

As shown in Fig.6, there is some delay in every axis. They are
0.3, 0.3 and 0.2[sec.] in X, Y and Z axis, respectively. In the shape
input device, a tracing time for inputting an object’s shape is about
5[sec.]. So, these delay do not influence this system’s response.

4. Shape Input Experiment

In this section, we describe about the shape input experiment by
using the proposed shape input system. When a target on the rotary
device is rotating, he/she traces it by using the detection device. At
this time, the shape data of the target is obtained and these data are
expressed on the personal computer’s CRT. In results and
discussion of this section, those shapes are compared with the real
shape.

4.1 Methods

Target (sake bottle)

Rotary device

Fig.7 Target on the rotary device

The target(sake bottle 125X60[mm]) and the rotary device are
shown in Fig. 7. The target is rotated at 30{rpm]. The detection
device traces the surface of the target from its bottom to top. It takes
about 5[sec.]. At this time, the proposed shape input system obtain
the target’s spatial positions in the geodesic polar coordinates,
measurement time and angles for the target’s rotation as data. To do
so, this system can make figures at any section. Once those data are
stored at a hard disk equipped with the personal computer. After
tracing the target, the measured shape is expressed as 2-D vertical
and cross section figures on the CRT by using the acquiring data.
These sections figures are composed by the measurement points
and the straight lines connecting the measurement points as shown
in Fig.8. Here, the proposed shape input system at this version can
express only the 2-D section figure based on measured data. So, the
next version of this system will have the performance to express 3-
D figure.
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Vertical section figure ®

* Cross section figure

Fig. 8 Vertical and cross section figures on CRT

4.2 Results and Discussion

The real target’s shape and the vertical section figure are
obtained by the proposed shape input system are shown in Fig. 9.
These two figures are very similar to each other. But, there are
some waving parts in the measured vertical section figure. As a
cause of these, the sliding bar does not follow the movement of the
detection device smoothly. The errors between the real shape and
the measured vertical section figure is 2.4%(about 1.5[mm)]). This
errors are similar to the static experiment’s results. Also the errors
are similar to the errors of the other type 3-D shape input system
using wire’(about 2[mm]) and lights* (1.5% at cross section).
Because of these reasons, this proposed shape input system has
enough accuracy for getting a shape of 3-D object.

As described in 4.1 Methods, the measured shape is expressed
as 2-D vertical and cross section figures on the CRT in this system.
The method is not enough that the target is expressed as 3-D object.
But the data which is acquired by the proposed system have enough
information to make up 3-D object, because this system can obtain
the vertical section data at any angle of the target’ rotation and the
cross section data at any value for Z axis as shown in Fig. 8. So, as
this problem depends on software, we will program a method to
express as 3-D object in the next version.

(a) measured figure (b) real shape

e |

0 10 20 30 40 [mm]

S e
0 10 20 30 40 [mm]

Fig. 9 The measured figure and real shape at the vertical
section
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5. Conclusion

In this paper, we proposed the shape input system using the
spatial position sensor. For this system, the spatial position sensr~
was redesigned. We examined its performance through some basic
experiments. Besides we measured the target’ shape by using this
shape input system, and its vertical and cross section figures were
shown on the CRT. From these results, we obtained some
conclusions as follows:

1) The redesigned spatial position sensor is more compact
than the original one. This reduces low cost.
2) The redesigned spatial position sensor has sufficient
accuracy for the static and dynamic characteristic.
2) The proposed shape input system for 3-D object has
sufficient accuracy for inputting the solid model’s shape.
3) The expression method is not real. There is a need to
develop a new method that expresses 3-D figure.
Our future study is to improve this system to deal with complex
object such as a cup with handle. Also, there is a need to express a
measured shape in real time.
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Abstract

The haptic information is very important to develop
a virtual teleoperation system with high reality. But it is
very difficult to design a tactile device, in order to
present haptic information. Because the human
perceptive spatial scale of the real world is different
from the virtual world. In order to investigate the
relative characteristics of the spatial scale between the
virtual and the real world, the characteristics of human
visual and tactile distance perception on the horizontal
plane were measured, in our pervious study. In this
study, the characteristics of human visual and tactile
distance perception on the front parallel-plane are
measured. The results suggested that the human
perceptive distances are larger (smaller) than the
actual distances, if with using (not using) tactile
information. In the case of using the visual information,
the experimental results have individual differences.
The experimental results provide useful basic data to
design a tactile device, and to investigate the
mechanism of distance perception.

Key words : Human visual and haptic perception, Distance
perception, Teleoperation system, Virtual reality.

1. Introduction

In pervious studies, the virtual reality has been
mainly developed for visual applications[1~3]. In the
virtual world, the haptic information is very important
in order to operate a teloperator. But it is very difficult
to design a tactile device. Because the human
perceptive spatial scale of the real world is different
from the virtual world.

In our pervious study[4], we have measured the
characteristics of the human visual and the tactile
distance perception on the horizontal plane. The
experimental results suggested that the perceptive
distances were smaller than the actual distances if not
using the tactile information, while the perceptive
distances were larger than the actual distances if were
using the tactile information. In the case of using the
visual information, the difference between the actual
and the perceptive distances were smaller than in the
case of not using the visual information. In order to
operate a teleoperator, many different directional

movements are needed to be operated. Therefore, the
human characteristics of the visual and the tactile
distance perception are needed to be measured on
different directions. In this study, the characteristics of
human visual and tactile distance perception on the
front parallel-plane are measured. The experimental
results suggested that the human perceptive distances
are different from the actual distance. This experimental
results provide useful basic data to design the tactile
device, and to investigate the mechanism of human
distance perception.

2. Psychological Experiments

2.1 Method of Experiments

In order to measure the characteristics of human
distance perception, an experimental system was
developed as shown in Fig. 1. The tactile information
was presented by two movable touch targets for the left
and the right hand, respectively. The touch targets were
made from plywood, and they were wrapped by a black
paper. Depth, height and width of the tactile targets
were set at 23.0cm, 20.0cm and 0.5cm, respectively.
The actual distance between the tips of the right and the
left hand was measured by a standard scale and/or arm
angles sensors.

Movable
Touch Target
23.0cm /
<>
13
o
&
3
Subject Angle
A/D 6¢ch Sensors
v
PC

Fig. 1 The experimental system is used to measure
the human distance perception on the front parallel-
plane.

The concept of the arm angle sensor is explained in
Fig.2. X is defined as the measurement distance
between the tips of the left and right hand. E shown the
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length from the right elbow joint to the left elbow joint.
A, B and C show the lengths from the elbow joint to the
wrist joint, from the wrist joint to the finger joint, and
from the finger joint to the tips of the fingers,
respectively. The angles @, B and 7 are defined in
Fig. 2, and they are measured by three angle sensors. R
and L show the right and left arm. Then, the distance X
can be calculated by following equation.

X =E + { Agsin( @g) - Bgcos( g+ B - 180)

-Creos( Qg + Br + 7Tr -360)}

+ {Agsin( @) - Bicos( @, + B, -180)
-Creos(@, + B, + 7, -360)} @

EXE'XT‘R

7L 'XIBR

B
@ Ag
[
5 = Ar By Cr
(a) (b)

Fig. 2 The concept of the arm angle sensor

In order to define the subject's view size, a black
blinder and a black frame are made for the side view
and the front view, respectively. The frame and blinder
are made from the same material which are wrapped by
the black paper. The outline of the frame and blinder
are shown in Figs. 3 and 4. The frame's length of depth,
height and width are 35.0cm, 140.0cm and 98.0cm,
respectively. The height of the black paper is 83.0cm.
The distance between the frame and the subject, and the
height of the chair are 50.0cm and 45.5cm,
respectively.

The blinder's length of depth, height and width are
20.0cm, 18.0cm and 20.0cm, respectively.

98.0cm

35.0cr_n;

140.0cm
wo)'¢8

Subject

Touch Target

(a) (b)

Fig. 323' he outline of the bjack frame
< >

(a) (b)

Fig. 4 The outline of the black blinder

— 380—

2.2 Experimental Conditions

In four experiments, the subjects are requested to
stretch his/her arms to present ( or perceive) a distance.
The subject’s two arms are concurrently stretched on
the front parallel-plane. The actual distance and the
human perceptive distance are measured concurrently.
The experimental kinds are summarized in Table 1.

Table 1 Experimental kinds

Experiment No. | Using Touch | Using Vision
1 Yes Yes
2 Yes No
3 No Yes
4 No No

In Experiment 1, when a distance is set by the
movable touch targets in a random order, the subject is
requested to answer his/her perceptive distance with
tactile and visual information concurrently. Namely, the
subject stretch his/her two arms to touch the set
movable touch targets with his/her finger tips, and
answer his/her perceptive distance between the right
and the left hand. In Experiment 1, the subject’s sight is
covered by the black frame and the black blinder.

Experiment 2 is similar to Experiment 1, but in
order to answer a set distance, the subject used the
touch but didn’t used the vision. In Experiment 2, the
subject’s sight is blinded by a blindfold.

In Experiment 3, the subject is requested to stretch
his/her arm in order to present some distance with
vision but didn’t present tactile information. Two arms
angle sensors are worn on the left and the right arm of
the subject. The subject is requested to present distance
in a random order. For example, if “please present
30cm” is requested the subject stretch his/her arms of
the left and the right to present this distance(30cm). In
this case, the perceptive distance X is measured by the
arm angle sensors (calculated by equation (1)), the
actual distance is 30cm.

Experiment 4 is similar to Experiment 3, but in
order to present a requested distance, the subject didn’t
use tactile and visual information.

In all the experiments, the measurement ranges of
the distance are from 5 to 70cm. One distance is
presented twenty eight times in one trial, and one trial is
done five times for one subject.

2.3 Subjects

Five senior studies were served as subjects for all
the experiments. The conditions of five subjects are
summarized in Table 2. All subjects are men in their
twenties.

3. Experimental Results

The results of all the Experiments of subject HY are
shown here. The results of other subjects have similar
characteristics.



3.1 Experiments 1 and 2

The results of Experiments 1 and 2 of subject HY
are shown in Fig. 5. The horizontal and the vertical
axes show the actual and the perceptive distance,
respectively. The symbols A and @ show the
perceptive distance of Experiment 1 (with visual and
touch) and Experiment 2 (with touch but without
vision), respectively. The dotted lines shown that the
perceptive distance is equal to the actual distance. As
shown in Fig. 5, if with tactile information, the
perceptive distances are almost larger than the actual
distances, regardless of using the visual information or
not.

Table 2 Subjects Conditions
Sub.|Arm| A B C E | DA |VisualAcuityl DE
HS |Rightl 22.5| 6.8 | 10.3 | 43.3|Right] Left | Right| Left
Left| 23.5| 5.7 | 11.5 0.7 | 0.7
HY |Rightl 235.] 6.7 | 11.3|43.3|Right] 1.2 | 1.2 |Righf
Left| 24.2| 6.5 | 11.2
KS |Right 22.7| 6.5 | 9.1 |425|Right] 1.2 | 1.2 |Righ{
Left| 23.3{ 5.7 | 9.1
ON |Right) 23.7| 6.9 | 11.0 [42.4[Right]| 1.2 | 1.2 | Left
Left| 23.6| 6.5 | 12.0
TM |Right| 26.0| 5.8 | 10.3]43.0 Righ1 05| 1.2 Rightl

Left| 25.8| 5.8 | 10.3
Sub.: Subject, A, B, C and E are shown in equation (1), all
units are the centimeter, DA: Dominant Arm, DE: Dominant
Eye.

3.2 Experiments 3 and 4

The results of Experiments 3 and 4 of subject HY
are shown in Fig. 6. The horizontal and the vertical
axes show the actual and the perceptive distance,
respectively. The symbols A and O show the
perceptive distance of Experiment 3 (with visual but
without touch) and Experiment 4 (without touch and
vision), respectively. The dotted lines are similar to in
the case of Fig. 5. As shown in Fig. 6, if without tactile
information, the perceptive distances are almost smaller
than the actual distances, regardless of using the visual
information or not. ‘

4. Discussion

4.1 Perceptive and Actual Distance

In order to investigate the detail of the results of
Experiments 1~4, a difference between the perceptive
and the actual distance (PA) is defined by the
following:

PA =PD -AD (2)

where PD and AD are the perceptive and the actual
distance, respectively.

A ratio (R) of the difference between the perceptive
and the actual distance to the actual distance is defined
by the following:

R=(PA/AD) X 100 3)

The average values of the difference between the
perceptive and the actual distance (PA) and the ratio (R)
of subject HY are calculated from the experimental
result of Figs. 5 and 6, and they are shown in Fig. 7.
The horizontal axes show the actual distance. The
vertical axes show the difference between the
perceptive and the actual distance (Fig. 7(a)), and the
ratio of the difference between the perceptive and the
actual distance to the actual distance (Fig. 7(b)). The
symbols A, @, A and O show the results of the
Experiments 1, 2 3 and 4, respectively.
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Fig. 5 The results of Experiments 1 and 2 of the
subject HY
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Fig.6 The results of Experiments 3 and 4 of the
subject HY

As shown in Fig. 7(a), if using the tactile
information (Exps. 1 and 2), the perceptive distance is
almost larger than the actual distance(PA > 0). But, if
without tactile information (Exps. 3 and 4), the
perceptive distance is smaller than the actual
distance(PA < 0). In the horizontal plane distance
perception, the same phenomenon was confirmed[4].
This experimental results suggested that the tactile
information is an influence on the human characteristics
of large scale distance perception.

As shown in Fig. 7(b), the absolute value of the
ratio (R) is decreased as the actual distance is
increasing, and it is nearly constant in the range of large
actual distance. This experimental results suggested that
the humans have high distance perceptive sensitivity in
the range of the large distance. The experimental results
of other subjects have similar tendency of Fig. 7.
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Fig. 7 (a) The difference between the perceptive and
the actual distance(PA) and (b) the ratio(R) of the
differences between the perceptive and the actual
distance to the actual distance, as a function of the
actual distance

The absolute value of all the subject’s R are
calculated from the experimental results of Experiments
1~4, they are summarized in Table 3.

Table 3 The absolute value of the ratio (R) of
the differences between the perceptive and the

actual distance to the actual distance in

percentage[%] for all subjects

R \Exp. 1 2 3 4

Sub.
HS | 328 | 105 | 207 [ 236
HY 18.2 11.9 18.9 12.3
KS 9.62 12.9 6.29 12.5
ON 3.18 8.52 8.07 12.9
™ 6.32 10.3 4.85 8.07

Sub. : Subject, Exp. : Experiment, All unite of R
are the percentage.

As shown in Table 3, the human distance perceptive
characteristics have individual differences. In the case
of using the visual information (Exps 1 and 3), the R of
subjects ON and TM, are smaller than in the case of not
using the visual information (Exps 2 and 4), regardless
of using or not using the tactile information. In the case
of using the visual information, the R of subject HY is
larger than in the case of not using the visual
information, regardless of using the tactile information
or not.

In our pervious study[4], the experimental results of
the horizontal plane suggested that the most highest
accuracy of the human distance perception was using
the tactile and visual information. The results of subject
TM are same results of the horizontal plane, but the
results of subject HY are different from the results of
the horizontal plane. This results suggest that the visual
information can advance or retreat on humans to
perceive distance. Comparison between the experiments
of using the tactile information (Exps 1 and 3) and
experiments of not using the tactile information (Exps 2
and 4), the difference between the R of Experiments 1
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and 3 is about equal to the difference between the R of
Experiments 2 and 4.

Based on the experimental results, the distance
information of the real world is not needed to be set
equal to the distance of the virtual world, in order to
design the tactile device. Because human perceptive
distance is different from the actual distance. To
propose a mathematical model of the distance
perception is our future work.

5. Conclusion

In this study, we have measured the characteristics
of human visual and tactile distance perception on the
front parallel-plane. The experimental results suggested
that the human visual and tactile distance perception
have following main characteristics :

(1) Same as in the case of the horizontal plane,
humans have illusory characteristics of distance
perception on front parallel-plane. Namely, the
human perceptive distances are different from the
actual distance.

(2) If with using tactile information, the human
perceptive distance is larger than the actual
distance, but if without tactile information, the
human perceptive distance is smaller than the
actual distance, regardless of using the visual
information or not.

(3) The experimental results of the distance
perception have individual difference. Therefore,
to design the tactile device the individual
difference is needed to be considered.

Based on the experimental results, to elucidate
human mechanism of distance perception, and to design
a tactile device are author’s future work.
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Abstract

In order to develop a virtual simulator with high performance,
the information of the five senses are needed to be presented for
the user. On the other hand, it is known that human senses have
llusory  characteristics. Therefore, to study interactive
characteristic of the five senses is very important the purpose of
developing the virtual simulator with low cost and high
performance.

In this study, we aimed at the characteristics between the
visual and accelerative senses. Up to now, it is reported that lot’s of
studies about the characteristics of equilibrium perception have
been made. But, it is little about the characteristics between visual
and aocelerative perception. So the authors developed a motion
sense presentation system, to measure the interactive
characteristics between the visual and the accelerative perception.
The experimental results suggested that the accelerative
perception threshold is increased as the swaying frequency rises,
however, the accelerative perception threshold is not remarkably
changed if the visual information is presented or not.

1. Introduction

In the virtual simulator, the human sense of sight is the most
important of the five senses[1]. We usually experience that any
senses other than sight are caused by visual information. And it is
known the illusion of the motion sense is caused by the sense of the
sight. It is been studied the characteristics between visual and
equilibrium sense, for example the influence of the rotation
peroception and posture control are caused by visual information
and so onf2], [3]. The acceleration perception differed by the
binding posture condition of the subject and the presentation of
compound motion[4].

The goal of our study is to develop a low cost and high reality-
performance virtual simulators using compound senses. In this
study, the authors developed a motion sense presentation system
with low cost for the virtual simulator, and measure the
accelerative perception thresholds for the cases with visual
information or not. The experimental results provide useful basic

data to design a virtual simulator with low cost and high
performance, and to investigate the human mechanism of the
visual and the accelerative perception.

2. Experimental system

2.1 Configuration of system

In order to measure the characteristics between the visual
and the accelerative perception, an experimental system of the
motion sense presentation was developed. Figures 1 and 2 are the
oonfiguration and the view of the experimental system,
respectively. A moving chair was placed on the rails which were
placed on the floor, and it was connected to a drawing motor (DC
motor) by a wire. And the motor was connected an encoder to
measure to the movement of the moving chair (see Figure 2(b)).
The chair was able to move to the front and the rear. And also, the
upper part of the moving chair was able to rotate. Figure 2(c)
shows the rotation part. With using the moving chair, the subject
oould be moved to all directions in the horizontal plane. The subject
was sat on the moving chair, he/she received the visual and the
accelerative information from a Head Mounted Display (HMD)
and the moving chair, respectively. Visual information was played
by a videotape recording (CCD video camera) .

Control Box

.|:| Video % T T ) Subject
Camera button
- 77 Drawing Motor =~ 77T
R R
: fal , < o] Moving Chair
rirn Encorder

ROBOT
. DRIVER

T Rsanze

Figure 1 The configuration of the experimental system

In order to get the synchronization of the movements of two
video cameras with the moving chair, two video cameras were
concurrently controlled by a video/computer interface unit (SONY
CI-1100). The reaction of the subject was taken in personal
computer through a reaction button.

— 383 —



(b) The drawing part

Figure2 The view ofthe system

(©) The rotation part

2.2 Basic performances of the system
Maximum moving velocity of this system is about 13cm/s, and
maximum movement distance is about 3.5m. The movement of
the moving chair was measured by an encoder (the resolution is
1000 Counts/Turn), and the sampling frequency was about 16Hz
(it is enough to measure the reaction of the subject).
20

—— theoly value measurement value

AWAWA
VARVIRY.

time [s]

Figure 3 The dynamiccharacteristics ofthe drawing part
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Figure 4 The staticcharacteristics of the rotation part
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The measurement resolution of the motion was 0.044cm/s at
velodity, or 0.75cm/s at acceleration. Figure 3 shows the dynamic
characteristics of the drawing part. Figure4 shows the static
characteristics of the rotation part. The results were measured on
the condition of that the load was set at 60Kg weight.

3. Experimental method

3.1 Motion stimulus

Motion stimuli were the front and the rear swaying like the
corrugation which is shown in Figure 5. The motion of the velocity
was as 2™ curved line, so the motion of the acceleration was as 1%
straight line (in other words, the acceleration motion ratio was
constant). One swaying cycle is defined that the moving chair goes
and returns for the front and the rear once. In this study, the
swaying frequency was set at 0.1000, 0.0625, 0.0410 or 0.0200Hz.
The frequency, the maximum displacement, and the maximum
acceleration are shown in Table 1.

) .
l 0.75am/&
/\ /\ |
=]
=t i
£ % / \
3 - :
£
&
— velocity
acceleration
Time (s)
Figure 5 The motion velocity and the acceleration of the
motion stimulus.

Table1 The maximum displacement and acceleration.

frequency displacement acceleration
[Hz] [em] [ ant ]
0.1000 196 97
00625 313 6.7
00410 474 45
0.0200 973 23
3.2 Visual stimulus

The visual conditions were the cases of that the visual
information was not presented (case 1), and the case of that the
visual information was presented (case 2). In the case 1, the
subject’s sight was blinded by a blindfold, and in the case 2, the
visual information was presented by the HMD the images were
taken in the real world beforehand. The images were taken by
video cameras which fixed on the height of the subject’s eye line in
amodel room as showed in Figure 6. A white ball (diameter 10cm)
was used as a visual fixation point. The image of the visual
stimulus and the motion stimulus are shown in Figure 7.



»
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Figure 6 The model room
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Figure 7 The images of the experimental stimuh

3.3 Subjects

Subjects were four males who were 21 —24 years old, and they
had no problem on the balancing sense and the sight sense organs.
Their weight were between 50 and 65Kg.

3.4 Experimental procedure

The subjects were sat on the moving chair, and using the
reaction button to answer his’her velocity sense. When the velocity
of the visual or/and the motion stimuli were changed, if the subject
was sensing that the velocity was accelerated, he/she pushed the
reaction button. At this moment, the absolute value of the
acceleration was memorized, and this value is defined as the
accelerative perception threshold of the rising process. Conversely,
if the subject was sensing that the velocity was descended, he/she
released the reaction button. At this moment, the absolute value of
the acceleration was memorized, and it is defined as the
accelerative perception threshold of the descending process.

The visual stimuli were presented for the subject that had
taken in the same frequency as the swaying frequency of the

motion stimuli. One try is defined, as that the moving chair goes
and returns alternately for the front and the rear, and one session
is defined as three tries. The different swaying frequency was
shown for the subject in a random order. The measurements were
divided in the cases 1 and 2. For one subject, the measurements
of the same condition were carried out on three sessions.

4. Results

The experimental results of four subjects are shown in Figure 8.
Each datum of Figure 8 shows the average of 108 data of four
subjects. Figures 8 (a) and (b) are the results of the front and the
rear of accelerative perception threshold in the case 1 (no visual
information), respectively. Figures 8 (¢) and (d) are the results of
the front and the rear of accelerative perception threshold in the
case 2 (using visual information), respectively. The black lines and
the gray lines show the results of the rising and the descending
processes, respectively. The vertical bars show the change ranges
of the data in the different measurement try.

< 12
—s—mean (rising process)
10 F = maximum and minimum 10 F=* rising process
a- mean (descending process) \

8+ = maximum and minimum g " ending process
6 %6 .
£ =
=y z 4 .
ERN s,
£ ¥ E o

0.02 ()}(\41' 0.0625 0.1 0.02 0.1 0.0625 0.1
swaying frequency [Hz) swaying frequency [1z)
(a) The accelerative perception threshold

of the front direction (casel).

(b)The accelerative perception threshold
of the rear direction (casel).

or rising process 10 [ —— rising process

& descending process

g | @ descending process 8
& T
E 6 £ 6
g 1 R
I -
0 ER]
N 0.02 0.011 0.0625 0.1 0.02 0.041 0.0625 0.1
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(c) The accelerative perception threshold (d) The accelerative perception threshold
of the front direction (case2). of the rear direction (case2).

Figure 8 The accelerative perception threshold
of each swaying frequency

From Figure 8, it can be seen that the threshold increases as
the swaying frequency is increased. And also, the differences of the
threshold between the rising process and the descending process
have larger value in the range of high frequency. The thresholds
are not remarkably changed between the cases of the front and
the rear directions. Figure 9 shows the comparison between
experimental results of the case 1 and the case 2. From Figure 9, it
can be seen that the threshold of the rising process is larger than
the descending process’s one. However, the accelerative perception
thresholds have not systematically changed between in the case 1
and in the case 2.
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(a) The accelerative perception threshold of the
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(b) The accelerative perception threshold of the
rear direction.
Figure 9 The comparison between the experimental
results of thecase 1andthecase2

5. Discussion

From the experimental results, we can summarize the human
visual and accelerative characteristics as following:

(1) The accelerative perception threshold increases as the swaying
frequency increases from 0.02 to 0.1Hz. That is to say, humans
discriminate the change of the high speed motion that is
difficult than the case of low speed motion .

(2 The accelerative perception threshold of the rising process is
larger than the descending case’s value. In our future work; it is
needed to investigate in detail.

() Our results have not remarkable differences of the accelerative
perception threshold between the case 1 (not using visual
information) and the case 2 (using visual information). We
oonsider the reason that the view field of the visual information
was small (25.5%22.3 degree), and the depth information was
extremely little in the visual stimulus because the side walls of
the model room were white uniform planes. Therefore, we can
say that the visual information is not remarkably effected to the
accelerative peroeption, if the view field size and the depth of the
visual stimulus are set at a smaller values. This results
suggested that if we want to simplify the structure of the virtual
simulator with using visual information, the wide view field
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and the depth information of the visual stimuli are needed to be
presented. Previous study suggested that the peripheral view is
very important in the motion perception[5]. It is our future
wark to discover a quantitative relationship between the view
filed size and the depth information of the visual stimulus, and
the accelerative perception.

6. Conclusion

In this study, the motion sense presentation system with low
oost was developed, and the basic performances of the system were
demonstrated. Using the proposed system, accelerative perception
thresholds have been measured. The experimental results
suggested that the accelerative perception was effected by the
swaying frequency, and was not remarkably effected by the visual
information if the view field and the depth information were set at
smaller values. Based on this results, we have known that in order
to simplify the structure of the virtual simulator with using visual
information, the wide view field and the depth information of the
visual stimuli are needed to be presented.

In this study, the resolutions of the acceleration measurement
were about 10-30%. In the future, we are going to make the
resolution of this system improvement.
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Abstract

Recently, many audio-visual devices have been developed to
the expansion field of the virtual-reality and the diversification of
the mass media. In these applications, the visual and the auditory
information is very important. Because humans mainly get the
environmental information from the visual and the auditory
senses. In order to get high reality-performance, the human
audio-visual characteristics and mechanism are needed to be
investigated. In this study, the phase discrimination thresholds
between the visual and the auditory stimulus are measured with
the changing of the temporal frequency of the stimuli. The
experimental results suggested that the phase discrimination
thresholds are increased as the temporal frequency of the stimuli
is increasing. The experimental results are possible to apply
effective productions in the virtual-reality, the drama and the
mass media, they can contribute to clucidate the human audio-
visual mechanism.

1. Introduction

In previous studies, human visual and auditory
characteristics have been separately investigated in detail[1].
There are studies that argued visual or auditory characteristic
each come to elucidate the channel of information extended to
the brain[2]. The research about the audio-visual mutuality’s
related characteristics in spatial domain are to see an example of
the sound source localization, is examined well[3]. In the
application fields of the mass media and the virtual reality, the
effect of the matching of sound and video were investigated
[4][5]. There are studies discussed about the audio-visual
mutuality’s related characteristic in recognition science[6][7].
However, there are few things which argued in the temporal
domain about the audio-visual mutuality’s related characteristic.
In this study, we pay attention to characteristic of the human
audio-visual information processing. The phase discrimination

thresholds between the visual and the auditory stimulus are

measured with changing the temporal frequency of the stimuli.
The experimental results suggested how to present the visual and
the auditory information concurrently in the virtual environments,
and they provided basic data to clarify human mechanism of the
visual and the auditory information processing.

2. [Experiment

2.1 Experimental System

A proposed experimental system is shown in Fig. 1. The
visual stimuli were generated by a personal computer (NEC
PC9821), and presented by a CRT (Sony CPD-17SF7). The
audio stimuli were generated by the personal computer, and
presented by a headphone (Sony MDR-CD370).

DarkRoom ‘
R
b g
; 3 CRT
14.5 deg. ‘
. :
2 Resonse Key | | peorconal
S
(NEC PC9821)
Head Phone A Sound
‘ Subject Board

Fig. 1 The outline of the experiment system

2.2 Experimental Method

The visual experimental stimuli are shown in Fig. 1. The
distance between the CRT and the subjects is set at 1.00m. The
flame size of the rectangle background is 4.95°x14.5°, and it’s
brightness is set at 25.8 cd/11. The diameter of the circle is set at
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3.15° as visual target stimulus. The location of the target
stimulus is in the center of the rectangle background. The
brightness(gray scale) of the target stimulus is varied between
0.970 cd/ml and 52.4 cd/n in a sine curve. So, the target visual
stimulus(the circle) is changed by brightness only.

The pitch of the auditory stimuli is set at 1 kHz or 2 kHz.
The loudness of the auditory stimuli is varied between 48.6 dB
and 58.0 dB, 48.1 dB and 63.5 dB, in a sine curve of the time
course. In order to make the exact sine curves of the visual and
the auditory stimulus in the time course, the CRT brightness and
the sound pressure level were calibrated. The measurements are
carried out in the conditions of that the temporal frequency is set
at 0.18, 0.32, 0.56, 0.98, 1.7 and 3.0 Hz. In the same condition,
the measurements are carried out in the cases of that the phase
differentiates between the visual and the auditory stimulus set at
0°, 30°, 60°, 90°, 120°, 150° and 180°. The phase difference
means that the phase value of the visual stimulus precedes
auditory one. This reason is for the consideration of the subjects’
health. The scheme diagram of the visual and the auditory
stimulus is shown in Fig. 2.

A
(a) Visual Stimulus
:
=
)
<]
o
- - - -p Time
A B Phase Diff_erence
z (b) Auditory Stimulus
o
=
=
5 .
=3 S -
“ S - —p Time

Fig. 2 The schematic diagram of visual and auditory
stimulus on the time course

When the visual and the auditory stimulus are presented
concurrently(Fig. 2), the subjects are required to press the
response key to indicate whether between the peak of brightness
and the peak of sound pressure of stimuli have been recognized
synchronized or not. That is to say, if the subjects sense that the
visual stimulus is in(out) phase with the auditory stimulus, he/she
presses the response key to answer “Yes” (“No”) when the
different types of the visual and the auditory stimulus are

presented. The time chart of the measurements is shown in Fig. 3.

The combinations of changing the temporal frequency and the
phase of the visual and the auditory stimulus, are 42 per a pitch
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of the auditory stimulus. Each combinatorial stimulus is
presented 16 times in a random order. Three students were
served as the subjects for all the experiments. The conditions of
the three subjects are shown in Table 1.

Precsented Presented

8 scc. 8scc.

Start Until rcact 4 scc. Time

Fig. 3 The time chart of the measurements

Table 1 Subject Conditions

Subject | Age Sex Visual Acuity | Hearing Ability
H.Y 22 Male R:1.2,L:15 Normal
TK 22 Male R:1.2,L:1.2 Normal
O.N 21 Male R:1.2,L:1.2 Normal

3. Results

The experimental results are shown in Fig. 4. Figures 4 (1)
and (2) are the results of that the pitches of auditory stimulus is
set at 1 and 2 kHz. The vertical axis indicates the ratio of the
subjects reply  “Yes” ( the visual stimulus is in phase with the
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Fig. 4 The harmony ratio as a function of the phase
difference.



auditory stimulus) times to the total times of that the target
stimuli are presented. This ratio is defined as the harmony ratio.

From Fig. 4, it can be seen that the harmony ratio is
decreased as the phase difference is increasing, except the case
of that the temporal frequency is set at 3Hz. In the preparatory
experiment, the harmony ratio can not be measured if the
temporal frequency is larger than 3 Hz. Because the visual and
the auditory stimulus is too fast, the subjects can not discriminate
that the visual stimulus is in phase with the auditory stimulus or
not. So we can say that human can not discriminate the phase
difference between the visual and the auditory stimulus if the
temporal frequency is larger than 3 Hz.

As shown in Fig. 4, we can detect that the decreasing of the
harmony ratio depends on the temporal frequency. This
peculiarity can be explained by using Fig. 5. As shown in Fig. 5,
when the phase difference is increased, the harmony ratio
decreases quickly in the case of the high temporal frequency,
conversely, the harmony ratio decreases slowly in the case of the
low temporal frequency.

A
High temporal frequency

—
_—
~ —

- NP
. N
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Y

Harmony Ratio
7~

Phase Difference

Fig. 5 Schematic tendency of characteristic between
harmony ratio and phase difference

4. Discussion

Figure 6 shows the characteristic between the harmony ratio
and the temporal frequency. The Figs. 6(1) and (2) are results of
that the pitch of auditory stimuli is set at 1 and 2 kHz,
respectively.

From Fig. 6, we can seen that the harmony ratio has different
characteristics with changing the temporal frequency. In the
cases of the small (0° and 30°) and the large(150° and 180°)
phase differences, the harmony ratios are nearly constant. In the
case of that the phase difference is 120°, the harmony ratio is
increased as the temporal frequency is increasing. However, the
harmony ratio has band pass characteristic in the cases of that the
phase differences are set at 60 and 90°.
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Fig. 6 The harmony ratio as a function of the

temporal frequency

Figure 7 shows the average experimental results of the three
subjects, it is replotted from Fig. 4. In order to investigate the
detail of the characteristics of the harmony ratio, phase
discrimination thresholds between the visual and the auditory
stimulus can be calculated from Fig. 7. The phase discrimination
threshold is defined with the phase difference at the harmony
ratio value with 75%. The threshold is found at the cross point of
the harmony ratio value and the 75% line, as shown in Fig. 7. In
this way, the phase discrimination thresholds are calculated, and
they are summarized in Table 2.

1 =% (1) 1kHz Temporal
0.8 \‘~\i’ I | E
------ N S requency (Hz)
0.6 AN \§
° 0.4 i‘:\*\ ——(.18
= 0.2
£ 0
> - —0.32
=
E
5 4 056
o
*--0.98
*-- 1.7

0 30 60 90 120 150 180
Phase Difference (Deg.)

Fig. 7 Average harmony ratio of the three subjects
as a function of the phase difference

Figure 8 shows the characteristics between the discrimination
threshold of the phase difference and the temporal frequency.
Figure 9 shows the characteristics between threshold of time lag
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75% harmonized and the

discrimination threshold of the time lag can be easily calculated

temporal  frequency. The

from the discrimination threshold of the phase difference.
Because the temporal frequency is a constant (0.18, 0.32, 0.56,
0.98 or 1.7Hz).

Table 2 The discrimination threshold of the phase

difference and the time lag

Sound| Threshold of difference Temporal frequency (Hz)
pitch | phaseandtimelag || 0.18 |0.32| 0.56 |0.98| 1.7
1kHz |Phase (deg.) 34.6 |57.2| 78.4 |85.6| 105
Time lag (sec.) 0.53 |1 0.5 | 0.39 {0.24] 0.17
2kHz |Phase (deg.) 47.9 |71.3| 84.3 |88.6] 94.7
Time lag(sec.) 0.74 10.62| 0.42 {0.25]| 0.15
o _ 120
£ 5 100 |
e 8o}
= 8 60 |
2 5 40 f
£ = 20 |
ES
0.1 1 10

Temporal Frequency (Hz)
Fig. 8 The characteristic between the discrimination
threshold of the phase difference and the
temporal frequency
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Fig. 9 The characteristic between the discrimination
threshold of the time lag and the temporal
frequency

In Fig. 8, the discrimination threshold of the phase difference
is getting larger and larger as increasing of temporal frequency,
the cases of 1 kHz and 2 kHz alike. On the other hand, seeing
Fig. 9, the discrimination threshold of the time lag decrease as
increasing of temporal frequency, 1 kHz and 2 kHz alike. It is
considerate that the reason the tendency of 1 kHz differ from 2
kHz is that the human equal-loudness sensitively varies from the
pitch of sound stimuli.
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S. Conclusion

In order to investigate the human visual and auditory
characteristic in the temporal frequency domain, the
discrimination thresholds of the phase difference between the
visual and the auditory stimulus, are measured. The
discrimination threshold of the phase difference is getting larger
and larger as increasing of the temporal frequency. And this
characteristic varies from the pitch of the auditory stimuli. It is
said that it is no longer able to distinguish of the phase difference
as the temporal frequency is higher than 3 Hz.

From now on, the temporal frequency of presentational
stimuli should be accurate, it should be measured the effect to
discriminate the phase difference of the shape of visual stimuli
and the pitch of the auditory stimuli, so it can be elucidated the
mechanism of the audio-visual information. And investigating
more minutely, it is possible to produce a more effective for

virtual reality, drama and mass media.
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Abstract

Adaptive problem solving techniques such as neural
networks and genetic algorithms become so popular in
the Al field. The biological immune system is one of
the adaptive biological systems whose functions are
to identify and to eliminate foreign material. In this
paper, we propose an adaptation algorithm based on
immune model with immune network and Major His-
tocompatibility Complex. Immune network is a lean-
ing technique as an adaptive problem solving. MHC
expresses a characteristic that an agent can act some
behaviors. To investigate an adaptation ability of the
proposed algorithm, we apply to n-th agent’s travel-
ling salesman problem called n-TSP. This algorithm
performs adaptive behaviors for distributed coopera-
tion.

1 Introduction

Such as neural networks and genetic algorithms,
adaptive problem solving techniques become so pop-
ular. These techniques are based on information pro-
cessing in biological organisms and are applied many
kinds of optimization problems[1]. On the other hand,
the biological immune system is widely recognized as
one of the adaptive biological system whose functions
are to identify and to eliminate foreign material. In
order to perform such functions, Major Histocompati-
bility Complex (MHC) is used to identify foreign ma-
terial by difference of MHC. Immune network is used
to control making antibodies to eliminate antigens by
activation among immune cells.

In this paper, we propose a model of immune func-
tions and an immune algorithm as an adaptive prob-
lem solving on multi-agent system. Immune network is
defined as controlling mechanism of immune response
to eliminate effectively. MHC expresses a characteris-
tic that an agent can act some behaviors and uses to
cooperation among the agents. By using their char-
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acteristics, this algorithm will perform effective adap-
tation in dynamically changing environments by the
distributed cooperative among some agents. Then, we
apply the proposed algorithm to n-th agent’s travelling
salesman problem (called n-TSP) which is one kind of
multi-agent systems. Some computer simulations are
designed to investigate the performance of the pro-
posed immune algorithm.

2 Biological immune system and pro-
posed algorithm

2.1 Immune network

[
1/ cells are made at random

Presentation of an
antigen by macrophage

Do memories which
can immune response
to an antigen exist?.

The activation of immune Yes

cells that their works
effectively to an antigen.

Perform and memorize

Figure 1: Memory mechanism with immune network

Immune network is defined as controlling mecha-
nism of immune response, primary and secondary im-
mune response, by activation on the network that is
composed of immune cells and their connection. The
immune cells are composed of following three cells.
First one is macrophage whose function defined as
primitive response (random recognition, presentation
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and elimination against foreign materials). Second one
is T cell that recognizes infected cells (activation of de-
velopment of antibodies, recognition and elimination
by matching between T cell antigen receptor(TcR) and
foreign material). Third is B cell that recognizes un-
infected cells (presentation and development of anti-
bodies by matching between its antibody and foreign
material). By mutual cooperation among their cells,
especially essential functions are 1) widely recognition
ability by 3 kinds of recognition, 2) strongly adapta-
tion ability to unknown vast antigens by production of
random solutions controlling of immune response, 3)
memory mechanism is used to eliminate antigens that
eliminated once.

In the multi-agent system, there is environments as
dynamically changed by autonomic behavior of agents.
The exhaustive search for the environments is diffi-
cult problem because the problem space is too large.
The biological immune system will have the advan-
tages of learning and adaptive technique on the envi-
ronments because the system is possible to make so-
lutions against unknown vast problems (i.e., the prob-
lems which immune systems deal with are too large
like dynamically changing environments).

2.2 MHC

In the biological immune system, a characteristic
of an individual is defined as MHC[2]. If the infected
MHC on the cells which is composed an individual is
different from original(uninfected) MHC, the individ-
ual can recognize antigens by matching with TcR. In
other words, MHC is used to distinguish a “self” from
other “not self”.

MHC (Major Histocompatibility Complex)

\\
(=)

Q Antigen TcR

v

, 4 Recognize

MHC of not self
Antigen presentation cell

(Macrophage)

Figure 2: MHC and recognition of not self

In the design of effective multi-agent system, dis-
tributed operation with efficiency by mutual cooper-
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ation among agents is one of the most important as-
pects. It is thought as a such subject that the op-
erations which don’t include repeat operation among
agents design. In other words, we aim to construct
the system whose operations of every agent compose
exclusive ones. To consider the construction with bio-
logical immune system, agents own operations that are
necessary information for establishment of “self” is de-
fined as MHC, at first. By such definition, it is thought
one aspect that MHC between agent A and agent B is
difference, but a part of MHC both of agents is equal.
In such a case, if both of agents recognize other agent
as a “not self” and try to eliminate an opponent, the
system that is composed such agents will hope to be
the purposed construction.

2.3 Adaptations in biological immune sys-
tem

It is thought of as two types of adaptation mecha-
nism as a view, pre-adaptation and post-adaptation,
in biology. It considers one case that the individuals
change self-inertia to exist against selection pressure
from dynamically changing environments. The pre-
adaptation is defined as changing self-inertia in an as-
pect before selection pressure occurs (i.e., adapt inde-
pendently of selection pressure). The post-adaptation
is defined as changing self-inertia in an aspect after
selection pressure occurs (i.e., adapt in consideration
of selection pressure). When adaptation system to the
environments is composed, is important how to im-
plement their two types of adaptation mechanisms.
In the biological immune system, immune network
takes charge of them. Making of random solutions
means the pre-adaptation and adaptation using mem-
ory means the post-adaptation. It will be possible to
construct that an adaptation model keeps being effec-
tive adapted (i.e., without the condition that falls into
the local optimum).

The flow of time

Pre-adaptation Immune System

change in the changing Adapt to selection
self-inertia environment pressurc effectively|

Post-adaptation

Making randomly
immune cells

Immune network

selection \_[Adapt with changing ‘
il €SS i -1 i .
environment pressure in the self-inertia Using memory

Figure 3: Pre-adaptation and post-adaptation in the
immune system



2.4 Proposed immune algorithm

The proposed IA to adaptive solving for multi-agent
model illustrated on figure 4. Each step of the pro-
posed IA is explained in the following. At this point,
antigens are solving problems of not self agents and en-
vironments, and one individual composed of immune
cells is one agent.

Stepl. Definition of an antigen
Information which agents can recognize is defined.

Step2. Own establishment
MHC of agents as each an individual’s character-
istics are defined, and initial agents composed of
immune cells (here, macrophages, T cells, and B
cells) make. The immune cells make with random
or memory.

Step3. Swapping the immune cells
The immune cells that their energies as a life-time
was lost, become extinct. Make new cells with
random and swap lost cells for new cells.

Step4. Acquisition of the environment infor-
mation and presentation to the agent
Agents can acquire information of not self by us-
ing macrophages. The macrophages that have in-
formation about not-self change own MHC itself.

Step5. Energy transmission for activation
Agents recognize not self by T cells and B cells
that are matching MHC about not self. When T
cells and B cells that recognized it, they get en-
ergy from macrophages. The energy that each cell
can get is in proportion to their affinity, match de-
gree of between information of macrophages and

T cells (or B cells).

Step6. Memory and production of an antibody
by division and differentiation
T cells and B cells that energy exceeded their
threshold divide to memory cells and (only B
cells) antibody producing cells. Memory cells con-
tinue to exist as a memory of recognized antigens.
When agents meet with the same antigen memory
cells, can recognize it, produce antibodies quickly
than first encounter.

Four steps, from step 3 to step 6 are one time step. In
addition, this algorithm is adapted by repeating from
step 3 to step 6 until terminal condition.

@ISP)

resentation of proble
Information of cities and salesmen ’
~—Making initial salesmansv

k With memory or random

Step1: Definit of an antig 4
l |

Step2: Own blist

N aking of candidate solutoin
| Step3: Swapping the immune cells | ? ¢ random ! s>

Step4: Acquisition of the
environment information
and presentation the agent

Step5: Energy trans-
mission for activation

_{ Step6: Memory and production of an

fetting information of proble
Information of cities and salesmer?)

valuation solution:
Evaluation function
erform and memoriz
of good solution
visit city next off and result of learning

Figure 4: Proposed IA and n-TSP

antibody by division and differentiation

3 Experiment
3.1 Design of IA for n-TSP

The design of antigens and immune cells are as the
following.

[Antigen ] : Information of “cities” and “sales-
man”.
e cities;
— m; a number of cities.
— Pos(m); position of cities.
— Dis(m;, m;); distance between m; and m;.
¢ salesmen;

— n; a number of salesmen.

— Now_-Town; the city which it is in at this
present.

~ MHC[] = Traveled Town[l...m]; set of
visited city.

— Cost(Traveled Town[ ]) = ) 7" Dis(i,1 +
1); cost of traveled tour.

— Strength = 1/Cost(); easiness to spread
the tour.

where MHC is used as communication between
agents. The evaluation value when an agent moves
to the city maction, as the following (i.e. an evalua-
tion function in the step 5 of figure 4).

Eval(maction) = Dis(Now Town, Maction )*Strength

(1)
The value becomes lower as much as the cost of the
tour is long. Therefore, the tour whose cost is smaller
is supposed to be designed by the equation.

[Macrophage ] : Acquisition from an antigen.
Composed of Traveled_Town[ ] , “Local_View[ ]”
and “Energy”.
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e Local_View[l...m]; information of partial cities.

e FEnergy; life-time.

where Local View[ ]| which gets from an antigen
presents to the agent.

[T cell ] : Helping activation of B cell.
Composed of Local_View[ ] and Energy.
When the Local_View[ ] of Macrophage and T cell’s
one match only, T cell help activation of B cell (i.e.
step 5 in the algorithm).

[B cell ] : Making antibodies.
Composed of “Mmgetion” , Local_View[ ] and En-
ergy.

® My tion; Visit city next off.

When one B cell that was helped by T cell makes an
antibody as a behavior.

[Antibody ] : Perform behavior of agent.
Composed of maction.

3.2 Definition of experiment

The problem defined in the figure 5. The arrange-
ment of the cities is a circle, which a start city was
moved to the center, and the circumferential cities are
being arranged uniformly. The performance is con-
firmed in this experiment with two standards. First is
a visited all cities, and second is the cost proceed in
the optimization direction.

(a) Parameters of nTSP 1 Cities -
number of cities | 13 .
number of salesmer| 3 * *
time steps 1000 08 R .
(b) Parameters of 1A 0.6
Macrophages | 1 )
T cells 5 0.4
B cells 40
initial energy 1.0 0.2 .
threshold 2.0 '
decrease of energy | 0.1 % 02 04 06 08 1

Figure 5: Definition of problem

3.3 Results and discussions

In the figure 6, Cost is the evaluation of the tour
and Complete is the degree that satisfies the condi-
tion of the solution as n-TSP (0 < value < 1, if the
value is 1, the tour composed all cities and no over-
lap). Though the production of solutions is made by
random, the decrease of the cost by communication
used MHC (equation 1). However, the algorithm could
not find the optimum solution yet. As a reason, it is
considered that the environment changes another one
before better behavior is made, because importance is
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attached to the behavior which memories were used.
Therefore, this algorithm may be necessary to shift
of the search scope from local optimum because the
decrease of the cost isn’t seen after 500-time step.

Cost and Complete ' —
7 =
6 Cost — '
Complete—| °9
=
§ 5
S 4 0.6
3
3
3 04
a 2
1 I 02
—
% 50 100150200250300350400450500

Time step % 02 o4 o6 08 1

Figure 6: Cost and tour in the last step

4 Conclusion

In this paper, we proposed the immune algorithm
for multi-agent system, composed immune network
for pre-adaptation and post-adaptation, and MHC for
mutual cooperation between agents. This algorithm
was applied to simple n-TSP, and validity was exam-
ined. As future works, this algorithm becomes clear
some points about its behaviors.
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Abstract

Competitive co-evolution is well known as one of
adaptive algorithms. In some optimization problem,
this algorithm can acquire the solutions of the problem
effectively and has the ability to search a global space
[1, 2]. To further analyze the behavior of this algo-
rithm, we apply it to the Iterated Prisoner’s Dilemma
(IPD) [3, 4]. First, we design the competitive co-
evolution model for application to the IPD. Next, this
model is implemented to acquire strategies, and then
computer simulations are carried out. Using the com-
puter simulations, we analyze the relative abilities of
the evolved strategies.

1 Introduction

Competitive co-evolution algorithm is a well known
as adaptive algorithm such as neural networks and ge-
netic algorithms. Some of the attractive features of
this algorithm are its ability to acquire the solutions
of a problem adaptively, searching for better solutions
and having the capability to search a global space.
In our previous works, we adapted this algorithm as
an acquisition strategy in a board game, Tic-Tac-Toe
game, and succeeded in the acquisition of strategies
[2]. In this paper, we apply this algorithm to the
Iterated Prisoner’s Dilemma (IPD) [3, 4] to further
analyze its behavior. The difficulties in the IPD are
that each player must predict the other player’s action
and the strength of a player varies for every opponent.
Thus, the approach of acquiring strategies adaptively
is necessary for the IPD. We design the competitive co-
evolution model for applying this algorithm to the IPD
that contains complexity. This model is implemented
to acquire strategies, and then computer simulations
are designed. From the computer simulations, we ob-
serve the behavior of this algorithm by analyzing how
to evolve strategies.

Satoshi Endo, Koji Yamada, Hayao Miyagi
{endo, koji, miyagi}@ie.u-ryukyu.ac.jp
Faculty of Engineering
University of the Ryukyus
1 Senbaru Nishihara, Okinawa
903-0213, JAPAN

2 TIterated Prisoner’s Dilemma (IPD)

The Prisoner’s Dilemma is a two-person non-
zerosum game, which has been used for both exper-
imental and theoretical investigations of cooperative
behavior. In this game, each player chooses his ac-
tion from two alternatives, Cooperate or Defect. Each
player is assigned numerical values for each pair of
choices. An example of such a payoff matrix for the
players (playerl:P1, player2:P2) is shown in Table 1.

Table 1: The payoff matrix of the Prisoner’s Dilemma

P/ P, Cooperate (C) | Defect (D)
Cooperate (C) R:3/ R:3 S:0/T:5
Defect (D) T5/S:0 P:1/ P

In this game, each profit Reward (R), Temptation
(T), Sucker (S) and Punishment (P) must satisfy the
following relations.

T>R>P>S (1)

2R>T+S (2)

In these relations, no matter what the other does,
the selfish choice of defection yields a higher payoff
than cooperation. Also if both defect, both do worse
than if both had cooperated.

If the game is viewed as a single event, each player
finds defection to be the optimal behavior, regardless
of the opponents action. However, in the Iterated Pris-
oner’s Dilemma (IPD) in which two players will meet
again, the most optimal choice of action is difficult. In
the IPD, each player must have each strategy which
decides its action based on some rules.

The difficulties of IPD are as follows:
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Figure 1: Competitive co-evolution

1. Each strategy must decide its action by predicting
the opponent’s next action.

2. The strength of each strategy varies for every par-
ticipant.

Therefore, it is necessary for the IPD to model the
strategy that action is decided based on the finite his-
tory and the approach of acquiring strategy in a dy-
namically changing environment.

3 Competitive co-evolution algorithm
3.1 Competitive co-evolution

Competitive co-evolution refers to the simultaneous
competitive evolution of two or more populations. In
competitive co-evolution, the fitness of an individual
in one population is based on direct competition with
some individuals from another population. We rep-
resent the competitive co-evolution as shown in the
Figure 1. Such interactions have been well known as a
phenomenon which occurs in nature and modeled by
various researchers [1].

3.2 Competitive co-evolution algorithm

Figure 2 shows the competitive co-evolution algo-
rithm used in this study.

stepl: Creating two populations, P, and P;.
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1 Creating two populations
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16 Sampling individuals from

Calculating the fitness
f each individual in Pa

Calculating the fitness
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is satisfied .

pplying genetic operators

Figure 2: Competitive co-evolution algorithm

step2: Sampling individuals from P; as a set of eval-
uating P,.

step3: Calculating the fitness of each individual in P,
by competing with a sampling set from F,.

step4: If P, predominates over P, or termination con-
dition is satisfied, go to step6, otherwise go to
stepb.

step5: Applying genetic operators to P, using the fit-
ness calculated in step3. And return to step3.

step6: Sampling individuals from P, as a set of eval-
uating P;.

step7: Calculating the fitness of each individual in P,
by competing with a sampling set from P,.

step8: If P, predominates over P, or termination con-
dition is satisfied, go to stepl0, otherwise go to
step9.

step9: Applying genetic operators to P, using the fit-
ness calculated in step7. And return to step7.

stepl0: If the termination criterion of this algorithm
1s not satisfied, return to step2.

In this algorithm, from step2 to step10 is called one
competitive co-evolution generation.

As mentioned above, the competitive co-evolution
algorithm acquires better individuals by keeping on
predominating over each other.

We show the characteristics of this algorithm which
has a mechanism of the interactive improvement of
individuals as follows:



1. In the problem where a fitness function giving ab-
solute evaluation can’t be set, it is possible to ac-
quire the solutions of the problem effectively using
this algorithm. This is because each individual is
given relative evaluation by competing with their
co-evolving individuals.

2. By searching the solutions adaptively the algo-
rithm obtains better solutions.

3. This algorithm has the ability to search a global
space, that is global search algorithm.

4 Competitive co-evolution model for
the IPD

We analyze the behavior of the competitive co-
evolution algorithm in the IPD which contains com-
plexity. Thus, we design the competitive co-evolution
model for the IPD.

4.1 Definition of populations

In the competitive co-evolution model, there are
two populations. For the IPD, one population (P,)
is a set of the evolving strategies, the other (P;) is a
set of their opponents. The fitness of each individual
in P, is based on direct competition with some indi-
viduals from Py (in this paper, all individuals).

When P, improves more than P, the part of P, and
Py is replaced. Py is a set of the evolving strategies, P,
is a set of their opponents. In this way, the evolution
progresses by replacing both parts.

4.2 Genetic coding of strategies

We use the genetic coding of strategies that it is
devised by Lindgren [4].

In the model, each individual has a finite memory.
Each individual decides own action based on the finite
history. An m-length history consists of a series of
previous actions. An m-length history is expressed
by a binary number is shown in the following (0 for
defection and 1 for cooperation).

hm:(am-l,"',al,ao)g (3)

where,
ag : the opponent’s last action
ay : the individual’s own last action
as : the opponent’s next to last action

Since a deterministic strategy of memory m asso-
ciates an action to each m-length history, it can be
specified by the following binary sequence.

S:[A(),Al,'”,An-l] (n:2m) (4)

This sequence then serves as the genetic code for
the strategy that chooses action Ar when history &
turns up.

4.3 Evolutionary Dynamics

We use the Genetic Algorithm (GA) as evolutionary
dynamics of strategies in the competitive co-evolution
algorithm. Therefore, the fitness of strategies and ge-
netic operators are described.

4.3.1 Fitness of strategies

The fitness of strategy is calculated based on the fol-
lowing function.

1
Fy=——>"g; 5
Oppng ()

where,

F; : the fitness of ith strategy

Opp : the number of opponents

gi; : the average score for the strategy of ¢ playing
against opponent of j

4.3.2 Genetic operators

We use the roulette selection for reproduction of
strategies in next generation, one-point crossover for
keeping schema and three kinds of mutations for exist-
ing various strategies in a population. The mutations
are described as follows.

o point mutation : this flips a gene in the chromo-
some.

example : [00] —[01]

o gene duplication : this attaches a copy of the chro-
mosome to itself.
example : [01] = [0101]

e split mutation : this randomly removes the first
or second.

example : [1001] — [01]

The gene duplication and the split mutation causes
the length of chromosome to change.
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4.4 Simulation results and discussion

To analyze the behavior of competitive co-evolution
algorithm, this model is implemented to acquire
strategies. The parameters for the simulation are:

Table 2: Parameters for simulation

population size 50

one-point crossover rate 0.2

point mutation rate 0.01
gene duplication rate 0.01
split mutation rate 0.01
termination of applying genetic operators | 100
termination of competitive co-evolution 100

The evolution of strategies starting with the mem-
ory one strategies [00], [01], [10] and [11] is shown in
Figure 3 and Figure 4. The average score of strategies
in populations (P, and P) is presented in Figure 3. In
the Figure 3, acquired strategies are classified roughly
in three kinds (A is defective strategy, B is Tit-for-
Tat-like strategy and C is cooperative strategy). From
the result, the evolution of B against A, the evolution
of C against B, the evolution of A against C, can be
confirmed respectively. This fluctuation of strategy’s
ability is confirmed in the wide width of the vibration
in particular. We consider that the reason of the fluc-
tuation is because for the IPD, the best strategy varies
for every opponent. Therefore, when this model is ap-
plied to the problems such as IPD, the model causes
the fluctuation in the evolution of solutions.

On the other hand, the existence percentage of
strategy of every memory in population (P,) is pre-
sented in Figure 4. Our prediction is that if the strate-
gies of long memory exist in population, the strategies
will keep being given the chance of survival. However,
actually, strategies of long memory and short exist in
the population alternately. We consider that strategies
of short memory are easy to converge one ability more
than strategies of long memory because the number of
short is fewer.

From these results, we observe a relation between
the width of the fluctuation of the average score and
the existence percentage of strategies of every memory.
When the generation causes a wide width, strategies of
short memory exist in both populations or either. On
the other hand, in the generation of the narrow width,
strategies of long memory exist. When the width of
fluctuation is narrow, the cooperative strategies ex-
ist in populations. Therefore, the strategies of long
memory should exist in populations for emerging the
cooperative relation between two populations.
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5 Conclusion

In this paper, we designed the competitive co-
evolution model for application to the IPD. In the
computer simulation, we observed that this model
caused the fluctuation in the evolution of solutions,
when it was applied to the problems such as IPD. In
the future work, we need to adjust the parameters for
constructing the cooperative relation between strate-
gies and apply it the IPD with noise.

Acknowledgements

The authors are grateful to “Support Center for
Advanced Telecommunications Technology Research”
for their financial support.

References

[1] W.D. Hillis : Co-evolution parasites improve simu-
lated evolution as an optimization procedure, Artificial
Life II, Addison-Wesley(1991).

[2] Moeko Nerome, Koji Yamada, Satoshi Endo, Hayao
Miyagi : Competitive Co-evolution Based Game-
Strategy Acquisition with the Packaging, Proceed-
ings of the Second International Proceedings of the
KES’98, pp.184-189, 1998.

[3] R. Axelrod : The Evolution of Strategies in the It-
erated Prisoner’s Dilemma, Genegic Algorithms and
Simulated Annealing, Pitman(1987).

[4] Kristian Lindgren: Evolutionary Phenomena in Sim-
ple Dynamics, Artificial Life II, pp295-312, 1991.



Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

Vector Lyapunov functions method in
stability and control theories for logic-
dynamical systems.

V.M.Matrosov

Stability and Nonlinear Dynamics Research Center
of Mechanical Engineering Research Institute
of Russian Academy of Sciences, Moscow, Russia
e-mail: vladimir@matrosov.mccme.ru

ABSTRACT

The theory has been developed of logic dynamic systems (LDS), representing complex systems with
changing structure, that allows reconfiguration and hybrid description, containing a mathematical
models as well as logical equations. The vector Lyapunov functions (VLF) method has been
elaborated for their qualitative investigations; algorithmic principle for inference of theorems on
dynamical properties of stability and control type has been invented.

INTRODUCTION. !

Complex (large scale) systems, contain of
several subsystems long time functioning can
be disconnected or connected again to the
initial system, which can cause faults, dam-
ages or emergency situations. Connectively
stable systems mast have a requiring stabil-
ity properties and be able to save them under
various structural changes caused by faults
of elements, subsystem connection or discon-
nection, subsystem content changing e.t.s.

VLF-method [1-4] has been developed for
analysis of dynamical properties of com-
plex nonlinear system with various struc-
tural changes [5-6]. Side by side with sys-
tem structure changes in several cases the
changes in space dimension as well as im-
pulse coordinate changes can be allowed.

The theorems on properties such us stabil-
ity or boundedness, dissipativity, invariance
type under structural perturbations control-
lability, fault tolerance, survival and stabil-
ity under constantly acting perturbations,
has been stated using comparison principle
with VLF. The general approach to obtain
conditions of saving properties under various
structural changes has been stated.

Structural changes has to be understood

IThis work was sponsored by Russian Foundation
for Fundamental Researches (RFFI) grant N 99-01-
01164
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us transformation of system structural ma-
trices E' [5] in some time moments.

In applications such structural changes
could be caused by faults, damages, and
recovering of subsystems elements, control

reconfigurations, functioning mode changes
e.t.c. [6].

1.VLF-METHOD FOR COMPLEX
NONLINEAR SYSTEMS WITH
CHANGING STRUCTURE.

If system state vector is supposed to
change dimension than the system coordi-
nates has to be defined when it’s turned
on. State coordinates of connecting subsys-
tems has to be defined trough coordinates
of other subsystems, and impulse changes of
state coordinates also allowed under struc-
tural changes. In practice this corresponds
to chopping coordinate changes of control
system with changing structure, reconfigura-
tion by logical knowledge processing or log-
ical automatas [7].

1.1. Stability for systems with struc-
tural changes.

Let suppose that i(t) piece-constant func-
tion of time, with values from discrete set
L ={1,...,1}. Let’s consider a system, which



in 7-th structural state can be represented by
differential equation

&= f(t,z,i(t)), ze€R“®, (L1

i€L,teR\O

where © = {tk 0 <tg <t <ty ..tk —
oo when k — oo} - set of structural changes
moments, and relation

z(t, i(te) = i) = @l (2(te = 0,i(te = 0) = j))

tx € O (1.2)

in change process from j-s to i-th structural
state in tx, time moments z(tx — 0, j) € R™7,
z(ty +0,7) € R", i,j € L. Let’s suppose
functions f to be continuous if ¢ € R\O
and each 7 € L, right continuous if ¢t € ©
and satisfy existence and prolongability con-
ditions for each structural state. In addition
let’s suppose f(¢,0,i) = 0,¢t € Ry, 1 € L,
and a functions gofj to be continuous and
©5(0)=0,i,j€L, k>1.

Let’s involve a class £ of continuous on
t, z and locally Lipshician on z in do-
main R,"® for each i € L) vector functions
V(t,2,i) : Ry x R, x L — RNiv, which
satisfy continuity conditions on ¢ on systems
(1.1) (1.2) solutions, except, if needed, in
the points of discontinuity of z(¢), where
V(t,z(t,i(t)),4(t)) right continuous.

Let’s define also

DYV(t, a,i) =

. 1 N )
hl_l)l’_ll_lo sup Z[V(H_h’ z+hf(t,z,1),i)—V (¢t z,1)]

< gt V(t,x,i),4), t#t (1.3)

For all t > to, x(t) = =(t,(t), %0, zo,%0) is
any solution of the system (1.1), (1.2), exist-
ing when t € Ry.

Comparison theorem. Let next conditions
are hold

1)V € L, satisfied differential inequality
(1.3) for t # tx,(t,z) € Ry x R}*, where
g:IxR}* — R foreachi€ I, g(t,0,i) =0
and ¢(¢,y, 1) quasi monotonous nondecreas-
ing function of y;

2) ho > 0 exists such that zo € R}’ imply
gofj (z) € Ry and

V(t, k(. 1),1) < 5 (V(E—0,2,5),4),

where t = tx, = € R}, wfj : le_j - Rﬁ_"
nondecreasing of y;
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3) for all (z,t) € R)* x Ry andi € L
b(l[zl)) < NIV (¢, =, )| < a(llz]]),

where a,b € K (class of Hahn) and

N
IVt 0]l =D Vilt ).

=1

Then the stability properties of trivial so-
lutions of comparison system (CS)

dy .
— =gt t £t
o g(t,y, 1), t#t

y(te, i(te) = 0) = i (u(ts —0), (s —0) = ),
imply corresponding stability properties for
solution z = 0 of the system (1.1), (1.2).

Stability type dynamical properties for
system with structural changes has been in-
vestigated. Someone can see the develop-
ment of this results for analysis of logic-
dynamical control systems stability , and
also possibilities of it’s applications for dy-
namical reliability, vitality and safety of
technical systems.

1.2 The developing systems of pro-
cesses with structural changes.

We consider description of mathematical
model using concepts of developing system of
processes (SP) and abstract control system
[1,2], which are quite general axiomatic con-
structions unifying and comprehend practi-
cally any system of models, which has been
used for describing a states, control and
perturbations, hybrid data and knowledge.
Processing of expert and model knowledge
and estimations by means of artificial intel-
ligence.

It can be given like logical processes, dy-
namical knowledge bases in discrete time.

As far as for control processes with per-
turbations the content and structure of the
system, contemporary 1t’s state space, could
depend on control choice and change with
perturbations realization.

The developing system of processes r
could consist of several interconnected sub-
systems, described by different classes of dif-
ferential, difference, functional differential
equations, inclusions and other relations [1].
In simplest case discrete continuous non-
linear interconnected control system with
structural changes and perturbations is de-
scribed

:l?i(t + 1) = F,'(t, E:ci(t),u,-,pi)+



+E,(t, Ez(t),u,p), t€EN,
(i=1,...,k) (1.4)

dl’i(t)
dt

+EX;i(t,z(t), Bu(t),p) teT=10,7)

(i = Kk + 1,..,k) z(t) € RwO,
(1(t),...,zk(t)) = =z(t) € R n =
Zfﬂ n;(t), F;, X; -interconnections. (with
control u and perturbations p)

Definitions B of dynamical properties
(DP) of SP r proposed to be in form of a
graph with typical quantifies and conclusion
formulas in it’s points, expressed through the
vectors p and py of estimation functionals
and estimation sets Hf ,U,P*, H;,, P(t,¢),
PP (6)...

= EX;(t,z;i(t), u(to), pi)+

mq -typical quantifies e — A or V, R -final
formula. For example, p = (p!, ..., p').

R = (x € P(t,¢))

m=(Vz)f=... m=(3z)BA ..
P(t.) = {xe X' plt,) <}, ce R,

For example, in [4] there is considered a
definition B of safety and stabilizability like
complicated dynamical property that consist
of conjunction of two simple properties.

It means existence of normative control
such that for any normative perturbations
and 1nitial data each process do not exit from
the safety set and for any time interval of
normative length ©H process holds in sta-
bility set on each time intervals of sum pro-
longability less than ©°.

1.3 Comparison principle for theo-
rem derivation

Algorithms for inference of comparison
theorems had a following structure

(Fv,5,vp,w, 7 : M, C)B.=B

where v(t,z) = =z, s(to,u) = u,
vp(tO):EO)p) = Pec; ’U](t) - tc, Te - CS, C -
some connection formula, B. is correspond-
ing DP for CS r..
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It was proved by sequence of heuristic
rules, where quantifier formula C gives some
conditions which are derived from the quan-
tifier formula of studied DP definition from
which it was obtained by heuristic and logic
approach (see [1,2,4]).

Let for given DP B by analysis of
M, C,B. conditions M* C* F(B.) do
not contain z,z. are obtained such that
M*, C*F(B.)=M, C, B., or only C*=C

Definition. Vector comparison function
(v, s, vp, w) for system 7 is called vector Lya-
punov function (VLF) with respect to dy-
namical property B if it satisfy conditions
M*,C*, F(B,).

There are obtained algorithmic principle
for logical inference of the theorems on dy-
namazcal properties

(3(v, s, vp,w) : M*,C*)F(B.)=B

Lets denote W -the set of structural in-
fluences and suppose that the description
of system r under consideration depend on
structure, represented by structural matrices
S. For system r(S) someone need to obtain
conditions of dynamical properties changing
under structural changes, defined by set of
structural interactions W.

Vector Lyapunov function for system r(S)
with respect to dynamical property B(S) is
vector comparison function [6] v(S) for the
system r(S), if the formula B(S)is true for
it.

If for system 7(S) the VLF v(S) exists
with property B,(S), comparison system
rc(Sc) with property B.(S.) and a property
B, (S) is invariant with respect to W and
B.(S.) is invariant with respect to W. than
the system r(S) holds investigated dynam-
ical property B(S) with respect to definite
est of structural influences W (see [6]).

Applying this statement to comparison
theorem it’s easy to state whenever the con-
sidered dynamical property holds under all
structural perturbations, defined by struc-
tural influences W.

If a comparison system has been chosen in
form of upper solutions system of finite di-
mensional differential equation and sufficient
conditions for connection formula could be
denoted in form of Chapligin differential in-
equalities than there is effective procedures
for transformation comparison theorems into
theorems on dynamical properties.

Let VLF (v, s, vp),

v(t,x) = (v (t,%),...,v"(t,x)), teT,xeH



is introduced, t. = t. For control systems
described by a differential equations in R™(®)
dz(t)

dt

= F(t,z(t), u,p) (1.5)

v is like continuous function satisfy next con-
ditions: along any solutions z(t, h), h € HN
almost everywhere for t € T'(x)

D+’U(t, Iﬁ(t, h)) S Fc(tJ ’U(t, Z(t, h))a

s(to, ), p(h)): (16)
As a CS in this case it’s naturally to chose
the differential equation

dz.
dt

= Fc(t;xc:uc;pc)) (17)

z. € X! = A(t) CRF

with right side solution z;, F. defined in
domain A satisfying quasimonotonity on x.
there, measurable (in Lebesgue sense) and
bounded in norm by summable function in
each compact. This provide an existence of
generalized 2-type solutions [2] z.(t, h.) ab-
solutely continuous.

Theorem 1. Let exists VLF (v, s, vp) and
CS (1.7) satisfying (1.6) and other above
noted conditions, including condition: com-
parison system has a property B.. Then
safety and stabilisability is held for control
system (1.5).

Analogous theorems could be formulated
for development processes with discrete time
(T = N), and also on general case for dis-
crete - continuous processes, described by
(1.3). The last case require some additional
investigations, concerned with VLF method
development VLF construction technique in
application to considered problems.

2. VLF- METHOD ORIENTED
SOFTWARE.

There are elaborated 3 software packages.

2.1 Software package for inference of the-
orems of VLF-method.

More than three hundred comparison the-
orems for the various properties of a system
of processes, abstract controlled systems and
differential systems were obtained. This is
achieved for the first time in the world prac-
tice of computer theorem inference [2].

2.2 Software packages for analysis of sta-
bility type DP, quantitative estimations and
parametric synthesis of controllable systems

—402—

with perturbations (see [3]). Various me-
chanical, technical and automic control the-
ory problems, which can be described by
ordinary differential equations with pertur-
bations, controls and nonlinearities may be
studied.

2.3.  Software System DYNAMICS -
a Tool for Computer-Aided Modeling of
Fail-safe Control Systems described by
continuous-discrete logic-dynamic equations
[7].

Since 1992, the SS DYNAMICS has been suc-
cessfully applied in the leading Russian en-
terprise engaged in elaboration, creation and
exploitation of the fail-safe gyromoment at-
titude control systems (ACS) of the space-
crafts (SCs).

The SS operates in IBM PC/AT.
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1 Abstract

This study provides information about solution
of the problems with Analytic Hierarchy
Process(AHP) evaluation function using Genetic
Algorithm (GA). Analytic Hiearchy Process is a
decidion making method which is widely used on
Operations Research Decision making. The AHP uses
a multiple — criteria, pairwise-weighting method to
syntematically quantify perceptions genrerated by
primarily qualitative criteria. We propose to combine
AHP and GA to seek the optimum solution. We
realized this combination of the GA and AHP by
inserting the gene codes into the pairwise matrix for
the evaluation fucntion. By this combination of two
different approachs, we could realize the robbust
algorithm.
KeyWords: Genetic Algorithm, Optimization,
Operations Research, Decision Making, Management

science

2 Introduction

To optimize an evaluation function for solving
problems, we need to find a method which gives the
related parameter. In conventional approach, for
instance, finding the minumum to mean square error

(MSE) ,we use a gradiant method. That is making the

Proc. of The Fourth Int. Symp. on Artificial Lifc and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

derivative of the MSE to zero will give us the
minumum point. However, in problem solving such as
management of the human science,that we need a
fuzzy decision to make the above gradiant approach
does not work well. We have been studying the
possibility of applying AHP technique to iterative
problems. The characteristic features of AHP are its
robustness and iterative approach to seek the optimum
solution. Since AHP is widely used for “human
decision making”, if the problem consists of hundreds
of factors, it would be almost impossible to oprate

AHP iteratively by human.

Here, we propose the GA algorithm for
operating the AHP iteration for seeking the optimum
solution. Instead of human, AHP operated by GA

seeks the optimum solution by its heuristic evolution.

3 Analytic Hierarchy Process

AHP is a decision making method invented by
Dr.Thomas L S::\tty.1 It is based on the innate human
ability to use infromation and experience to estimate
relative magnitudes through paired comparisons. The
AHP algorithm consists of 4 major parts. Construct a
problem structure hierarchy by decomposing a
complex problem in search of cause—effect
explanations. Next, evaluate each criteria’s
significance by comparing same level factors. Finally
construct the general evaluation of each solution
alternatives, and select the best alternative.

Make a hierarchy as a representation of a
complex problem in a multilevel structure whose first
level is the goal followd successively by levels of
factors, criteria, sub-criteria, and so on down to a
bottom level of alternatives. For example, if the

problem is “Selecting the best computer”, then we can

make a problem structure tree(Figurel)
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Criteria

Figure3-1: AHP Hierarchy

To get the weights of each criteria, Satty
proposed to use the “Iegenvector” of criteria-
comparisoin matrix. Satty proposed to wuse the
Iegenvector as the criteria weights from its criteria
comparison matrix.  Suppose that we wish to
compare a set of n objects in pairs according to their
relative  weights.  Denote  the  objects by

A, A, and their weightsby W, w .

........... n

The comparewise is represented by a matrix of

underlying rations(assumed to exist) as follows.

Al M W M
Wy W, W, w,
Aot ws
w, W, w, w,
MY el
A3 ttttttttttttttttttttttttttttttttttttttttttttttttttttttt
w, W, w,
A w,ow, w, w,
n e e e
|, Wy w, |

Clarify the ratio of each criterion which
represent those judgements with meanigful numbers
on a pair wise comparison matrix by evaluating the
importance, significance of smaller problem to
anothers to Elicit judgments that reflet ideas, feelings
or emotions. And, input the number into the pairwise
matrix according to the “importance of one criterion”
with others. In the paired comparison approach of the
AHP, one estimates ratios by using a fundamental
scale of absolute numbers. The absolute number from
the scale is an approximation to the ratio Wi/Wj. The

derived scale tells us what the Wi and Wj are. This is a
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central observation about the relative measurement
approach of the AHP and the need for the fundamental
scale. Thus, instead of assigning two numbers Wi/Wj,
we assigin a single number drawn from the

fundamental 1-9 sale to represent the ratio (Wi/Wj)/1

as follows.
LA a,,
Ay lyylogecnneinninnnennsinnnean a,,
L R a,,
A=l Qpgereeereiimreeneon a,,
B PO a,,
Numerial Definition
Values
1 Equally Important or preferred
3 Slightly more imortant or preferred
5 Strongly more important or preferred
7 Very strongly more important or preffered
9 Extremely more important or preferred
2,4,6,8 Intermediate values to reflect
Reciprocals | compromiseUsed to refect dominace of the
second alternative as compared with the
first

Figure 2

This process is done for every pair .

This matrix has positive entries everywhere and

satisfies the reciprocal property a; = 1/a i

It is called a reciprocal matrix. We note that if
we multiply this matrix by the column vector
(W;....w, ) we obtain the vector nw. That is:

Aw = Aw

We get the weight of each criteria from this
matrix by obtainig the Iegenvector of this matrix A.
Then, we can get the weight vector by obtaining the

Iegenvector w. Satty2

The final step is a weightening process that uses these
priorities synthesize the overall importance of the
criteria, subcriteria and alternatives, and the highest

ranking alternative is chosen.




Let H be a complete hierarchy with h levels. Let B,
be the priority matrix of the k th level, k =2, ....,h.

If W’ is the global priority vector of the pth level with
respect to some element z in the (p-1)st level, then the
priority vector W of the qth level (p<q) with respect to

z is given by the multilinear form,

W=B,B,,..B, W

p+l

Thus, the global priority vector of the lowest level

with respect to the goal isgiven by,
W=B,B, ..BW

%3

4 AHP coeffecients Optimization
Technique based on GA

Our algorithm is based on the combination of
both GA and AHP.(Figure4.1) Analytic Hiearchy
Process has its strength on solving difficult ,

complicated problems with multi criteria.

GA AHP

GeneEncoding [ | Construct a problem

+ structure hierarchy

Which il.s,'_ lhe best??

O:Initialization

1: i
2:Selection

3:Crossover
4:Mutation

st Fulure

i+

Figure 4-1

4.1 Gene Encoding
The tequniqu for encoding solutions may vary

from problem to problem and from genetic algorithm

to genetic algorithm. Here, We use AHP pairwise
matrix for encoding. (Figure 4.2). Gtypes are
described as interger from 1 to 9 for AHP reciprocal
matrix. These gene codes are copied into the AHP

pairwise matrix.(figure 4-3)

Which is the best?
% \\
~ \\‘\
\‘».
e --. 4 time »
1time before L
before i
; kY Later ; !
7 3 time /7 i
// before 2tlme H
2time Later
before .
8 time
Later
(s] O
Cooporate Defect
Figure 4-2
4.2 Initialization

The initialization technique generates a
population of random integer string. This population

makes up the first generation of chromosomes.

4.3 Evaluation Function
Next, each chromosome in the population is
evaluated by the AHP evaluation fucntion, and fitness

valus for each chromosome are computed by the

fitness technique.

G 2 X SO a,
enes
A A S a,,
4
456783134 Eavas ST a,,
A= Qgeveoreormmenns -,
(318,085 -a

Genes are inputed as the
“Agent’s will” instead of
human decisions

= Figure 4-3
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The AHP evaluation fucntion is the link between
the genetic algorithm and the problem to be solved.
The AHP evaluation function takes a chromosome as
input and returns the chromosome’s performance on

the problme to be solved.
4.4 Operator

In reproduction, we use the parent selection
technique to pick two parent chromosomes. The
reproduction module applies the crossover and the
mutate operator to generate two new chromosomes,
called children. We introduced the AHP Consistency
Index for checking the “consistency level” of gene

codes.
ClI = Ay =1
n-1

If the C.I excels 0.1, it means “No consistency”
on the AHP reciprocal matrix 4 therefore these
genes are regarded as lethal genes. The operator may
cause those new chromosomes to differ from their
parents. After the reproduction, new chromosomes
have been produced. These new chromosomes are
evaluated , their fitnesses, are clculated, and they
replace the current chromosomes to form the next
generation. These generatiol cycles contiune until
adequate individuals have been produced. At this point,
GA halsts.

Now GA begins a series of cycles of

replacing its current population of
chromosomes by a new population. Each of
these cycles produce new generation of
chromosomes. If all goes well throughout
this process of simulated evolution, an initial
population of unexceptional chromosomes
will improve and parents are replaecd by
better and better children. If all has gone well,
randomely

genrated population of
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chromosomes have evolved so that later
genrrations contain indivuduals that are
better than ay found earlier. The best
individual in the final population produced
can be highly-evolved solution to the

problem.

5 Conclusion

It was impossible to solve huge-scale multi-
criteria problems. Our method “AHP coeffecients
Optimization Technique based on GA” can resolve
this types of problems by using GA Heuristic
iterative approach. Our approach has shown good
result on solving some Optimization problems like
TSP or Prisoner’s Dillenma and other Optimization

problems.
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Abstract

In this paper, we discuss the cooperative action
of multiagents, using the environment-adaptive type
function creation. The focal point is well-known as a,
method of sharing information without explicit com-
munication between agents. There is the cleanup room
problem as one of the problem setting of cooperative
action. We consider task handling by the focal point
algorithm for this problem. Furthermore, we consider
the creation method to fit a change of environment.

1 Introduction

A sharing of information among agents is an impor-
tant problem for realizing cooperative action of robots
in multiagents environment.

Cooperative action considered here is a problem in
which the ability of several agents is focused and han-
dle as one task. For example, consider the case “there
is a thing which cannot be lifted by one person, and
cooperation of other persons is necessary in order to
lift.” A task in this case is “lift a load” and coopera-
tive action is “cooperation of other persons in order to
lift a load”. In this example, it is important whether
joint ownership of information with someone else is in-
volved or not, for example in “It is impossible for me
to lift this load alone (I need help from somebody)”
and “Is it not impossible for that person to lift that
load? (Does he need help?)”. There is cleanup room
problem in one of the problems by several setting of
cooperative action. (3]

We consider task handling by focal point algorith-
m of sharing information only by observation and not
communication in this problem. And we consider the
creation method of functions to fit a change of envi-
ronment and uncertainty.

2 Cooperatiye action of robots
2.1 Cleanup Room Problem

We deal with cleanup room problem as problem set-
ting of cooperative action. This problem is put on how
many objects that should be finished in environmen-
t, and this will order the robots to push the objects.
Characteristic feature of this problem is that the a-
bility of one robot to process an object is established,
and whether it becomes necessary for cooperative ac-
tion with other robots. In other words, cooperative
action becomes necessary for the accomplishment of
task.

Z (Power of robot i ) > (Weight of Target) (1)

Therefore, each robot needs to aim at equal object in
order to accomplish a task.

2.2 Focal Point Algorithm

Focal Point Algorithm is well-known as a mechanis-
m of making agreement for a long time. For example,
the point that can agree between things fully even if we
do not communicate specifically, like 1/2 at distribut-
ing a thing between two persons. The place which is
distinguished from others extremely conspicuously is
called focal point.

We show an example which represents focal point
by a function in the following case.

An attribute value about object z € X or percep-
tion information about z through a sensor is given by,

F(z) = (filz), f2(x),---) (2)

However, f(z) seems to be feolor, fsize, and there is
a case of continuation value in case of disintegration.
Agents begin to select one object among those inside
set X of an object using this attribute F. But we add
probability P(z) that object z is observed to an ele-
ment deciding FP because the probability that object
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z is observed is different depending on environmen-
t state of arrangements of an object. Because focal
point is decided by the next function value using these
elements, we have.

Gi(Fi(x))a:p.' (3)

We use focal point search, that is a search method by
focal point algorithm, here in order to let robots do
cooperative action.

2.3 Example of Cleanup Room Problem

We next show an example which uses focal point
algorithm for Cleanup Room Problem. Focal point
algorithm is used with a part doing progress direction
decision of a robot here.

l Robots randomly walk until object is observed. l

" Direction of movement decided by FP algorithm. "
I

Robot arrives at the object that
it will push, at any fixed time.

Figure 1: Movement of robot

Let the robots work by the control as in Figure 1.
The robot continues by random walk till it observes
a target object, and then the selected target object
is decided by focal point algorithm when objects are
observed. A robot decided with target object in order
does not need to compare with the case when only one
object is observed, and it is then decided the object

progress direction.

| Attribute value of object is decided
I

I Robot gets information of object through sensor. |
I
I FP(x) is calculated from objects' information. I

LFocal point decided from maximum FP(x) of object x.
I

L Direction of movement decided by FP algorithm.

Figure 2: Focal Point Algorithms

Figure 2 is an example to decide progress course using
focal point function in cleanup room problem. In this
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example, calculate focal point function by an attribute
value of object, and through this it is decided when a
robot has several observed objects which way becomes
progress course.

Focal point function is established as follows.

¢ Order size of object as a function.
(Collect robots with a big object or a small one)

e In the case that processed an object, establish give
reward value. And enumerate object by size of
reward value. (Collect robots with a high object
of reward value)

2.4 Tocal Point Search

When letting cooperative action, there is need to
share information between the agents. In this place
we use focal point search to share information only by
observation information. We define focal point search
used here as following,

¢ Focal Point Search
Order it by adding priority sequence to objects.
By this robots decide progress course to a direc-
tion of high object of priority sequence when there
are several observed objects.

3 Environment-Adaptive Focal Point
Function

3.1 Focal Point Function

In focal point function FP(%) in order to bring in fo-
cal point search, agents calculate FP(i) for all objects
1, and decide priority sequence.

Fenster, Kraus, Rosenschein used focal point func-
tion represented by (4).

FP(z) = Y R(fi(z)) + 0.5E(f:(x)) (4)

allf;

However, suppose attribute set v, of all objects of ob-
servation being done to be,
Rareness:R(v) = 1/(|{vk|vx = v}])
Extremeness: E(v) = (maz(|{vi|vx < v},

Hvklve > v})/(I{vxlall k}])
This equation is defined as the decision algorithm,
even if individual difference fits each element that de-
cides the focal point, that seems to have high agree-
ment by utilizing Rareness and Extremeness. An at-
tribute value of object that each agent catches needs
to be in order to keep complete agreement when this



function is used. And a problem of not letting the
focal point agree when characteristic of object cannot
be distinguished happens. (when for example, there is
no element which is an unusual element and a value
or extreme is taken).

3.2 The Creation of Focal Point Function

It is natural each agent attribute value of an object
observed is different when general environment is con-
sidered. Accordingly we consider an attribute value
of an object that each robot recognizes as a different
thing. And we assume that each agent forms a focal
point function originally which can cope with it. In
this report, we suggest a method to let it agree by
changing focal point function itself in the equation(2).
In other words,

FP(i) = aft(i) + bfs(i) + cfe(i) + z; (5)

a, b, c :coefficient
ft, fs, fe : Attribute value of each type,size,color.

We use the method that will let it change whether it is
not done or whether we would have each agent bring equa-
tion(5) beforehand, and the object those values of a,b,c
selected as agreed with a partner. By this method, agents
can keep agreement for a difference of value of each agent
or attribute value caught. It is regarded that it can cope
when it seems not to satisfy the undistinguishable charac-
teristic in the equation(4).

4 Experimental Evaluation

Many pieces exist, and the object that should be fin-
ished to two dimensions of space supposes the problem
that two robots finish those objects. For this problem, the
robot decides progress course by a calculation. We do a
simulation of two robots finishing objects using calculation
results.

4.1 Condition setting and Comparison
Object

It is assumed that an attribute value of an object ob-
served by a robot is each wrong. When progress course
of two robots agrees, it should be the thing that the two
robots or an equal object are going to. We suppose it to
finish the object that agreed with two robots in order to
simplify it here. And compare the speed of task handling
with the time that is needed to finish all objects with end
condition with a method of 3, function change system 1,
function change system 2, random system.

Attribute value of Object

The object that the robot should finish has a kind of at-
tribute value as in table 1 and the robot is based on this
attribute value and decides progress direction using focal
point function.

Table 1 Attribute value of Object (left:R1,right:R2)

R1 type | size | color R2 type | size | color
objl 1 1 1 obj1 1 1 1
obj2 2 2 2 obj2 2 2 1
obj3 2 1 1 obj3 2 1 1
obj4 2 2 3 obj4 2 2 1
objs 2 3 3 obj5 2 3 1

Function Change System 1

o Two robots can see every object in environment as
an initial condition and a value of function FP(z)
is big and assumes that conformity degree is high
and lifts priority sequence and it is decided which
object robots goes to.

e A value of function FP(z) is big, and it is as-
sumed that conformity degree is high and lifts
priority sequence and it is decided which objec-
t robot go to.

example

FP(i) = ft(i) - fs(i) + fe(i) + =
(a=1,b=1c=1,z; =0)
FP(1) = ft(1) = fs()+ fe() +z;=1-1+1=1

FP(2) = ft(2) — fs(2) + fe(2) +z; =2-2+2=2
FP(3) = ft(3) — fs(3) + fe(®) +z;=2-1+1=0
FP(4) = ft(4) — fs(4) + fe(d) + 2, =2-2+3 =3
FP(5) = ft(5) — fs(5) + fe(5) + 2, =2 -3+ 3 =2

Robot decides progress course in obj4

Function Change System 2

¢ Calculate function FP(z) and average of the val-
ue. Near to this average of value, lift priority
sequence.

example

FP(i) = ft(i) — fs(i) + fe(i) + =
(e=1b=1c=1,2; =0)
FP(1) = ft(1) — fs()+ fe() +z; =1+1+1=3
FP(2) = ft(2) — fs(2) + fe(2) +z; =2+2+2=6
FP(3) = ft(3) — fs(3) + fe(B) +z; =2+1+1=4
FP(4) = ft(4) — fs(4) + fc(4) +z; =2+2+3=7
FP(5) = ft(5) — fs(5) + fe(5) +z; =2+3+3=38
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Average from FP(1) to FP(5) 5.6
obj1:|5.6 — 3| = 2.6
0bj2 : |5.6 — 6] = 0.4
0bj3: |5.6 — 4| =1.6
objd : |5.6 — 7| = 1.4
0bj5 : 5.6 — 8| = 2.4

Robot decides progress course in obj2

Change method of coefficient

In function change system 1,2, two robots each has
original function FP (i), and will change coefficient
a, b, c as follows.

1. An initial value of a,b,c is 0.
2. Add 1 to either of a,b,c.

3. Calculate function FP(z) and value of each ob-
ject.

4. Decide priority sequence of object and select one
object.

5. The object that is selected by other agents...

e When agrees, no change of coefficient.
o When it does not agree, add 1 to either a-

mong coefficients and subtract 2 from the
coeflicient which had earlier been increased

Random Search System

¢ Two robots select one object among five objects
at random, and decide on progress direction.

4.2 Results

5 v v \ - 7
E
l‘ c.
FP_2—' Je— FP_1
4 o ,l . .
,
”
l"
3t
2[ s A random
l'l ‘.
l'l
1t

0 2 4 6 8 10 12 14 16 18
Figure 3 Mean comparison of each search system

In figure 3, X-axle is number of searched objects, Y-
axle is number of objects finished. Two kinds of FP
function change system show that fast task handling
was done compared with a random search than this
figure.
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4.3 Consideration

From the experimental results, it was shown the
effectiveness of focal point function change system in
task handling. Through focal point function change
system, it is possible to achieve a focal point fitting
a given change of environment by simply changing a
function. It is also found to be more effective in prob-
lems of focal point search for elements of an object
even when characteristics do not give much informa-
tion.

5 Conclusion

In this report, we showed that it was effective to
change focal point function willingly in cooperative ac-
tion of an agent. Focal point function change system
makes it possible to achieve improvement, and sought
for creation method of better FP().
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ABSTRACT

For ordinary differential equation with holomorphe right side, as a result of comparison of classical
[1-4] and modern [5-8] critical cases investigations results in stability theory there is formulated
the common scheme for stability analysis.

The algorithmic rule for numerical construction of asymptotical estimations for perturbed motion
behavior in critical cases of stability theory has been created. This rule allows to reduce the problem
of estimating the solutions to the analogous problem for less dimensional critical subsystem. The
Lyapunov case of two zero roots is considered in the details, the complete solution is obtained for
this case. In addition the order of perturbation that do not affect stability and estimations has
been found [9].

The obtained rules can serve as a base for construction of database and system for investigation
of stability and construction of asymptotical estimations for solutions of differential equations on
the base of the results known at the verge of the century.

Introduction. to less dimensional critical subsystem

Let the system of autonomous differential dz
equations in critical case

where X (z) is a analytical function that can

(1) be constructed using X (z,y) and Y (z,y).
The base for this reduction was given by
V.A Pliss [5] theorem on existence of invari-
ant manifold: There exist a smooth invariant
manifold y = f(z), and any solution of the

{‘ji—“t”:A:c+X(x,y)
F=By+Y(z,y)

is considered, where ¢ = (z1,...,zx), A -
k x k - matrix with equals to zero eigen-

value real parts; y = (y1,...,4n), B-nxXn
matrix with negative eigenvalue real parts;
X, Y- analytical functions of z,y, that con-

tain only members more than first order in
there sums (O((z,y)?)).

It’s known by A.M.Lyapunov [1] that gen-
eral form of autonomous system of differ-
ential equation with holomorphe right side
in any critical case (that can not be ana-
lyzed using only linear components) can be
reduced to the form (1) by nonsingular linear
transformation.

To analyze the stability and asymptotic
behavior of the system (1) the first problem
is to reduce the investigation of that system
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system (1) converges some solution of the
system

d
= Ar+ X(z, f(@), y=I(k) (@)
exponentially.

1.Rule for reduction of initial system
analysis to one of critical subsystem.

Let assume that for any given analyti-
cal X(z) = O(]z?|) function for the system
2 — Az + X (x) there exist a rule to found
the order N +1 of permissible perturbations,
that do not affect to a singular point 0 type
and asymptotic behavior.

Then use the rule:



1. Transform a matrix B to Jordan form
by nonsingular linear transformation

2. For Y(z,0) find a constant m; such
that Y (z,0) = O(z™). Assume m = my

3. For system % = Az + X(z,0) find a
order of permissible perturbations n+1 using
the assumption

4. If m < N, or my # m (first pass).
In system (1) change variables with y = y+
u(™) where u(™) can be founded as a solution
of the equation

k Hulm)

Bu(m)—z EP Aiz = ~Y (z,0)+0(z™1).

i=1

It’s guaranteed that Y(z,0) = O(z™2),
where my > m + 1. Initial system
changes with transformed one doing follow-
ing X(2,5) = X (2,5 +u™(2), ¥ (2,5) =
37(1:,37), y =g, m=my. Go to step 3.

5. If m > N, than the stability properties
and asymptotic estimations for the system
(1) and transformed system critical subsys-
tem 4 = Az + X(z,0) are equal. The al-
gorithm comes to step 5 in a finite number
of operations if the system (2) has any finite
order of permissible perturbations.

Proof for stability for & = 2, see
G.V.Kamenkov [3] and for asymptotic be-
havior for k > 0 see [9].

This theorem shows that the key point of
the reduction is to estimate the order of per-
missible perturbations. There is no general
rule to do this in any case but for k < 2 the
complete solution is obtained:

Theorem If the system (1) with £ < 2
is asymptotically stable then the system (2)
has finite order of permissible perturbations.

Proof follows from the estimations given
in [9].

Theorem holds true only in the case of
analytical X,Y (for example, the asymp-

totic stability for the equation 42 =

dt
—sign(ar:)e‘l/“’2 can be destroyed by pertur-
bation of any order.
Remark. The Rule also gives the esti-

mation for y through z:
y=um)(2) + ...+ ul™ (z) + O(z™+)

This estimation, if needed, could be make
more precise by increasing m using step 4
(see [9]).

To conclude the part I want to pay atten-
tion that the problem has been completely
reduced to investigation of purely critical
subsystem but not with given X but with
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any possible one. There is proved by Arnold
[8] that there is no general algorithm to de-
termine stability for any given system, but
this not means that no rule could be con-
structed but there is no estimation for the
number of steps (it can depend upon the sys-
tem given). The next part of the article most
of the positive results concerning such rules
will be presented.

2.Rules for investigation of critical
subsystems in some cases

There are some different criterions to clas-
sify the critical cases, one comes from Lya-
punov is to use the dimension k of crit-
ical subsystem, the second one used by
L.G.Hazin and E.E.Shnol [6] is to determine
the codimension d of the set of some critical
case systems in the whole space of the sys-
tems (number of conditions that has to be re-
quired to obtain the case). Bigger codimen-
sion, more seldom the case could appears.
Unfortunately the high codimension can not
even lower the probability of the case, for
example the set of Hamilton systems has in-
finity codimension.

It’s showed in [6] that the complete solu-
tion of the problem in general can be ob-
tained for d < 3, in practice in this case the
dimension n < 2 or the system can be re-
duced to that case. So here lets consider
the case n < 2 regardless of codimension,
this means that any such case with any fi-
nite d > 0 can be analyzed.

The schemes to analyze the case

k<.

This case has to be truly considered as one
with most detailed investigation.

1. The simplest case is k = 1. The investi-
gation has been done by A.M.Lyapunov [1].
The system represented in form

Z_f =gz™ +0(="")
If m-odd, g < 0 -asymptotically stable, z ~
(1— m)gt)ﬁ, t — oo otherwise unstable.
Order of perturbations m + 1.

2. In the case of two zero roots with one
group of solutions (stability analysis by Lya-
punov [2], asymptotical estimations in [9])
the system can be presented in the form

dl’ dx
d—tlz.’l:z-}—Xl(:l}l,wz) 2 :XZ(wI;xZ)

dt
(3)
where X;(z1,z3),X2(z1, 2) analytical func-
tions X; = O(|z]?).



It becomes clear that there is no possi-
bility to determine non asymptotic stabil-
ity by finite number of arithmetic operations
with the members of Taylor series, but us for
asymptotic stability and estimation for that
case the complete solution can be presented
as the following rule:

1. If Xi(z1,0) # 0 change the vari-
ables by zo = z} + F(z1), where F(z1) +
Xl(l‘l, F(:Cl)) = 0.

2. Present X, in the form X, = az{ +
br?zy + O(z2 + z21) where constants
a, f > 2 -are natural numbers.

3. If o -odd, @ > 28+ 1, B-even, b < 0,
a < 0 then:

3.1 If @« > 28 + 1, then the solution is

asymptotically stable and

~ t)?R +1
o] ~ (FE=2E Ly
x2~—gzc§y—ﬁ
or b
~ | —— _%
o1l ~ (570
b st
Ty~ —
2 ,3-}-1 1

when t & co.
32ifa=28+1,d=0b*+4aB+1)>
0. than the solution is asymptotically stable
and the estimations are:

1| ~ ((b:I:\/c_i)(ﬁ—a+1)t)ﬂ_;+l
1 36+ 1) )
|za] ~ _(b:l:\/g)((bi\/g)(ﬂ—a-i- D25t
’ 2(8+1) 208+ 1)

where ¢ — oo.

4. If @-0dd,26 > o — 1, a < 0. then with-
out losing generality ¢ = —1, a = 2n — 1
(see [2]). Change variables by the rule z; =
rCsv, £y = —r™Snr where functions Sn and
C's can be detected as a solutions of the sys-
tem

dCs(v) dSn(v)
dv dv
with initial conditions C's(0) = 1, Sn(0) = 0.
4.11f 28 > a — 1 after this transformation
the system (3) appears in form

= 032"_1(1/)

= —Sn(v)

dr — prHIR(r, v) % = "1 4 1" O(r, v)

t (4)

Eliminate ¢ from equations (4) to obtain
dr R

— = = Ror? + Rar® + ...
dv 1+ r0 2r F Har™ +
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where R, R, ... periodical functions of
v.

Find the first members of the solution rep-
resentation r = ¢ + ugc? + ... + U™ + ...
until nonperiodic function in form u,, = gv,
where v periodic appears. If g < 0 the solu-
tion 1s asymptotically stable and

m—1

f) s
m+n—2

r~(
For z and y the following upper estimations

are obtained

" (2)
n0-5

lzal <r(t)  fzof <

42. fa=28+1and b> +4a(B—-1)<0
the system appears as

d
E:— =br"Sn?vCs" v + vt R
dV n n—1
i (14 bSnvCs™v)r" =" + "0
Exclude ¢:

dr _ brSn*vCs*~'v 4+ r’R
dv— (1+bSnwCs"v) +r0

= R1T+R2T2+ (4/)

Ry, R,, ... periodical functions of v.
4.2.1. If n -odd, b < 0, then the system is
asymptotically stable and

_ I(n—1) 1]
I —_— —_— —_
r<e ” (1 I0% 2¢)
ety 1= D) oy e
w
I(n—1) ]
I pa—
r>e( - (1+2n0_5+3e)
eI(n—l)t + ](n - 1)C)ﬁ
w
where I = (;U %‘—g;—:ﬁ. The difference

between the upper and lower estimations
here shows that the function r behave when
t — oo like a function % + %

4.2.2 if n-even, than use the step 4.1 where

in stead of (4) use (4°).

5. Otherwise the system is either unstable
or not asymptotically stable.

In this case the order of permissible per-
turbation is determined in [9].

If the initial system is asymptotically sta-
ble the process in 4.1 stops in a finite number
of steps.



The case of two purely imagine roots can
be resolved using the same rule but with n =
1.

To complete the two-dimension case it is
reasonable to consider the case of two zero
roots with unique group of solutions. The
stability analysis for that case was first con-
sidered by 1.G.Malkin [4].

The considered schemes could seems to be
easy for software implementation, but some
problems arises here. The first one appears
as the result of computer truncation error,
the error makes it impossible to check the
equalities such as a = 0. In the works
N.I.Matrossova [10] the interval algorithms
has been applied to go around this. The ad-
vantage of such approach is that the prov-
able solution can be obtained in comparably
simple critical cases of k = 1 or one pair of
purely imagine roots.

Now lets turn to multidimensional case.
In this case no general scheme exists, but
only some rules for the special cases. Here
lets describe one interesting scheme for non-
resonant case of k pairs of purely imagine
eigenvalues.

Let’s consider the critical subsystem in
complex form

dz; .
-d—t] = wWjz; + Zj ZAjklzkl + O(HZHS)
k

in terms of variables p; = |z;|? together with
this system lets consider the simplified sys-
tem

dp;
dTJ =p; Y Gkpk (5)
k

where ajr = ReAjr Next theorem, proved
by Molchanov (see [7]) gives the base for the
investigation of the system:

The solution p = 0 of the system (5) is
asymptotically stable if it have not got the
invariant growing and neutral rays.

As invariant growing ray lets denote the
solution in the form p; = v;t.

As neutral ray lets denote any ray that
consist of a equilibrium points.

The scheme for stability analysis in this
case 1s the following

1. Shoos the set of indexes {j1,...,jr} = I

2. If the system ), ajuyx = 1, j,k € I
has a solution with v; > 0 than there exist
a invariant growing ray, implying the Insta-
bility.

3. If the system >, ajxyx = 0, j,k € I
has a solution with v; > 0 than there exist
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a invariant neutral ray, stability can not be
guaranteed.

4. If all possible sets I passed the tests 2,3
then the system is asymptotically stable, if
not go to step 1.

For the proof refer L.G.Hazin and
E.E.Shnol [6].

As it comes clear most of the rules outlined
herein are difficult to apply manually, due
to great number of steps, but they can serve
as a base for construction of computer soft-
ware for analytical investigation of stability
and construction of asymptotic estimations
for solutions of differential equations.
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Abstract

We describe a novel Genetic Algorithm which we
call a Parameter-free Genetic Algorithm (PfGA). The
PfGA is inspired by the idea of a biological evolu-
tion hypothesis, i.e., the disparity theory of evolution.
Two different types of parallel distributed architec-
tures of the PfGA are investigated using benchmark
problems in the the first International Contest on Evo-
lutionary Optimization at ICEC’96 for simulating arti-
ficial ecosystems; One is a uniformly distributed type
and another is a master-slave type where a specific
sub-population supervise immigration of individuals
among sub-populations. We compare and discuss the
performance of two parallel distributed architectures
using parallel processors to get an insight into the na-
ture of ecosystems.

Keywords: genetic algorithm, evolutionary compu-
tation, parallel distributed processing, ecosystem

1 Introduction

The Genetic Algorithm(GA) is an evolutionary
computation paradigm inspired by biological heredity
and evolution[1]. GAs have been successfully applied
to many practical applications such as functional opti-
mization problems, combinatorial optimization prob-
lems, and optimal design of parameters in machines
[2]. However, some problems for GA have not yet
been resolved. One such problem is that the design
of genetic parameters in a GA has to be determined
by trial and error, making optimization by GA ad hoe.

To relieve the user of this kind of adaptive
parameter-setting problem, we proposed a Parameter-
free Genetic Algorithm (PfGA)[8] inspired by the dis-
parity theory of evolution, where no control parameters
for genetic operations need to be set as constants in ad-
vance. This disparity theory of evolution is proposed
by Furusawa et al.[3] based on different mutation rates

Sachio Kizu
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Figure 1: A hypothesis in the disparity theory of evo-
lution

in double-stranded DNA.

Parallel and distributed processing of GA has been
extensively studied[4] [5], granularity ranging from
fine- to coarse-grained, and the mode of processing
covering both synchronous and asynchronous process-
ing. In this paper we discuss two types of parallel
distributed architectures for the coarse-grained model.
One such architecture is a uniformly distributed type
where some sub-populations asynchronously evolve
on multiple processors with some chance of migra-
tion among sub-populations. Another architecture is
a master-slave type where a master sub-population
supervise other slave sub-populations by inspecting
the migaration of the best individual among all sub-
populations. We performed some comparative experi-
ments for the benchmark problems at ICEO (Int. Con-
test on Evolutionary Optimization)’96 [6] using these
two archtectures, some interesting and encouraging re-
sults of which will be shown.

2 PfGA Inspired by Disparity Theory
of Evolution

As Charles Darwin claimed in the Origin of Species
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in 1859[1], a major factor contributing to evolution is
mutation, which can be caused by spontaneous mis-
reading of bases during DNA synthesis. Semiconser-
vative replication of double-stranded DNA is an asym-
metric process where there is a leading and a lagging
strand. Furusawa et al. proposed a disparity theory
of evolution[3] based on a difference in frequency of
strand-specific base misreading between the leading
and lagging DNA strands (i.e., disparity model). Fig.1
shows a hypothesis in the disparity theory of evolution.
In the figure, the leading strand is copied smoothly,
whereas in the lagging strand a copy error can occur
because plural enzymes are necessary to produce its
copy. This disparity or asymmetry in producing each
strand occurs because of the different mutation rates
in the leading and lagging strands. Thus maintains di-
versity of DNAs in population as generations proceed.
The disparity model guarantees that the mutation rate
of some leading strands is zero or very small. When
circumstances change, though the original wild type
can not survive, selected mutants might adapt under
the new circumstances as a new wild type.

The PfGA is inspired by the disparity theory of evo-
lution, described above. The population of the PIGA
is considered as a whole set S of individuals which
corresponds to all possible solutions. From this whole
set S, a subset S’ is introduced. All genetic opera-
tions such as selection, crossover, and mutation are
conducted for S’, thus evolving the sub-population S’.
From the sub-population S’, we introduce a family S”
which contains two parents and two children generated
from the two parents. The detailed description on the
PfGA is served elsewhere[8].

3 Parallel Distributed Processing of
PfGA

Generally speaking, parallel processing aims at ac-
celerating the speed of processing. In the case of GA,
it alms at reaching better solutions faster than se-
quential processing by extending the search space. We
use a coarse-grained asynchronous model. The coarse-
grained parallel GA assigns a sub-population as a unit
of processing, and some few individuals are migrated
among sub-populations at an appropriate rate. This
model is also called an island model, and one island
(sub-population) constitutes of one deme which is a
minimum recombinational unit of biological species.

Fig. 2 shows an architecture of uniformly dis-
tributed parallel PfGA. One deme in this architecture
is based on the single PfGA architecture[8]. The whole

—416—

population S is located at the center from which M
sub-populations {S/}, ( = 1,..., M) are extracted.
Each family shown as S/ is extracted from each sub-
population S;. If better individuals produced in each
sub-population S}, the individuals are copied and mi-
grated among the sub-populations (the bilateral ar-
rows indicate this situation, however, in fact any mi-
gration can happen among any sub-populations). One
possible migration method is as follows: if the case 1
or 4 happens in some family, the better individual C;
that is better than its two parents can be copied to
other sub-populations as an emigrant. When other
sub-populations recieve the immigrant, they have to
decide to accept it or not because the number of indi-
viduals will increase and lead to an explosion of diver-
sity if any immigrants are unconditionaly accepted.

Fig.3 shows another type of architecture for parallel
PfGA. This can be called a master-slave type architec-
ture. Let S{ be the master sub-population, and {5/},
(i =2,..., M) be the slave sub-populations. The mas-
ter S} always or at some interval supervise itself as well
as the sub-populations {S}} identifying the best indi-
vidual among those. When case 1 or 4 happens in some
sub-population {5/} compare C; with the best-so-far
individual supervised by the master sub-population.
If the former (C}) is better than the latter, copy and
distribute it to all other sub-populations including the
master one.

These architectures are being implemented using
multiple processors connected with local-area net-
works (LAN). PVM (Parallel Virtual Machine)[7] soft-
ware 1s used to evolve the sub-populations parallelly
and asynchronously.

4 Experiment

Experiments were performed on five function opti-
mization (minimization) problems with 5 and 10 di-
mensions in the first ICEO[6]. These functions have
its own upper and lower bounds defined by its range
of variables x;. The defined variables were encoded
using 22 to 24 bits in Gray coding, depending on each
function.

In the ICEQ, the following three performance in-
dexes were introduced; the Expected Number of Eval-
uations per Success (ENES), the best value reached
(BV) and the Relative Time (RT). These indexes were
measured on every problems of the test bed with 5 and
10 dimensional versions. The ENES index represents
the mean number of function evaluations needed to
reach a certain fitness value, Value To Reach (VTR),
given with each problem. The ENES is computed by
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Figure 2: A uniformly distributed parallel architecture
of PIGA

running 20 independent runs of the algorithm until
the VIR is reached. RT is defined by (CT-ET)/ET,
where CT is the total CPU time to perform the algo-
rithm with 10,000 iterations, and ET the CPU time
to perform 10,000 fitness function evaluations. Conse-
quently, the less RT, the more compact the algorithm
becomes. Among the nine competitive algorithms in-
cluding PfGA participated in the ICEO, the PfGA be-
came the second place in 5 dimensional version[8], and
the sixth place in 10 dimensional version based on the
criterion where the smaller ENES the better.

We compared the performance on two different
types of parallel distributed architectures for the
PfGA. These two architectures are implemented into
a parallel computer (an alpha machine by DEC with
eight processors) using a network software, PVM. One
trial was defined as 10,000 evaluations of individuals
in the case of 5 dimensions. An appropriate number of
evaluations more than 10,000 (typically 100,000) are
adopted for the cases of 10 dimensions because of dif-
ficulty in searching their global minima. One hundred
trials from different random seeds were performed for
each function to get statistics. From the performance
results on the function optimization ploblems, we ex-
pect to verify which archtecture is better and more
appropriate for evolving such ecosystems as the paral-
lel distributed PfGA.

population

s7 "

Figure 3: A master-slave type architecture of PfGA

5 Experimental Results

Experimental results on two kinds of parallel ar-
chitectures are shown in Figs.4 and 5 in 10 dimen-
sional version. For 5 dimensional version, the differ-
ence between two kinds of architecture was small. In
Fig.4, ENES is shown as a function of number of sub-
populations with a change from one to 16 (1, 2, 4,
8 and 16). In Fig.5, success rates (%) are shown as
a fuction of number of sub-populations. In these fig-
ures, the solid line shows the case of uniformly paral-
lel distributed (PD) architecture, and the dashed line
shows the case of master-slave (MS) type of architec-
ture. These results are averaged over five kinds of
functions with 100 trials each. We can find that the
PD architecture is better than the MS architecture
for ENES as the number of sub-populations increases.
Also the success rates are almost the same between
two architecures, but slightly better for the PD case
than the MS case.

6 Discussion

We compared two kinds of different parallel archi-
tectures using test functions in terms of ability in
searching global minima. As a result of that, the
uniformly distributed type architecture is found to be
better than the master-slave type as an overall per-
formance because the less ENES and more success
rate were achieved for the PD architecture. The rea-
son can be thought as follows; The MS type always
distributes the best individual to all sub-populations
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which may dicrease the diversity of ecosystem, whereas
the PD type distributes the locally best individual to
other sub-populations which maintains the diversity
of ecosystem. In a huge search space with high di-
mensions, it ie of critical importance to maintain the
diversity of ecosystem for finding a global optimum.

7 Conclusion

The PfGA is inspired by the disparity theory of
evolution in which a difference in frequency of strand-
specific base misreading between the lagging and lead-
ing DNA strands occurs. It shows a rapid evolu-
tionary behavior, does not require the setting of ge-
netic parameters, and is easy to construct. The
PfGA is well-suited to parallel distributed process-
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ing in which many sub-populations can be evolved
either synchronously or asynchronously using paral-
lel processors with some chance of migration between
sub-populations. We demonstrated and compared two
kinds of asynchronously coarse-grained (island) archi-
tectures for the Pf{GA using multiple processors.

In the current stage, we can simulate an asexual
ecological system. Furthermore, if we introduce gen-
der (i.e., male and female) into each individual, we can
simulate a serual ecological system where sexual re-
production will be realized. These parallel distributed
PfGA architectures would also effectively resolve dy-
namically changing problems and ones in a noisy en-
viroment. Therefore, it would possibly be used as a
powerful engine for solving such difficult real-world
complex problems and further studying ecosystems.
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Abstract

Based on the filtering mechanism of the immune
system (i.e. positive selection and negative selection),
we have proposed an immune algorithm.The algorithm
filters agents that are randomly produced; and then
activated based on the affinity. By implementing the
enhancing mechanism of the resolution of activated
agents, and deleting the ones that are not activated,
the set of agents become more accurate and efficient in
neutralizing disturbances. Several simulations reveal
the similarity between the artificial immune system
applied to control and the real immune system.

1 Introduction

Neural Networks, which hinted from neural systems
in brain, has been used in many pattern recogni-
tion. In recent years, computational method based
on the analogy of biological information processing
has been paid much attention. Genetic Algorithm,
which mimic the adaptation of biological systems in
genetic level, has been collecting wide attention as a
new search method in many fields. Yet another im-
portant information processing can be found in im-
mune systems[l, 2, 3, 4, 5, 6, 7], although we cannot
be conscious of the activity. The motivation of our
research is to (1) explore the principle of information
processing done in immune system, and (2) develop
information models based on the principle in immune
systems, as the neural net is developed based on that
in brain systems. Similarly to the immune system, we
will consider a multi-agent systems architecture where
each agent corresponds to the immune cell. The im-
mune cells are autonomous agents that can recognize
and react based on its own decision referring to the
information of other agents and environment.

1. Each agent has not only information but a recog-
nizing mechanism itself.

2. Recognizing agent activated by an encounter with
the antigen will reproduce its clone to enhance the
ability of elimination of the antigen.

3. The reproduction above will be performed with
mutation to increase the affinity with the antigen.

We have proposed a distributed algorithm [8, 9] for
each agent based on the filtering mechanism of the
immune system. The most naive immune algorithm
has the following three steps.

1. Generation of Diversity: Diversity of recognizer!

in its specificity is generated.

2. Establishment of Self-Tolerance: Recognizers are
adjusted to be insensitive to known pattern(self)
during developmental phase.

3. Memory of Non-Self Recognizers are adjusted to
be more sensitive to unknown pattern (non-self)
during working phase.

In the step of Memory of Non-Self, the recognizers
which actually recognized the unknown pattern during
working phase will be activated. Activated recognizers
would have any of the following properties resulting
in higher affinity with the encountered non-self (for
local and cell-based memory as opposed to network
memory).

e Elongation of life span or lower death rate to at-
tain immune memory,

e Reproduction of clones (i.e. recognizers of same
type),

e Higher rate of mutation.

!We will use the word “recognizer” for the unit (cell) that
has only recognizing and communicating capabilities. The word
“agent” is used for the unit that has more intelligence and au-
tonomy; adaptation and self-replication capability as well as
recognition capability.



As explored above and in [8, 9], immune algorithm is
fundamentally similar to evolution mechanism except
it is controlled and accelerated. It is the adaptation
process referring not only to environment as in the step
of Memory of Non-Self but to the self as in the step of
Establishment of Self-Tolerance. It is an evolution in
one individual in one life span rather than in a species
in many generations.

The immune algorithm can apply to any system
where environment is unpredictable. One typical
domain may be fault diagnostic systems where the
knowledge of fault is intrinsically unpredictable. In
other words, fault is by its nature unexpectable, since
expectable event can be generally avoidable by design.
The technique seems promising, since the diversity of
faults is enormous as the system becomes large-scale.
Another domain may be control of systems where the
knowledge about disturbances imposed is not avail-
able. This technique may be especially required for
the situation that control signal and disturbance can-
not be discriminated in the signal level. We will dis-
cuss the application to the control domain in the next
section. In conventional control system, disturbance
recognizer and controller are physically and conceptu-
ally separated. However, in this adaptive disturbance
neutralizer, they are identified as recognizers. Recog-
nizers are rather divided by the disturbance patterns
upon which recognizers act. To each disturbance pat-
tern of signals, different recognizer which is capable of
producing neutralizing signal is supposed to be acti-
vated. That is, each recognizer has the capability of
recognizing one specific disturbance signal and that of
neutralizing the disturbance.

The next section formalizes the adaptive distur-
bance neutralizer based on the agent-based architec-
ture discussed in the this section.

2 Disturbance Rejection by
Immune Algorithm

The transfer functions of plant and controller for nu-
merical simulations are; P(s) = %,C(s) = 40,
respectively. In this specific simulation, the control
input 7(t) is assumed to be 0. Thus, the step of Es-
tablishment of Self-Tolerance is omitted for this simu-
lation. When there are control signals, discrimination
between the control signal and disturbance is critical.
We further assume that the pair of recognition sig-
nal and neutralizing signal is given for those different
agents. This pair is actually acquired during long evo-
lutionary process in real biological system.

—420—

Disturbance that causes an error shown in Fig. 1
is imposed with period 200 step (lstep = .005 sec).
Disturbance is assumed to be a periodic disturbance.
Fig. 2 shows time evolution of the error.As known
from Figs. 2the adaptive disturbance neutralizer suc-
cessfully eliminate the disturbance. This means that
there is an recognizer that corresponds to the imposed
disturbance. The disturbance is also known to be neu-
tralized gracefully from a period to period as step in-
creases. This comes from the adaptation of recogniz-
ers, which is the result from adaptation of activated
recognizers; higher affinity by higher rate of mutation
in this case (as done in the step of Memory of Non-self
in the immune algorithm).

100 150 200 250 300
time (step)

Figure 1: Error caused by the disturbance

A
i

time (step)

Figure 2: Time evolution of error



3 Simulation with Normalized
Initial Genes

In this simulation, we use primitive one shown in Fig.
3 as an initial set of genes. In the simulation, ten
different genes with different length of base scale are
used. Since genes will evolve in the immune algorithm,
initial set of gene may be arbitrary. However, diver-
sity is required so that they can compose many type
of disturbance signals. Adaptation done in the step
Memory of Non-Self, gene will mutate. In this sim-
ulation, two points of the base of triangle (Fig. 3)
changes. Fig. 4 shows an error caused by one period
of disturbance. Fig. 5 shows the time evolution of er-
ror when the disturbance is imposed with period 100
step (1step = .005 sec). The periodic disturbance is
successfully rejected by the system with the normal-
ized initial genes, similarly to the result of the previous
section. This means again that there is an recognizer
that corresponds to the imposed disturbance.

scale

Figure 3: Initial Gene Data; Ten different scales are
prepared initially.

0.8+

0.6+

0.4

Noise Intensity

0.2+

02

0.4

S0 100 150 2
ime

Figure 4: Error caused by the disturbance

Noise Intensity

Figure 5: Time evolution of error when the distur-
bance is imposed with period 100 time step

In another simulation, the responses to the initial
(at 0 step ) and second (after 40000 step imposition of
other disturbances) encounter are compared (Fig. 6).
The time evolution of the population of active agents
are also monitored as shown in Fig. 7

The disturbance at secondary encounter is more ef-
fectively rejected than that at the first encounter. This
again comes from the adaptation of the recognizer;
elongation of the life time in this case.

Active Population

o 10000 20000 3.?6"? 40000 50000 60000
Figure 6: Time evolution of error when first encounter
with the disturbance of a type at step 0 and again
at step 40000 after imposition of different disturbance
from step 20000 to 40000.

It is observed that the population of active agents
increases after the new disturbance is imposed and
the population becomes saturated after some period.
When new disturbance is imposed, the saturated pop-
ulation begins to increase again. Due to this “satura-
tion breaking” phenomenon, there always appears the
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Active Population

10500 20000 3[([)’\:)‘20 40000 50000 60000
Figure 7: Time evolution of the population of active
agents when first encounter with the disturbance of
type 1, then type 2 and finally type 1 again.

agent population that can react the control signal (the
self) when it is nonzero, even after filtering of step 2
of the immune algorithm. Therefore, similarly to the
immune system, the filtering mechanism that contin-
uously delete the self reactive agents (i.e. the agents
that can react with the control signal) may be needed.

4 Conclusion

By simulations, we have shown that adaptation car-
ried out by the immune system can contribute to the
rejection of the periodic disturbances by the immune
algorithm which is a filtering algorithm of agents. Phe-
nomena known as “affinity maturation” as well as “im-
mune memory” are also observed in our application
of the artificial immune system. However, it is also
observed that even after filtering out the agents that
can react self (normal control signal in our applica-
tion), there appears agents that can react with the self.
Hence, we have to remove these agents continuously
even after the immune algorithm has been applied.
This phenomenon is also pointed out in the immune
system, hence we have to adopt some counter measure
including the one adopted by the immune system.

The immune algorithm proposed may apply to sev-
eral fields, and seems to be promising for the system
where the models of system itself and the environment
are not available.
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Abstract

The visual function is easy to visualize its
function, and therefore is most easy to
understand the brain function among various
human activities. We wuse the genetic
algorithm to verify the proposition by a
natural manner that it is necessary to have
consciousness and abstract consideration
ability to carry out higher order functions of
the human activities. It may give partly a
solution to the question of why the
consciousness exists.
In this paper,

model to

we propose a binocular

stereopsis derive the stereo

perception ability of the creature.

1. Introduction

Pattern recognition is one of the important
tasks in intelligent information processing.
The ability of recognizing pattern is the most
principal tasks in intelligent system, e.g.a
ability of conventional

robot. However,

pattern recognition system is generally

limited. Then it may be valuable to learn from
there 1is

the function of creatures. Here,

questions whether the vision system of
creature is the optimum, or whether another
methods can exist. Therefore, to check the

necessity of vision system of a creature, we

Shinichi Tamura
OSAKA UNIVERSITY
2-2 Yamadaoka,Suita,Osaka 565-0871 Japan

have been studying the evolution of visual
system on a computer assuming that the
visual organ of a creature is composed of
neural network with arbitrary structure. The
structure of the system is determined and
evolved by a genetic algorithm .

The visual function is easy to make
visualize its function, and therefore most
easy to understand the brain function among
various human activities. We use the genetic
algorithm to verify the proposition by a
natural manner that it is necessary to have
consciousness and abstract consideration
ability to carry out higher order functions of
the human activities. It may give partly a
solution to the question of why the
consciousness exists.

In this paper, we propose a binocular
stercopsis model (Fig.1) to derive the stereo
perception ability of the creature and further
examine the acquisition process of space
perception by neural network able to predict
future target position which we can regard a
spatial reasoning function.

2. Binocular and 2D

stereopsis
Position recognition

A binocular stereopsis model is shown in
Fig.1. The visual depth is obtained by Eq.1.
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Z (1)

y:XL_XR

where X, and Xy denote the positions in left
and right eye images corresponding to the
point P(x,y), respectively, L is the base line
length, and fis the focal length.

P(x.y)
Left optical gaxis right 01‘)711 axis
72 f — 2
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plang O, . X. ; R Xg Hlane

/ base line / [’

L . /)

Fig.1 Model of binocular stereopsis

In the 2D plane, the model is changed to
one shown by Fig.2. By the Fig.2 we obtain
the Eq.2 calculating X and Xj.

x, =2 kv
f+y
_xxf+y><L><
f+y

Where KM is a function makes all space
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positions doesn’t overlap such that X; X are
integer. The point O is set as the origin of X
and X to make the value of X; and Xy non-

negative number.
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FFig.2 Model of binocular Stereopsis on 2D plane
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3 Stereo perception and Network

If we start with outputting the distance to
the target position, which is proportional to
the inverse of the parallax of inputs, it is
difficult because of the nonlinearity of the
inverse calculation. So we examine the neural
network which can output the parallax itself
instead of the distance of inputs from a
binocular images. Here, the neural network
that can output simply the parallax or the
distance inversely proportional to the
parallax of inputs (only two one-dimensional
images corresponding to epipolar lines for
simplicity) will be constructed from
binocular images. The configuration of the
network is shown in Fig.3, where it is
composed of two networks independent of
each other. The one estimates the distance
(Xg-X.), and the other predicts the position
(Xg+X.). Inputs are two one-dimensional
array expressing X; and Xz We assume the
middle layer is composed of a mutually
connected network. Each connection between
two units is bidirectional with the same
weight. Calculation is done asynchronously.
The output (or state) of a unit excited or
suppressed is determined by a threshold value.
Thus the neural network of the vision system

is evolved by genetic algorithm.

[nput Output
sieht .
right distance

Network

position

Network

/

IFig.3 Stero perception estimation



4 Individual genotype and generation
of GA

We must set form of creature’s gene when
we apply the genetic algorithm. Here, we
regard the configuration shown in fig.3 as
creature’s individual. So we assign the
connection weights among all pairs of units
and the threshold of process units to the gene
code. Thus the gene represents the visual
system of virtual creature composed of the
neural network

We divide the creatures into two groups to
improve survival and evolution: number of
creatures in a children’s group is 500 and that
of an adult group is 250. We adopt the

criterion function as shown in Eq.3.
ex
0 = (DD —ave) x — (3)
p_o=( ) D

where p o is priority, ave is average error of

hamming distance between two binary
numbers of output value and correct value.
The ex is the number of correctly detected
objects. DD is the

estimated.

number of objects

Here, we set one generation one year and
the creature’s correct detection value is added
1 for every one generation when the detection
is correct. The creatures with ages lower than
11 belong the children’s group. In this group,
all of the creatures are calculated its criterion,
death-life  and
When the

creature’s age is over 10, they are shifted to

and no operation of

multiplication are applied.
the adult group and are applied the operation
of death-life and multiplication as shown in
fig.4.

The number of creatures generated in every
generation was set 50. The initial genes are
generated randomly from the first to fifteenth

generation. In the adult group, the creatures
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are arranged in the order of priority (criterion
function). The 50 creatures of the next
generation are generated from the best 50
another 50
creatures in the adult group randomly.

creatures by crossing with

Children Adult
Py 1° }—l High
icreatures i [
8 Priority
Age order

]
{Multiplication

|

! .
150 creatures generated jafter sixteenth

'generation

|
' 1
{randomly at every !
lgeneration from the :

|

i
tﬁrst to fifteenth

o

Fig.4 Creature’s multiplication

5 Results of experiment and
conclusive remarks

Because networkl and network2 s
independence of each other, we evolve their
by GA independently.

We tested for two space such as 4*4 and
4*8. The value of y is taken from the set
{1,2,5,10}. The value of x is taken from the
set {0,1,2,..

and n=7 when it is 4*8. The input value is

.,n}, where n=3 when it is 4*4,

(XL, Xr) corresponding to (x,y) by Eq.2. Here,
the threshold of output units is set as 0. The
weight’s value between units is set by taking
one in the set {-2,-1,0,1,2}. The threshold of
process units is set by taking one in the set {0,
1,2, 3, 4, 5} when the distance is estimated,
and set by taking one in the sets {5, 6,7, 8,9,
10, 11, 12, 13, 14} when the position is
estimated. Table 1 is showing the results



when the number of processing unit is
7,10,15. It is the correct recognition rate of
network obtained after 100,000 generations.
Here, the crossover was done by uniform rate
of 0.70. The mutation rate was taken one from
the set {0.15, 0.13, 0.11, 0.07, 0.04} for
every 1000 generations cyclically.

In the future step, we will examine the
acquisition process of space perception by
neural network able to predict future target
position which we can regard one of a spatial

reasoning function.

Table 1 Correct estimation rate (%)
Space Number of process unit
distance*position 7 10 15
4*4 | distance 100 100 100
position | 75 81.2 81.2
4*8 distance 100 100 100
position 47.0 17.0 44.0
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Abstract

Immune Algorithm(IA) proposed by Mori et al. is
one of the computational model of biological immune
system for optimization. This algorithm is efficient
to keep diversity while searching and so simple as to
be applied to any problems which Genetic Algorithms
are applicable to. We consider this as extended GA
with chaotic wandering, and describe clearly it in this
paper.

Although their Immune Algorithm has immune
memory as cells, it doesn’t have enough ability to uti-
lize the memory for future responses. In this paper,
We attach the adaptive memory mechanism to the Im-
mune Algorithm. Our adaptive memory mechanism
adopt the adaptive memory search using chaotic neu-
ral networks proposed by Nara. Experiments are ex-
amined using TSP and knapsack problem to compare
it with original IA, and the results of our simulations
show that A with adaptive memory makes a response
faster than original IA when solving similar problems
repeatedly.

Keywords immune algorithm, genetic algorithm,
neural network, optimization.

1 Introduction

Biological immune system has powerful abilities not
only to detect and eliminate antigens, but also to mem-
orize the antigen once met and give a quick response
to those memorized antigens. Immune mechanism has
not yet been clear enough, however, there are several
experimental computational models for immune sys-
tem. Farmer[4] proposed a computational model of
antigen-antibody relation based on the network model
of immune systems. There are also researches for en-
gineering purpose. Bersini et al.[1, 2] proposed IRM
(Immune Recruitment Mechanism), which is based on
the clone selection model of immune system and GIRM
(Genetic Immune Recruitment Mechanism) which is
IRM with Genetic Algorithm (GA)[5]. The GIRM’s

T. Yoshida
Dept.of Info. & Comp. Sci.
Keio University
Kanagawa 223-8522,Japan

M. Nakanishi,
Dept.of Info. & Comp. Sci.
Keio University
Kanagawa 223-8522,Japan

ability to search globally is better than GA, however,
it’s ability to keep diversity of population is still week.

Immune Algorithm(IA) proposed by Mori et al.[6] is
one of the computational model of biological immune
system for optimization. This algorithm is efficient to
keep diversity of antibodies[3] while searching and so
simple as to be applied to any problems which Genetic
Algorithms are applicable to.

Although their Immune Algorithm has immune
memory as cells, it doesn’t have enough ability to
memorize antigen for future response. It is worth im-
proving the utilization of memory cells of IA.

In this paper, we attach an adaptive memory mech-
anism to the Immune Algorithm using adaptive mem-
ory search in chaotic neural networks proposed by
Nara et.al[7, 8]. Experiments using TSP and knap-
sack problem are done to compare it with original IA,
and the results of simulations show that IA with adap-
tive memory makes a response faster than original IA
when solving similar problems repeatedly.

2 Immune Algorithm

The original Immune Algorithm(IA) proposed by
Mori et al.[6] was described in rather complicated way,
thus we give a more simple representation here. Our
description makes it clearer that the algorithm be so
simple as to be applied to any problems which Ge-
netic Algorithms is applicable to. We consider this as
extended GA with chaotic wandering.

Concept

The following correspondences enable us to treat im-
mune system as optimization mechanism in the same
way as GA.

e antigen - - - given problem
e antibodies - - - solutions for the problem

e affinity between antigen and antibody - -- fitness
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Each antibody is a sequence of alleles. To solve the
problem is to find out the best antibody for a given
antigen.

Algorithms

lgenerate initial antibodies randomly \

l calculate affinity for each antibody ‘
[
I;ctivation and suppression of reproduction | (A)

[ reproduction of antibodies J(B)

Figure 1: Simple Immune Algorithm.

Architecture of simple Immune Algorithm (Fig.1) is
very similar with the simple GA. Affinity between anti-
gen and each antibody is calculated like the calculation
of fitness in ordinary GA. On the other hand, Step (A)
and (B) are different from GA. Expected value of i th
antibody (which is used for probability of reproduc-
tion) E; is calculated by:

A;

C;’

where A; is the affinity of the i th antibody and C;
is the concentration of the i th antibody, respectively.
In reproduction phase (Step (B)), Antibodies whose
expected value are low are eliminated and new anti-
bodies are generated and added randomly. Then the
genetic operations (crossover and mutation) are done
for the set of the antibodies.

General Immune Algorithm(Fig.2) has memory
cells to memorize the problem once solved. The mem-
orized cells are used for generating initial antibodies
for a new problem (antigen). The number of mem-
ory cells is finite, thus a memory management mecha-
nism is indispensable. One of the most simple memory
management mechanism is to remove an old memory
cell randomly when adding a new antibody to mem-
ory space and select antibodies from memory cells ran-
domly when generating initial antibodies.

generate initial antibodies
using memory cells
memory cells | (C)

|T:a|cu|ate affinity for each antibody l T
T

E; =

| activation and suppression of reproduction I (A)

reproduction of antibodies |(B)

Figure 2: Immune Algorithm with memory cells.
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Diversity of antibodies

The Immune Algorithm is good ability to keep diver-
sity of antibodies. Diversity of antibodies is measured
by entropy quantitatively.

genes : kl,......, ks
Figure 3: Diversity of antibodies.

The entropy of 7 th gene is calculated by:

s
H; = Z —pi; log pij,
=1
where S is the number of allele in a gene and p;; is the
provability of the occupance of ¢ th allele in j th gene
(Fig.3). Then the diversity of whole population H is
calculated by:

1 M
H=123 Hj,
=1
where M is the number of genes in an antibody.

Check experiment using 50 cities TSP

Figure 4 shows a check experiment using 50 cities TSP
(Traveling Salesman Problem). It shows that simple
Immune Algorithm can get better solution than simple
Genetic Algorithm (Fig.4(a)) and keep higher diversity
of population (Fig.4(b)).

Difference between Simple-GA and Simple-IA
"simple-GA™ ——
“simple-IA"

Differance between Simple-GA and Simple-IA

“entropy-GA” ——
"entropy-IA"

1800

1600

sum of trails

1400
1200 |

1000

800

600 o Mbivdui
0 2000 4000 6000 8000 10000 12000 14000 0 2000 4000 6000 8000 10000 12000 14000
generation generation

(a) (b)

Figure 4: Comparison between Simple IA and Simple GA.




3 Immune Algorithm with Adaptive
Memory

When generating new initial population, the orig-
inal immune algorithm selects the antibodies from
memory cells randomly. It is considered that there is
still room for improvement. In order to utilize mem-
ory, we attach a new selecting mechanism based on a
chaotic neural network proposed by Nara et al.[7, 8].

/o —— )
| Se— i cn—— i aonn—

gene pool (f [

3 c—— —

—/
—
—
random pickup —
—
—

v crossover v mutation

neural net
memorization

2-stripe information

i adaptive formation

immune network

antibody
T i dynamics

\ X I X metadynamics
! cr omn

Figure 5: Immune Algorithm with Neural Adaptive
Memory.

When selecting antibodies from memory cells, our
algorithm (Fig.5) takes the following steps.

1. Construct a mutually connected neural network
by embedding memory cells (Fig 6). Weight ma-
trix of the neural network is:

W = Z'Di®’v;-+

1=0

where N is the number of memory pattern, v; is
each memory pattern, vj-' is conjugate of v; and
® is Kronecker product.

2. Represent given problem by pixel pattern, since
this algorithm needs a pixel-mapped representa-
tion of a problem. For example, a map of cities
in TSP is made to be discrete pixel pattern like
Figure 7.

output

feedback

input

Figure 6: mutually connected neural network[8].

Figure 7: TSP map and its pixel representation.

3. Retrieve antibody using chaotic memory search
using the similarity measurement:

N
X1

—_— . . !
C= ) Vpirg Vpiyg
1=0

wherengand0<q<p.

4. Generate initial population from the antibody.

Other steps of our algorithm are the same as origi-
nal Immune Algorithm.

4 Experiments

Experiments are done for two problems each by two
methods. The problems are 50 cities TSP and 50 items
0-1 Knapsack Problem. The methods are the original
Immune Algorithm with randomly selected memory
cells and the Immune Algorithm with neural adaptive
memory. Table 1 shows conditions common with both
methods. Subtour crossover method for TSP is used
in Character-Preserving GA [9]. Table 2 shows condi-
tions in adaptive memory search. In each experiment,
test sets are given by slightly changing training set.
Changing ratio 0% means that test set is equivalent
to the training set.
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Table 1: Conditlions for each methods.

TSP t Knapsack |
number of antibodies 50 50
limit of generation 15000 15000
mutation rate 5% 5%
selection methods elite strategy | elite strategy
crossover methods subtour|[9] 2-point

Table 2: Conditions for adaptive memory search.
number of pixels | 20 x 20
population 10

The results of the experiments are shown in Figure
8. In both problem, IA with adaptive memory make
a faster response than original IA with randomly se-
lected initial population.

Traveling Salesman Problem (20x20 pixel) Knapsack Problem (20x20 pixel}

sum of trails sum of value

2400

(a) TSP (b) Knapsack

Figure 8: Results of experiments.

5 Conclusion

Immune Algorithm proposed by Mori el al. is so
simple as to be applied to any problems which Genetic
Algorithms is applicable to. However, this Immune
Algorithm doesn’t have enough ability to memorize
antigen for future response.

Immune Algorithm with adaptive memory, pro-
posed in this paper, has the same robustness as origi-
nal IA, thus both have the same possible application.
Furthermore, results of our simulations show that IA
with adaptive memory are more efficient than original
IA when solving similar problems repeatedly.

It seems that if new problem is entirely different
from old problems, IA with adaptive memory might
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make a slower response than original IA. It requires
more researches to control this trade-off.
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Abstract

A jib crane on a floating bed is considered for the
suppression of load swing. The jib crane operator
controls the boom angle, boom length, rope length
and swivel angle of the winch table. In this paper,
we consider that the operator controls the boom
angle or the boom length to suppress load swing,
and discuss 2-dimensional motion of the crane sys-
tem to simplify the problem. This paper proposes a
new design method for automatic creation of a con-
troller with the desired chracteristics using a neu-
ral network evaluated by genetic algorithms (GAs).
Because the proposed evaluations in GA operations
are very simple and easy to understand, a machine
designer who is not skillful in control theories is able
to design the controller easily if he can program the
simulator of the object system. The control value
is the boom angle or the boom length. The control
simulations show the validity of this method.

Key words: jib crane, neurocontrol, genetic al-

gorithms, emergence, design method

1 Introduction

Many jib cranes are used at construction sites.
Load swing caused by wind and/or boom actions
disturb the effective working of the cranes. Several
design methods! to control load swing have been
proposed. Almost all of these methods require per-
fect comprehension of difficult control theories. In

reality, most mechanical designers have not mas-

tered control theories. A new method which re-
quires only basic knowledge of control theories will
be a boon to busy designers.

A multi-input layered neural network acts as a
multivariable nonlinear function, and can yield a
nonlinear control gain in a crossed loop which in-
cludes dynamical systems. Here, we refer to a neu-
ral network which is considered as a controller, that
is a "nuerocontroller”. Genetic algorithms evaluate
the weights of a neural network to obtain the de-
sired characterisitics. The tasks remaining for the
designer are decision of the evaluations for evolu-
tion of the neural networks and programing of the
simulator of the object to be controlled. When the
object plant is unstable, evaluations require dual
steps(2) utilizing the responses of the object sys-
tem. When the object plant is stable, the evalua-

tion must be designed for rapid motion suppression.

2 Controlled System
(Jib Crane)

The considered jib crane is illustrated in Fig. 1.
The bed is supported by two spring-damper ele-
ments. The mass M and the inertial moment I
of the bed are regarded as including the opera-
tor room and machine system (winch, engine, hy-
draulic system). The operator controls the boom
angle # and/or the boom length 7 to suppress load
swing. Let the operator be replaced by a neurocon-
troller. Figure 2 shows the free motion of the jib

crane when @ and r are fixed.
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Fig. 2 Free motion of jib crane

(noncontrolled)

Dynamics of Object System

displacement of bed
inclination angle of bed

boom angle from the perpendicular
line on the bed (controllable)

end jib length (controllable)

rope angle (pendulum swing angle)

rope length

4 Control System and Neuro-
controllor

Figure 3 shows the control system, where NN
denotes the 10-input 15-element hidden layer 1-
output neurocontroller, and GA denotes genetic al-
gorithm procedures. The GA uses @ and dz/dt,
i.e., the responses of the object system, and calcu-
lates the weights of NN. NN refers to errors of the
mmput z (=[z, o, 8, 7, 6 ]7) and the neurocon-
troller NN outputs the control value (= 7 or = B)
The system input (reference) of 6 equal to zero
instructs the control system to suppress the load

swing.

Crane
SIEN
System

X, X

Fig. 3  Control system

5 Genetic Algorithm (GA) and
Evaluations

GA is a powerful optimization technique, but the
processing speed is dependent on the evaluation.
A previous investigation? adopted the evaluation
which utilized instability of the control object. In
this paper we adopt the evaluation which utilizes
stability of the control object. The number of neu-
rocontrollers treated in the GA is 50. The ratios of
crossover and mutation are 100 % and 2.0 %, re-
spectively.

The procedure is shown in Fig. 4.
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Fig. 4 Flow chart of evaluation

6 Evolution

The number of neurocontrollers which can safely
suppress load swing increases with the generation
process (see Fig. 5). The sudden decrease of the
number of neurocontrollers is caused by the omis-
sion of the neurocontrollers which utilise long CPU

times for settling to § = 0.

2

E 20

E

§15

£

z 10

Z

Z

5 2

2

I 0 00000000 . - -
Z 0 10 20 30 40 50

Generations

Fig. 5 Evaluation process

7 Control Simulation

The sufficiently developed neurocontroller sim-
ulates control of load swing suppression in a com-

puter (see Fig. 6).

b
w

Controlled —
Noncontrolled -

Displacement of bed z [m]

0.0 4.0 8.0
Time ¢ [s]

Fig. 6-1 Displacement of bed

0.1
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Inclination angle of bed o [rad]
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Time ¢ [s]

Fig. 6-2 Inclination angle of bed
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Fig. 6-3 Boom angle
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Fig. 6-6 Boom torque

8 Conclusion

Though a jib crane is a difficult object to control,
the neurocontroller derived using GAs by means of

the evaluation method explained in this paper sup-
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presses the load swing by controlling the boom an-
gle or the boom length. Neurocontrollers receive
ten state variables and output a single force or
torque value.

The evaluations in GAs are very simple because
only the swing amplitudes and the settling time are
measured and inspected. Measurements of the val-
ues mentioned above are faster than the calculation
of the error integral.
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Abstract

In this paper an artificial emotional neural net-
work is presented. For simplicity, two kinds of emo-
tional neuron models are considered. One is a com-
fort neuron and the other is a discomfort neuron.
The comfort neurons are activated by a comfort
stimulus and the discomfort neurons are activated
by a discomfort stimulus. The network is designed
such that all emotional neurons strive to maintain
If
the emotional balance is upset for any reason, such

the state of emotions in a moderate balance.

as stress, then all of the emotional neurons start
modifying network connections in order to recover
the emotional balance. The modification method
for the network connections is based on the Heb-
bian rule. The emotional neural network with a
self-organized mechanism is demonstrated by nu-
merical simulations.

Key words: Artificial neural network, Emo-
tional neuron model, Self-organization, Autonomous

adaptive systems

1 Introduction

Some actions of living organisms are related to
emotions such as pleasure, anger, and fear. Emo-
tions play one of the most important roles in the
brain of living organisms. There are many papers
related to the organization of neural networks and
the effect of emotion on the brain!~8.

In this paper we present an artificial emotional
neural network which consists of emotional neurons

activated by an emotional stimulus from the envi-

Okinawa 903-0213, Japan

ronment. We consider, for simplicity, two kinds of
emotional neurons: one is a comfort neuron and the
other is a discomfort neuron. The comfort neurons
are activated by a comfort stimulus and the dis-
comfort neurons are activated by a discomfort one.
Furthermore, the comfort neurons are designed to
be suppressed by the discomfort neurons and vice
versa.

Balancing the neural activations between com-
fort and discomfort neurons is defined as the state
of emotions in the network. The network is de-
signed such that all of the emotional neurons strive
to maintain the state of emotions in a moderate
balance.

If the emotional balance is upset for any reason,
such as stress, then all of the neurons start mod-
ifying the network connections in order to recover
the emotional balance, by attempting to remove the
stress signal. In this work, the modification method
of the network connections is based on the Hebbian
rule.

We show that an emotional neural network with
a self-organization mechanism behaves as an au-

tonomous adaptive system.

2 Emotional neural network

2.1 Comfort neurons and discomfort

neuromns

Figure 1 shows the emotional neuron model. The
emotional neurons receive three kinds of input: from
outside the network, from other emotional neurons,
and from stress due to the environment.

The activation of the comfort neurons, written as
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u;(t)

or Si(t)D

v

From
the other
neurons

Sj(t - ].)C,
5i(t —1)°

Stress inputs

Fig. 1 Emotional neuron model.

5:(t)°, is described by

si()¢ = f(net; (1)), i =1,2,---,Ne (1)

N; N¢
neti(t)c = Z wiju;(t) + Zwijsj (t - 1)C
Jj=1 j=1

Np
- wysi(t=1)P =, (2)
j=1
where f(-) is the activation function of the emo-
tional neurons. wu;(t) and w;; are the input and
connection weight, respectively. Ny, No and Np
are the numbers of inputs, comfort neurons and dis-
comfort neurons, respectively. s;(t — 1)P denotes
the activation of discomfort neurons. 7 is the stress
signal described by

n = R(1 - exp(-at)), ®3)

where R and « are stress parameters. The activa-
tion of the comfort neurons is designed to be sup-
pressed by the discomfort neurons and the stress
signal.

In the case of discomfort neurons, the activations

are described by
si(t)D =f(neti(t)D)7 1= 172a"',ND (4)

Nj N¢
neti(t)D = Zwijuj(t) - Z w;;s;(t — 1)C
= =1

Np
+Z’U)ij$j(t— DP+n. (5
Jj=1

A discomfort neuron is activated by other discom-
fort neurons and the stress signal.

2.2 Output neuron

From
emotional o(t)
neurons ] >
C [ )
S; (t) ) .
D
si(t)
Fig. 2 Model of output neuron.
Comfort neurons Discomfort neurons
( )
p/ ;p/ Group 2

Fig. 3 Grouping of emotional neurons.

Figure 2 shows the model of output neuron. The
output neuron receives all of the neural activations
and selects on output of either zero or one. Fig-
ure 3 shows the grouping of the emotional neurons.
Based on these groups, the output neuron selects
the output value.

o(t) = {

0 fora; > as

(6)

1 for a; < as

a= Y s+ > s )
1€Groupl 1€Groupl

= Y s+ Y s@®P 3
1€Group2 1€Group?2
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2.3 Emotional balance
We defined the state of emotions in the network
by

N¢ Np

Pt) = si(t)° = si(t)P.

i=1 i=1

(9)
The network is designed such that all of the neurons

strive to maintain the emotional balance at a stable

point.

3 Self-organization

Environment

stress
A\

C-neuron

\

07
C-neuron \O\
D-neuron

\J

output

inputs

Output
neuron

A 4

D-neuron

C-neuron

Fig. 4 Interaction between network and environ-

ment.

Figure 4 shows the interaction between the net-
work and environment. The dynamics of the emo-
tional neural network are as follows: when any sig-
nal is input to the network, the network outputs an
arbitrary value to the environment. If, for example,
the output is unsuitable for the environment, the
network receives a stress signal such as a discomfort
stimulus. Then the discomfort neurons are acti-
vated and repress the comfort neurons. As a result,
the emotional balance is upset. At that time, all of
the neurons start modifying the network connec-
tions in order to recover the emotional balance, by
attempting to remove the stress signal. The modifi-
cation method of the network connections is based
on the Hebbian rule:

wij(new) = ’wij(Old) + ES,‘(t)Sj (t)

e = (P(t) — P,)?,

(10)
(11)

where P; is a constant value corresponding to well-

balanced emotions. Modification of the network

connections is continued until the emotional bal-
ance maintains the set condition and the stress sig-
nal is removed.

4 Numerical simulation

05} /—\

./ |

0 20 40 60 80
Step

(a) Emotional balance

o(t)

0 20 40 60 80
Step
(b) Outputs
Fig. 5 Results of self-organization.
(Environmental parameters were constant)

Table 1 Environmental parameters.

# Input Desired value
11 (0,0) 0
21 (0,1) 1
31 (1,1) 0
4 (1,0) 1
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Fig. 6 Results of self-organization.
(Environmental parameters were altered)

We consider an emotional neural network with
two inputs and single output. The number of neu-
rons is No = Np = 6. The activation function
of the neuron is a sigmoidal function. The stress
parameters are R = 1.0 and a = 1.0.

In the simulation, signals (0, 0) were input to
the network, at which time the desired value was
set to zero. Figure 5 shows the results of the self-
organization. In the figure, initially the network
output changes significantly from zero to one and
one to zero. Then the emotional balance rises slowly
to the well-balanced point set to P, = 0.4. Af-
ter some steps, the emotional balance becomes the
stable and the output of the network is zero, corre-
sponding to the desired value.

Figure 6 shows the results of the simulation in

which the environmental parameters altered from
#1 to #4 in Table 1. It can be seen that in case of
for various inputs and desired values, the emotional

neural network attained the desired values.

5 Conclusion

In this paper we proposed an artificial neural net-

work driven by an emotional stimulus from the en-
vironment. Simulations showed that the emotional
neural network with a self-organization mechanism
behaves as an autonomous adaptive system. The
function of memory in the network and the stability

of convergence are topics of future study.
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Abstract

This paper discusses trajectory tracking control of
an industrial manipulator. A new control algorithm
is proposed based on the block fuzzy neural network
method. The block controller is realized by using sev-
eral double-input and single output or single-input and
single-output fuzzy gaussian neural network. This pa-
per describes that the traditional control system is re-
solved into several basic control blocks according to
its control aim. Each control block is constructed by
a rigorous fuzzy reasoning, which is assumed to be a
simplified reasoning. Some experimental test results
are also included to demonstrate the improvement in
the tracking performance when the proposed method
is used.

1. Introduction

It is well known that the industrial manipulators
are uncertain nonlinear dynamic systems which suffer
from structures and uncertainties on the inertia pa-
rameters[1]. Most current industrial manipulators are
equipped with these simple controllers such as PD or
PID, which have been proved to be effective position or
tracking controllers[2][3]. Despite the extensive spread
of the simple control in robotic manipulators, it is rel-
atively difficult to tune the control gains with respect
to varying desired configurations when the controller
is designed, and it is also unknown for the tuning aim
of the control gains, because the trajectory tracking
control for the industrial manipulator is the complex
ill-defined processes. For these reasons, we need to
consider a simple and effective control method to solve
the known problem of the tuning gain.

In the past several years, fuzzy control systems have
the advantages of being robust to nonlinear system
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and the variations of system dynamics. They have
been successfully utilized in the complex ill-defined
processes with better performance than that of PID
controllers. However, there are still difficulties in the
design of fuzzy controllers. In particular, the num-
ber of fuzzy rules increases exponentially as the num-
ber of input variables of fuzzy controllers increases for
multi-input/multi-output. The goal of this paper is to
present a block fuzzy neural network controller, which
can solve the problems above. It is also applied to con-
trol an industrial manipulator. Because the controller
can be tuned individually according to the control pur-
pose of each block, the tuning of the system is changed
into a known process, compared to the traditional con-
trol system.

The paper is organized as follows. Section 2 de-
scribes the dynamics of the industrial robotic manip-
ulator, including its kinematics and Jacobian matrix.
In section 3, we review the control law of the PID
controller with gravity compensation, and discuss the
features of the controller in the real-time control of the
manipulator. In section 4.1, we describe the fuzzy neu-
ral network that uses a single-input and single-output
neural network. Then we present the block fuzzy neu-
ral networks controller, and apply it to control an in-
dustrial manipulator. A Jacobian neural network is
also discussed for the trajectory tracking control. Ex-
perimental results on tracking control of the manipu-
lator are presented in section 5. Section 6 draws some
conclusions from the work.

2. Robot Dynamics

Consider the vector representation of an n-link rigid
manipulator dynamics given by [4]

T =M(6)0 + h(6,6)0 + g(6) 1)



\J
e

Figure 1: 2-link manipulator model

where 0 is the n x 1 vector of joint displacements, 0
is the n x 1 vector of joint velocities, 7 is the n x 1
vector of applied torques, M (0) is the n X n symmetric
positive-definite manipulator inertia matrix, h(8, 9) is
the n x n matrix of centrifugal and Coriolis forces,
and g(@) is the n x 1 vector of gravitational torques
obtained as the gradient of the robot potential energy

7(0)1 i'e'a
_0v(8)
9(6) = =55~ (2)

Here, the model of a two-link robotic manipulator is
shown in Fig. 1 and its dynamic equations in the ab-
sence of loads and friction can be written as:

n]= D deles[m]e+ 2] @

where 8 £ [61 65])7. The kinematics equation is also
given by

x =1y cosf; + I3 cos(6y + 65) (4)

Y= lysinf; + 1, sin(01 + 02) (5)

where the joint angles are defined by q = (61,6-), I
and I, are the length of the link 1 and link 2, respec-
tively. »

Letting the end-point position of robot be defined
by p = (z,y), it is well-known that the joint and end-
point velocity vectors satisfy

p=1Jq (6)
where J is the Jacobian matrix expressed by

_ | =hS1+ 13812 =13S12

= 7
J LCL+1C1  1Che (M

Here, S; = sinf;, S1» = sin(f; +65), C; = cosb;, and
Cis = COS(01 + 92)

3. PID Controller with Gravity Com-
pensation

Consider the relation of the joint torque T and the
force applied to the end-point position f [4], which is
given by

T=JY0)f 8)

Then the following PID controller with gravity com-
pensation is obtained from (8):

r=JT(0)(Kpe — Kpé + K /edt) +9(6) (9)

where Kp, K and Kp are the controller parameters,
respectively, the proportional, integral and derivative
gain matrices. The tracking error of the end-point
position is defined by

eSp,-p (10)

with p; = [z4(t) ya(t)]T being the vector of a desired
position. The PID control law with gravity compensa-
tion uses the gravitational torque vector, it solves the
problem of varying gravity of the industrial robot. For
the tracking problem of a desired time-varying trajec-
tory, the design of the control system is considered to
deal with the varying velocities of the end-point posi-
tion, because for such a case the joint velocities are not
directly needed to be regulated by using a D-control
with the joint velocity error.

4. Block Fuzzy Neural Network System

4.1 Fuzzy Neural Network (FNN)

The fuzzy reasoning adopted here is a simplified rea-
soning method, which can be interpreted as a special
case of the Sugeno’s fuzzy reasoning. This method
coincides with the case when the function in the con-
clusion of the Sugeno’s fuzzy reasoning becomes a con-
stant, or when the width of the fuzzy set in the con-
clusion of the min-max-centroidal method becomes an
infinitesimal value, that is, a singleton. Therefore, any
i-th control rule can be written by

R;:Ifzy = A;; and ... and z,, = A,
then u; = B;; and ... and up, = By, (10)

where R; denotes the i-th control rule, A;; the fuzzy
set in the antecedent associated with the j-th input
variable at the i-th control rule, B;; denotes a con-
stant associated with the j-th variable in the con-
clusion at the i-th control rule. Applying n confi-
dences pa,,(21), -, pta,, (Zn), the confidence in the an-
tecedent h; is defined by

hi = pa;, (1) - HA;, (z2)... - HA;, (zn) (12)

where “” is the algebraic product. Then, the j-th
output consequent can be calculated as the following
weighted mean of B;; with respect to the weight h;:

v _ i1 hiBij

u.

=ZamMBs g, (1)
AR S
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The FNN method uses the following Gaussian func-
tion as a unit function [5]:

f(.’l?) — e1n(0.5)~ar2 (14)

For this case, the construction of the membership func-
tion using a neural network is depicted. Figure 2 il-
lustrates a construction example of the FGNN for a
case where there are two inputs (z1,2), single output
(u3) and three labels in the antecedent part. Then,
the number of identifiable control rules is r = 32. For
the F layer in the figure, the unit that has symbols
¥ and g generates the output through the following
function:

g(z) =~ (15)

with a linear summed input. The layers A~E in Fig. 2
correspond to the antecedent part of the fuzzy control
rule, and the layers G and H correspond to the con-
clusion part. In addition, ws denotes the input scaler
and the connection weight w; is the constant values in
the conclusion part.

(ﬁ (B) © (?) ® ® ()]
Antccedent Conclusion

Figure 2: Fuzzy neural network with two-input and
single-output

4.2 Block FNN Control System

The block FNN shown in Fig. 3, it is composed the
first block layer and the second block layer. Here, a
FNN is regarded as a block unit. Note that we also
set a hidden layer which connects the first and second
layers. The inputs and outputs of the block fuzzy con-
troller are assumed to be {z1, 22,23, 24} and {u1,us},
respectively. Its first block layer is comprised of two
FNN with two-inputs and single-output, and the sec-
ond one is two FNN with the single-input and single-
output.

If the error of the control system is defined as
e = [e;(t) ey(t)]T, we can propose the following as-
sumptions now;

Al. In the first layer block as a input layer,
the reasoning torques {U,,U,} for control-
ling the end-point positions of the robot are
generated from the X-position errors e, and
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Figure 3: The block fuzzy neural networks

X,
4 FNN, I v, l '/&

u |JTNN

U g, |9,

Figure 4:Block diagram of the block fuzzy controller

its rate é,, and the Y-position errors e, and
its rate ¢,.
A2. In the second layer block as a out-
put layer with the reasoning inputs {Us,,
Up,}, the actual driving joint torques
{ug, ,ug, } for the two links are generated.
Note that the relationship between the torques of
the end-point positions and the driving joint torques
were given in (8). As shown in Fig. 4, the block
diagram of block FNN controller is depicted.

5. Examples of Simulation

In this section, some computer simulations are
conducted to demonstrate the performance of above
method. The manipulator was modeled as a nonlinear
industrial robotic manipulator, whose parameters are
as follows:

l; =270 [mm], [ =450 [mm], I4; =185 [mm)]

my = 5.68 [kg], my =4.17 [kg], 4o = 147 [mm]
I;; = 10.1 [kgm?], I, = 2.756 [kgm?
Let us now consider a tracking control problem of a
circular trajectory with 0.2 [m] diameter. The follow-

ing desired trajectories in X- and Y-axes of the circle
was considered:

z4(t;) = 0.62 + 0.1 cos(27wA) (17
ya(t;) = 0.1sin(27A) (18)

where the experimental time was set to be ty = 20
(s] and the control sampling period was T = 25 [ms],
A= =2(i/T)% +3(/T)® i=1,..,N.

At first, we use an original method (the fixed PID
control) to control the robot. The fixed PID control
gains were chosen by trial and error as follows:

Kpe =210.0, K, =190, Kp, =190



------- desired trajectory
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0.1 b
A N !
\
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Figure 5:Trajectory control results usicg the PID and
block fuzzy controller

Kpy, =300, K, =150, Kp,=16.0

Note here that this gains were obtained only using the
experience or trial and error. It is not easy for us to
find out the tuning aim in the experiment. Figure 5
shows the result of the tracking trajectory. As can be
seen from this figure, the desired trajectory for the X-
and Y-motion axes is achieved, though there is a big
trajectory error at the transient response due to the
robotic inertia. However, the tracking errors are given
by |ez| =~ 0.05 [m] and |ey| ~ 0.01 [m] as seen from
Fig. 6.

To illustrate the above-proposed method, we com-
pare the fixed PID controller with the proposed block
fuzzy control law. In the case of the block fuzzy con-
trol, in order to automate the parameter tuning of
fuzzy controller, an adaptive input scaling technique

g i ]

5 [ 1\

g 0 I I " _]

z LN PID control ]

% —001F : —— Block fuzzy controlI ]
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Figure 6: Tracking errors for X- and Y-axes

is applied to determine the input scalars [5], and the
conclusion constants B;; is designed as a switching line
of the VSS controller [6].

For two-inputs and single-output first block FNN,
the input scalars were selected as 20.0,80.0,2.5,1.4.
The constant values in the conclusion were calculated
using @ = 1.0 and § = 2.0 as shown the reference
[5], where |wy;| < L(= 6). Here, the center values
of 5 labels, w., were —6, 3,0, 3,6, and the reciprocal
values of deviation wy were all unity in order to allo-
cate all labels with a equal space on the support set
[-6,6]. For the single input and single output second
block FNN, the center values of 7 labels, w., were set
as —6,—4,-2,0,2,4,6, and the control rules, ws, were
—-0.6,-0.4,-0.2,0,0.2,0.4,0.6. Note that the tuning
aim is assumed to be the actual driving joint torques.
From Fig. 5, by using block fuzzy control, the control
performance is improved than that of the fixed PID
control. It is seen that the proposed method is faster
and smaller overshoots in comparison to that of PID
(see Fig. 6).

6. Conclusions

A block fuzzy controller is proposed in this paper.
We adopt four independent fuzzy controllers consisted
of a three layers block hierarchical controller and apply
it to controlling an industrial manipulator. The pro-
posed method is shown to work well in the control of
the robot. Some actual experiments are being done by
using the proposed method. We will show the results
in this conference.

References

(1] S. Nicosia and P. Tomei, “Robot Control by Using
only Joint Position Measurements,” IEEE Trans.
on Automatic Control, Vol. AC-35, pp. 1058-
1061, 1990.

[2] P. Tomei, “Adaptive PD Controller for Robot
Manipulators,” IEEE Tran. on Robotics and Au-
tomation, Vol.7, No.4, pp. 565-570, 1991.

[3] Canudas de Wit, C., Fixot, N and Astrom,
K., “Trajectory Tracking in Robot Manipulators
via Nonlinear Estimated State Feedback,” IEEE
Trans. on Robot and Automation, Vol.8, No.1,
pp-138-144, 1992.

[4] C. Canudas de Wit, B. Siciliano, and G. Bastin,
Theory of Robot Control, Springer Press, 1996.

(5] J. Tang, K. Watanabe, and M. Nakamura,
“Learning Control of a Mobile Robot Using Block
Hierarchical Fuzzy Gaussian Neural Networks,”
Japanese Journal of Fuzzy Theory and Systems,
vol. 8, no. 1, pp. 85-98, 1996.

[6] K. Watanabe, K. Hara, and S.G. Tzafes-
tas, “Fuzzy Controller Design Using the Mean-
Value-Based Functional Reasoning,” Procs. of
IJCNN’93, no. 3, pp. 2983-2986, 1993.

—443—



Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

A Fuzzy Model to Control the Temperature in Cooling of
Metal Molds with Spray Robot

Tatsuo Sakamoto, Katsutoshi Kuribayashi*, Kousei Murakami

Ube Industries Co., Ltd. Machinery Div.
1981 Okinoyama, Ube, 755 Japan

Abstract

In die casting operation, die spray is the key for
the quality and for the productivity. But die spray
operation depends it's parameter setting such as
spray volume and path on operator’s experiences
even the robot sprayer is adopted.

The purpose of this study is to establish an

intelligent system to control surface temperature
of die with water base mist spray.
A fuzzy model was applied to determine optimum
mist spray volume. The generated results show
good matching with actual measurement regar-
ding the temperature drop rate versus spray mist
volume .

After the fuzzy analysis has been done, by
using the = calculated spray parameters,
experiments to control actual die temperature
conducted on the heated plate model.

The fuzzy model constructed by using funda-
mental experiments allows die spray operation
with predetermined spray volume.

Key words: Fuzzy Model, Die Cast, Spray Robot
Die Temperature, Spray Flow Rate

1. Introduction

Die Casting is the most effective production
process to make net shape parts for use in auto-
mobiles, appliances, etc. This process is the high
pressure casting which injects the molten metal
into the die cavity and quickly solidify. Die spray
is the key for this process. The spray provides a
cooling effect, thermal insulation, and aids the
release of the part from the die. The difficulty of
spraying operation is to maintain or to adjust die
surface temperature in desired level by setting
the mist volume suitable on the various cavity
geometryD®@. Therefor spray parameters settings
such as spray mist volume and path are deeply
depend on operators experiences.

*Yamaguchi University, Faculty of Engineering
2557 Tokiwadai, Ube, 755 Japan

The purpose of this study is to obtain water mist
volume to adjust the die surface temperature to
the desired level, even the die surface tem-
perature and spray nozzle movement are varies
according to die cavity configurations.

Assuming the cooling effect is obtained by
evaporation of water base die lubricant mist
spray, the cooling rate will be described as a
function of initial die surface temperature and
spray mist volume.

And the unit volume of spray mist varies not only
by volume control but with spray nozzle moving
speed and distance between die surface also.
Therefor, a fuzzy model was set for 4 parameters:

(1) Initial die surface temperature

(2) Spray mist volume

(3) Distance between nozzle and die surface

(4) Nozzle moving speed.
The calculated spray volume with fuzzy model
was conveyed to the spray robot to demonstrate
spray on hot die with temperature distribution.

2. Preparation of the Experiments

The basic cooling rate measurement and fuzzy
analysis have been done on the flat steel die,
sized 370mm(H) x 350mm(W).

To experiment spray operation with three para-
meters (2),(3),(4) as described in previous section,
a 5-axis robot and 1l-axis servo control water
discharge pump were prepared.

At the experiments, die surface temperature
was measured with infrared thermograph and
the temperature distribution images are stored in
the personal computer in every 30 mili-second.
As shown in [Fig.1-1], then the temperature drop
was measured by the lowest temperature reading
which die surface reaches with spray, before it is
recovered with heat mass stored in the die.

This measurement criteria was decided because
the die temperature control with mist spray is for
the suitable temperature range to the spray

— 444 —



agent sticks on the die surface. Actually after few
seconds die surface temperature will be recovered
with heat from inside of the die.
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[Fig. 1-1] Temperature Profile on Die Surface

3. Fuzzy model of this study®

The model proposed in this study is 4-input
single output model. The procedure followed to
construct the model consists of three steps:

1) Fuzzificatio of inputs

2) Construction of the influenced engine

3) Defuzzification of the outputs.

3.1 Fuzzification of the input

Fuzzification is the process of generating
membership values for a fuzzy variable through
membership functions. In this step the fuzzi-
fication of the inputs was carried out based on the
spray conditions. This data was obtained by
experiments carried out during operations of the
spray robot, as described in section 2.

Based on this data the membership functions of
the model were made as [Fig 3.1].
The fuzzified input parameters are:
Temperature  -Die surface temperature in C’
Spray distance -Distance between die surface
and spray nozzle in mm.
Spray flow rate -Spray volume in cc/s.
Velocity -Moving velocity of the robot
in mm/s.

The tables ( 3.1 to 3.4 ) show the data obtained
by the experiments. Each table shows the influ-
ence of each variable to the temperature
reduction (output) keeping the other variables as

constant parameters. They show also the

linguistic variables chosen as membership

functions for the model.
Name of the membership high | average | low
Temperature ‘C 400 300 200
Spray distance mm 200 — —
Spray flow rate cels 18 — —
Velocity mm/s | 300 — —
Temperature reduction C 200 140 120

[Table-3.1] Influence of the initial temperature

Name of the membership high | average | low
Spray distance mm 100 200 300
Temperature C 300 — —
Spray flow rate ccls 18 — —
Velocity mm/s 300 — —
Temperature reduction C 170 140 110

[Table-3.2] Influence of the spray distance

Name of the membership high | average | low
Spray flow rate C 36 18 6
Spray distance mm 200 — —
Temperature cels 300 — —
Velocity mm/s | 300 — —
Temperature reduction C 190 140 100

[Table-3.3] Influence of the spray flow rate

Name of the membership high | average | low
Velocity ‘C 300 600 900
Spray distance mm 200 — —
Spray flow rate cels 18 — —
Temperature mm/s 300 — —
Temperature reduction | “C 140 130 120

[Table-3.4] Influence of the Nozzle Velocity

Membership Functions for the Initial Temperature
" low ' average  high
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[Fig.3-1] Membership Functions
3.2 The Inference Engine

The inference engine is the fuzzy reasoning
(rule-based reasoning) used to map an input
space to an output space, that is, the part of the
model where the rules to control the system are
placed. These rules were elaborated according to

—445—



the data of the spray conditions.
[Fig. 3-2] is the rule of the model.

1.if(TisL) & (DisM) & (FisM) & (Vis L) then (A T'is mfl)

12, if (Tis M) & (Dis M) & (Fis M) & (Vis L) then (A Tis mf12)

T = Die surface initial temperature

D = Distance between die and spray nozzle
F = Flow rate of the spray liquid

V = Velocity of the nozzle movement

A T= Temperature drop

H, M, L = High, Medium, Low, respectively

[Fig. 3.2] Fuzzy rule of the model

3.3 Defuzzification

Defuzzfication is the process designed to pro-
duce a non-fuzzy output or control action that
optimally represents the possibility distribution
of an inferred action. In this research the output
to be controlled is (A T), the temperature reduc-
tion . For a determined spray condition the model
calculates the temperature reduction and it also
calculates the spray flow rate for a set up
temperature reduction. The functions mfl to
mfl2 shown in [Fig.3.2] represent these singleton
functions.
The values
example:
mfl =110.3
mf2 =140.0
mf6 =172.2
mf12=122.5

estimated for the mfs are, for

in measurement 120
in measurement 140
in measurement 170
in measurement 130.

4. Result of Simulations Using the Model
4.1 Simulation

The simulations of the model were performed
using high-performance simulation software for
numeric computation and visualization MATLAB.
Using the Fuzzy Logic Toolbox of this software,
the fuzzy inference system for this study was
built. Firstly, the membership functions and the
rule-based controller were built and then the
methods of fuzzy inference functions were
adjusted. Secondly, the fuzzy model was
integrated into a block diagram using
SIMULINK, that is a tool to build control models
using block diagrams for simulations, to evaluate
the behavior of the parameters of the model in
the simulations. Finally, numeric data was
obtained using the model. For given input
parameter values (temperature, spray distance,
spray flow rate and moving velocity of the robot)
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the output parameter values (temperature
reduction) were calculated using command line
functions.

4.2 Results of the Simulations

The results of the simulations were given in
3 different ways, in 3D graphics, in 2D graphics
and numeric result. [Fig.4-1] shows one of 3D
outputs.

5250
B 200. ‘
D 150

o' 100 o

'ﬂ'

spray_flow_rate 00 temperature
[Fig.4-1] 3-D Output

Numeric results were calculated based on the
parameters for which the practical use of experi-
ments. The temperature reduction A T was
calculated for given input value of the initial die
temperature for spray flow rate from 0 to 36 cc/s
with the parameters spray distance and velocity
as constants in the values 200mm and 300mm/s
respectively.

5. Experiments and Result
5.1 Experimental Procedure

In order to evaluate the accuracy of the data
calculated through the fuzzy model, experiments
were conducted in which it compared the tem-
perature distributions before and after spray on a
die surface. The spray mist is applied on the
different mesh surface of the die at different flow
rates. The optimum flow rate for a desired
temperature reduction at each mesh was
calculated through the model according to its
respective temperature averages. A infrared
thermograph was employed to obtain the tem-
perature data. This experimental procedure was
as follows:

(a) A pre-experiment was carried out to obtain
the data of the temperature distribution on
the entire surface of the die (before spray) .
This data is the image of temperature distri-
bution of the hot surface of the die and can be
saved as digital data. Then, based on this
image data, the surface of the die was divided



into 16 different meshes of the same size area
and the respective temperature average for
each mesh was calculated.

(b) Based on the temperature average of each
mesh, the optimum flow rate for a desired tem
perature reduction on each mesh was calcu-
lated by the model. A 5-axis spray robot with
one axis flow control pump were used. Spray
mist was applied at the 16 different meshes at
different flow rates,according to the respective
temperature average. Then, the image data of
the temperature distribution was obtained.

Fig.5-1 is the arrangement for the experiments.

Flow Controller

OO0

IS — Thermograph

Temperature Controller

[Fig. 5-1] Experimental Arrangement
5.2 Experimental result

Based on the temperature average of each
mesh, spray flow rates for uniform temperature
distri-butions on the surface of the mold at 210" C
were calculated by the fuzzy model. The spray
robot performed a path delivering different flow
rates at each mesh in 5 seconds. The image data
of the temperature distribution was taken by the
thermograph. It saved image frame in every 30
milli-second during the performance of each
spray operation.

In the experiments, the steam was generated
during the spray operation it masked the real
image of the temperature distribution which was
taken by the thermograph, Figs.[5.2] and [5.3]
show the operation performed by the spray robot.
Analyzing samples of meshes through the image
frames obtained by the thermograph, in some
samples of meshes which does not covered with

steam, it was observed a considerable tempera-
ture reduction seems similar to the predetermine
values. But for the true evaluation, the method to
eliminate steam influences is required.
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[Fig. 5-2] Temperature Distribution before
the Spray Operation
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[Fig. 5-3] Temperature Distribution during o
the Spray Operation

6. Conclusion

As a result of this study the following was
accomplished.

(1) The 4-single input fuzzy model was designed
and usefully used to estimate temperature
drop of the die.

(2) The fuzzy model were constructed by using
fundamental experiments.

(3) The optimum spray volume to control the die
surface temperature was calculated by the
fuzzy model.

Reference

(1) A. Barbed de Magalhaes, Ricardo Paiva
Intelligent System to Control the Temperature
of Permanent Molds and Dies
6274 World Foundry Congress- Philadelphia

(2) Society of Manufacturing Engineers:
Tool and Manufacturing Engineers Handbook
NacGraw-hill, 1976

(3) Chen. C. H. Fuzzy Logic and Neural Network
1st Edition MacGrw-hill 1996

— 447—



Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

Improved Genetic Algorithm for Generalized
Transportation Problem

Mitsuo Gen, Kenichi Ida, Yin-Zhen Li and Juno Choi

Department of Industrial and Information System Engineering

Ashikaga Institute of Technology
Ashikaga 326-8558, Japan

Abstract

In this paper, we propose a new approach of span-
ning tree-based genetic algorithm for Generalized
Transportation Problem (GTP). Firstly, we will con-
vert the GTP problem to a Transportation Problem
(TP) because the GTP can be cast in the form in
which the constraint equation and objective function
resemble those of the TP model. Then, we can use
spanning tree-based genetic algorithms to deal with
it. In encoding method, we absorb the concept on
spanning tree and adopt the Priifer number as it is
capable of equally and uniquely representing all pos-
sible basic solutions. Numerical experiments show
the matrix-based genetic algorithm and spanning tree-
based genetic algorithm of the proposed algorithm.
Key Words:Genetic Algorithm, Generalized Trans-

portation Problem, Transportation Problem

1 Introduction

We propose a new approach of spanning tree-based
genetic algorithm for a Generalized Transportation
Problem (GTP) [1]. This is true in fact of GTP that
conform to the following general formulation: Given a
set of n targets (e.g. production goals) and a set of m
means (fixed amount of resources, instruments and so
on) to fulfil those targets, and supposed each target
may be fulfilled through several means and vice-versa,
we are asked to assign the fulfillment of the various
targets to the various means in such a way as to min-
imize a cost function. Machine-assignment problems
are an outstanding example. Firstly, we will convert
the GTP problems to a Transportation Problem (TP)
because the GTP can be cast in the form in which the
constraint equation and objective function resemble
those of a TP model.

In this paper, we adopt the one-cut-point crossover
operator that has been shown to be superior to tradi-
tional crossover strategies for combinatorial optimiza-
tion problem. Mutation is a background operator,
which produces spontaneous random changes in var-
ious chromosomes. In the evolutionary process, the
mixed strategy with (4 + X)-selection [6] and roulette
wheel selection [7] in used. Finally, we will show
the effectiveness of the algorithm by the single objec-
tive problems. And numerical experiments show the
matrix-based genetic algorithm [5] and spanning tree-

based genetic algorithm of the proposed algorithm.

2 Problem Description

For the sake of brevity we shall write z;,; for
z;s. Let p;; be the processing time to produce the jth
product on the ith machine. z;; be the amount of jth
product manufactured on the ith machine. ¢;; be the
production cost of the jth product on the ¢th machine.
a; be the number of units available machine-hours at
machine 7, and b; be the number of units demand
at product j. This problem with m machines and n

products can be formulated as follows:

m n

Z = Z Z c,'j:c,-j (.l)

i=1 j=1

min

n
s. t. Zpij:cij :l:CL'is = Q, 1= 1,2,,m(2)

j=1
m
Z.’Bij:bj, j:1,2,...,n (3)
i=1
zi; 20, Vi,j (4)

We will convert the GTP problems to a TP because
the GTP can be cast in the form in which the con-

straint equation and objective function resemble those
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of a TP model.
procedure: conversion of the GTP to TP

step 1. Repeat the following substeps until b; =
0,vj.

1.1 Randomly select 7 and j.

1.2 If a; > bjp;j, then assign the available
amount of units to x;; = b; and update
availability a; = a; —b;p;; and b; = b; — ;5.
If a; < bjpiyj, then b; = b; — 1 until
a; > b;p;; and assign z;; = b; and update

Q; = Qf — 4545, bj = bj — ’13,]

step 2. Assign ;3 =a;,1=1,...,m,s=n+ 1

3 Spanning Tree-based Genetic
Algorithm

3.1 Genetic Representation

Priifer number is one of the node encoding for the
tree. It can be used to encode a transportation tree.
The constructive procedure for a Priifer number ac-

cording to a tree is as follows:

procedure: convert Tree to Priifer number

step 1. Let 1 be the lowest numbered leaf node in tree
T. Let j be the node which is the predecessor of
i. Then j becomes the rightmost digit of Priifer
number P(T), P(T") is built up by appending dig-
its to the right; thus, P(T") is built read from left

to right.

step 2. Remove ¢ and the edges (¢,j) from further
consideration. Thus, ¢ is no longer considered
at all and if ¢ is the only successor of j, then j

bhecomes a leaf node.

step 3. If only two nodes remain to be considered,
then P(T) has been formed, and stop; else return

to step 1.

Each node in the transportation problem has its
quantity of supply or demand that are characterized
as constraints. Therefore to construct a transporta-
tion tree, the constraint of nodes must be considered.

From a Priifer number, an unique transportation tree

also is possible to be generated by the following pro-
cedure:
procedure: convert Priifer number to trans-

portation tree

step 1: Let P(T) be the original Priifer number and
let P(T) be the set of all nodes that are not part

of P(T) and design as eligible for consideration.

step 2: Repeat the process 2.1-2.4 until no digits left
in P(T).

2.1 Let ¢ be the lowest numbered eligible node in
P(T). Let j be the leftmost digit of P(T).

2.2 If i and j not in the same set O or D, then
add the edge (7,7) to tree T. Otherwise,
select the next digit & from P(7") that not
included in the same set with 4, exchange j
with k and add the edge (3, j) to the tree T.

2.3 Remove j(or k) from P(T) and i from P(T).
If j(or k) does not occur anywhere in the re-
maining part of P(T'), then put it into P(T).
Designate 7 as no longer eligible.

2.4 If a; > bjpi;, then assign the available
amount of units to z;; = b; and update
availability a; = a; —b;p;; and b; = bj — ;5.
If a; < bjpij, then b; = b; — 1 until
a; > b;pi; and assign z;; = b; and update

a; = a; — T;;pi; and b = b; — x5,

step 3: If no digits remain in P(T), then there are
exactly two nodes, i and j still eligible in P(T)
for consideration. Add edge (i, j) to tree T" and

form a tree with m +n — 1 edges.

step 4: If no available amount of units to assign, then
stop. Otherwise, there are remaining supply r
and demand s, add edges (r, s) to tree and assign
the available amount of units z,, = a, = bg to
edges. If there exists a cycle, then remove the
edge that assigned zero flow. A new spanning

tree is formed with m +n — 1 edges.

3.2 Initialization

The initialization of a chromosome(a Priifer number)

is performed from that randomly generated m+4mn —2
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digits in range [1, m+n]. However, it is possible to gen-
erate an infeasible chromosome which is not adapted
Lo generate a transportation tree.

We design the handling for feasibility of the chro-
mosome with the following criterion: Denote that So
and Spare the sun of connections of nodes which are
included in set O and D respectively from P(T). Also
we denote that So and Sp are the appearing times
of those nodes in P(T") and included in set O and D,
respectively. If Sp + So = Sp + Sp, then P(T) is
feasibility. Otherwise P(T') is infeasible.

3.3 Genetic Operators

Here, the one-cut-point crossover operator is used.
For avoiding unnecessary decoding from which an in-
feasible chromosome(a Priifer number) may be gener-
ated after crossover operator, we add the criterion for
feasibility of the chromosome. A Priifer number via
this criterion is always feasible and can be decoded
into a corresponding transportation tree.

The inversion mutation and displacement mutation
are used. This two mutation operators always gen-
erate feasible chromosomes if the parents are feasible,
because the criterion So+S50 = Sp+Sp is unchanged

after these operators.

3.4 Evaluation and Selection

In this approach, the evaluation procedure consists
of the following two steps: (1)convert a chromosome
into a tree, and (2)calculate a objective function. It is
given as follows:
procedure: evaluation
begin

T e {d}; p 0
define (T according to the P(T);
repeat
select the leftmost digit from P(T'), say 4,
select the eligible node with the lowest
numbered from P(T'), say j;
ifi,j€Oori,j€ D then
select next digit from P(T") not in the same
set with j,say k;
exchange k with ¢ and take i — k;
endif
if a; > b;p;; then
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assign the flow:

zij by T T Uz,

2(T) — 2(T) + cijzij;

update available amount:

ai — a; — bipy; bj — b — x5
endif
if a; < bjp;; then

repeat

bj —b; —1

until(a; > b;pi;);

assign the flow:

x5 by, T T Uz,

2T) — 2(T) + cijzij;

update available amount:

a; < a; —
endif

remove 1 from P(T);

bipij; bj < bj — mij;

remove j from P(T');
if 7 does not occur anywhere in remaining
P(T) then put i into P(T);
endif
p—p+1
until(p <m+n - 2)
assign the flow for r,s € P(T):
Zps —bj,r € O,5 € D;
T T Uumj;
2(T) — 2(T) + cijzij;
if there exists a cycle then
find edges with zero flow and romove it
endif
end

In the selection procedure, we will use the mixed
strategy with (1 + A)-selection and roulette wheel se-
lection can enforce the best chromosomes into the next
generation. This strategy selects y parents and A off-
spring. If there are no p different chromosomes avail-
able, then the vacant pool of population is filled up
with roulette wheel selection.

4 Numerical Experiments

Let us consider the generalized transportation prob-
lem with the data given in Table 1. The figures in the
left upper corner of each cell of columns 1, - -,7, respec-

tively s(8), are the p;j, respectively the coefficients of



Tis. The figures in the right lower corner of each cell
are the ¢;;. The last column contains the a;, while the
last row the b;.

Table 1: Data of the generalized transportation problem

Ly 21314157161 7 [s(8)] a
YA A D N X 1 o
[J8]_126] O3 -120] 751 18] [16] .
Py LA R R N N W o
[14] 7] 173 [24] [9] 18] [2] -
(26| [15] [16]) 78| [12] [15]| 8]
dPL R s
[9o) 12 (23] [15] (76 9] [4] s
PN B8 Y N 3 O o
771 18] [716] E‘T 1761 28] [18]
6 41 151 16] [ 4 ] WA= 145
Lo 6] a3 1761 [25] [16]
Bl 6 1519171815 6]
‘Tuble 2: Aveiage resnll,u,by the n:a;rlmbhaed GA and tree-based GA approach GTP
problem slze parameter qun’lx~I);13ed GA lree-based GA
mXn | pop-ske | max-gen | percent | ACT(s) | percent -AUT(s)
T3x4 |20 [0 |00 | oos 100 | 036
4% 0 20 500- 100 65.39 100 . 126
bx6 - 60 500 100. 18.46 | 100 5.36
6x7 2100 | 1000 | 100 2.03,&16 - 100 801.27
1 t: the percentage of running times ',hai.obtx;lnéd optimal solution

AGT: the nverage coniputing time-
The simulations were carried to out on each example

with their best mechanism (parameter setting). Ta-
ble 2 shows average simulation results from 20 times
running by the spanning tree-based genetic algorithm
(st-GA) and matrix-based genetic algorithm (m-GA).
From Table 2 we know that the optimal solution was
found accurately by the st-GA with more short time
than m-GA in each running time. Figure 1 shows
the evolutionary processes with m-GA and st-GA on
a generalized transportation problem with 5 machines
and 6 products. This figure cleary shows that the
spanning tree-based permutation has better mecha-
nism to evolve to the optimal solution in the evolu-

tionary process than the matrix-based representation.

5 Conclusion

In this paper, we proposed a new approach by us-
ing spanning tree-based genetic algorithm to solve the
generalized transportation problem. Spanning tree-
based encoding was implemented with Priifer number.
We carried out the numerical experiments by both the
m-GA and the st-GA. For the small scale problem,
there is no great difference on the computing results,
which showns the effectiveness of the proposed GA
approach. On the larger scale problem, the proposed
GA approach can get the optimal solution with more

less CPU time than the m-GA approach.

540

920
oy evolutionary process by the m-GA method
=500 |
Z .evolutionary process by the st-GA method
2480
5 460

440 et i

0 100 200 300 400 500
Generation

Figure 1: Evolutionary process with m-GA and st-GA
on the GTP
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Abstract

In this paper we discuss the terminal layout prob-
lem with the constraint limiting the number of termi-
nals with ”degree 1” in a tree solution. In graph theory
terminology, the problem can be stated as the Leaf-
Constrained Minimum Spanning Tree (LMST) prob-
lem. Because of its NP-hard complexity, there are
still no effective algorithms to solve this problem. We
present a new approach by using the Genetic Algo-
rithms (GAs) to deal with the LMST problem. Com-
pared with the lower and upper bounds obtained by
a simple method, Numerical results shows the effec-
tiveness of the proposed GAs approach on the LMST
problem.

Keywords: Genetic Algorithms, Spanning Tree,
Leaf-Constraint.

1 Introduction

In the context of telecommunication networks, the net-
work terminals involve certain constraints which are
either related with the performance of the correspond-
ing network or with the availability of some classes of
devices. One of them is the terminal layout problem
with the constraints limiting the number of terminals
with ”degree 1” in the solution. Here, by the degree
is meant the number of wires (edges) incident to the
terminals (nodes). This type of constraints more often
appear when designing tree-like networks.

In the graph theory terminology, the term ”leaf” is
used for denoting an edge which is incident to a node
of degree 1. Therefore, the above constraint can be
restated as ”"the tree solution has to contain exactly
k leaves” or the Leaf-Constrained Minimum Spanning
Tree (LMST) problem!. The LMST is NP-hard be-
cause it contains as a particular case, the case k = 1,
which is the shortest Hamiltonian path problem be-
tween a given node and any other node. This prob-
lem is equivalent to the well-known traveling salesman
problem and hence, the LMST is also NP-hard. As far
as we know, no efficient algorithm for this problem has
been given in literature.

In this paper, we present a new approach by us-
ing the genetic algorithms (GAs), which have been
demonstrating their powerful potential in dealing with
such complicated combinatorial problem with tree
topology?~". For the adaptation to the evolutionary
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process, we developed a tree-based genetic represen-
tation to code the candidate solutions of the LMST
problem. In order to illustrate the effectiveness of the
proposed GAs approach, we simply design a strategy
to give out the lower and upper bounds of the problem.
Compared with its lower and upper bounds, the re-
sults on numerical experiments clearly show the effec-
tiveness of the proposed GAs approach on the LMST
problem.

2 Model for the LMST
2.1 Problem Description

In this section we formulate the LMST problem as a
zero-one integer programming. Considering a com-
plete, undirected graph G = (V,E), we let V =
{1,2,...,n} be the set of nodes representing the ter-
minals and the central site, or "root” node, as node 1,
and E = {(¢,7)]¢,7 € V} be the set of edges represent-
ing all possible telecommunication wiring. For a sub-
set of nodes S (C V') we define E(S) = {(¢,7)|:,7 € S}
to be the edges whose end points are both in S. Also,
we define the following binary decision variables: x;
=1, if edge (7, ) is selected in the tree, otherwise, z;;
= 0 for all edges (¢,j) € E.

To formulate the LMST we add the binary variables
U;,j = 1,2,...,n, such that U; = 1 if node j has
degree 1 in the solution and U; = 0, otherwise. The
constraint on the number of leaves can now be written
as: 30 Uj=k

Clearly, we need to add the following set of con-
straints which link the z;; variables with the U; vari-
ables.

1-Ui <Y 2 < (n-1)(1-U3),i=1,2,...,n
j=1

These constraints guarantee that node ¢ has degree
1 (U; = 1) if and only if no arcs are leaving that node.
Notice also that the right-hand inequality of above
equations can be tightened to

1-U; SZ.’B,’,‘ <k(1-U;),i=1,2,...,n

i=1

because the outdegree of any node cannot be greater
than k. Finally, the {0, 1} requirements for the new
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Figure 1: A spanning tree and its Priifer number

of the set S = {1,2,..,m} and denote that con-
sumers m + 1,...m + n as the component of the set
D={m+1,..,m+n}.

Representation

Transportation graph in Figure 1 can be represented
as a spanning tree with Priifer number such as in Fig-
ure 2.

P(T)=[42273]

Figure 2: A spanning tree and its Priifer number

For a complete graph with p nodes, there are p(P=2)
distinct labeled trees. This means that we can use
only permutation of p — 2 digits in order to uniquely
represent a tree with p nodes where each digit is an
integer between 1 and p inclusive. For any tree there
are always at least two leaf nodes.

Priifer number is one of the node encoding for the
tree. It can be used to encode a transportation tree.
Each node in the fcTP has its quantity of supply or de-
mand, which are characterized as constraints. There-
fore to construct a transportation tree, the constraint
of nodes must be considered. From a Priifer number,
an unique transportation tree also is possible to be
generated.

In Figure 2, the Priifer number [ 4 2 2 7 3 ] corre-
sponds to a spanning tree on a 7-node complete graph.
The construction of the Priifer number is described as
follows: Locate the leaf node having the lowest num-
ber. In this case, it is node 1. Since node 4 is incident
to node 1 in the tree, assign 4 to the first digit in the
permutation, then remove node 4 and edge (1,4). Now,
node 4 is the lowest numbered leaf node and node 2
is incident to it, assign 2 to the second digit in the
permutation and then remove node 2 and edge (4,2).

Repeat the process on the subtree until edge (3,7) is
left and the Priifer number of this tree with 7 digits is
finally produced.

Conversely, the corresponding tree using the Priifer
number can be constructed. As the node 1, 5 and 6
are not included in P(T"), let P(T') be the set of them
as P(T) = {1,5,6}. Node 1 is the lowest number
in P(T). Node 4 is left most digit of P(T). Check
this two digit 1 and 4, they are not in the same set
that 1 € 5,4 € D. Add edge (1,4) to the tree, remove
node 1 from P(T’) and leftmost digit 4 of P(T") leaving
P(T') =[ 227 3]. Because node 4 does not occur
in the remaining part of P(T'), put it into P(T) =
{4,5,6}. Assign the available amount of units to 14 =
min{ai,bs} = min{8,11}=8. Update a; = 8 —x14 =0
and by = 11 — 214 = 3.

Secondly, node 4 is now the lowest digit in P(T')
and node 2 is the leftmost digit in remaining P(T).
Since 2 € S and 4 € D, add edge (2,4) to the tree,
remove 4 from P(T) and the leftmost digit 2 from
P(T) leaving P(T) =[ 2 7 3 ]. Because node 2 occur
in the remaining part of P(T), does not put it into
P(T) = {5,6}. Assign the available amount of units
to z24=min{19,3}=3. Update ay = 19 — 124=16 and
b4 =3- .'E24:0.

Repeat the process until P(T)=[ 3 ] and nodes 6
and 7 are in P(T). Add edge (3,6) to the tree, re-
move the last digit 3 of P(T") and node 6 from P(T).
As node 3 no longer occurs in the remaining P(T'), it
needs putting into P(T') leaving P(T) = {3,7}. Fi-
nally, P(T) is empty and only nodes 3 and 7 are in
P(T). Add edge (3,7) to the tree and stop. The tree
in Figure 2 is formed.

Initialization and Feasibility of the Chromo-
some

The initialization of a chromosome (a Priifer number)
is performed from that randomly generated m + n —
2 digits in range [1,m + n]. However, it is possible
to generate an infeasible chromosome, which is not
adapted to generate a transportation tree.

Priifer number encoding contains nodes and connec-
tions information. From this encoding we can easily
to create feasibility of chromosomes.

Denote that Ls and Lp are the sum of connections
of nodes which are included in set S and D respectively
from P(T). Also we denote that Lg and Lp are the
appearing times of those nodes in P(T") and included
in set S and D, respectively. We design the handling
for feasibility of the chromosome with the following
criterion:

Feasibility of Chromosome: If Ls + Ls = Lp +
Lp, then P(T) is feasibility. Otherwise infeasible.

Genetic Operators

Crossover: the one-cut-point crossover operation is
used.
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Mutation: the inversion mutation and displacement
mutation are used. The inversion mutation is se-
lects two positions within a chromosome at ran-
dom and then inverts the substring between these
two positions.

This two mutation operators always generate fea-
sible chromosomes if the parents are feasible, because
the criterion Lg + Ls = Lp + Lp is unchanged after
these operations.

Evaluation and Fitness Function

In this approach, The evaluation procedure also con-
sists of two steps:

(1) convert a chromosome into a tree, and

(2) calculate each objective function.

In multi-criteria optimization context, usually the
Pareto optimal solutions are characterized as the so-
lutions of the multi-objective programming problem.
In this stage, the module for Pareto optimal solutions
consists of two steps: (1) evaluate chromosomes by
the objective functions, and (2) select Pareto solutions
based on evaluation values. Let E(t) be the Pareto so-
lution set generated up to current iteration ¢, then the
procedure for Pareto solutions is given as follows:

Procedure: Pareto solutions

Step 1: Set iteration ¢t = 0, and E(t) = {0}. Let ¢,
be the maximum iteration.

Step 2: If t > t,, then Stop. Otherwise go to Step 3.

Step 3: Set the counter k£ = 1, and count the number
of current chromosomes i_size.

Step 4: Repeat Step (4.1)—(4.3) to update E(¢) until
k <1i_size.

(4.1) Evaluate a chromosome T} and obtain the
solution vector zx = [21(Tk) z2(Tk)].

(4.2) Register Pareto solutions into FE(¢) and
delete non-Pareto solutions in E(t) by the
solution vector zg.

(4.3) Set k =k + 1.

Step 5: Set t =t + 1, go to Step 2.

Fitness function: the weighted sums method is
used to construct the fitness function, which the bi-
criteria functions dynamically are combined into one
overall objective function at hand [4].

Selection

In the selection procedure, we will use the mixed strat-
egy with (p+ A)—selection and roulette wheel selection
can enforce the best chromosomes into the next gen-
eration.
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4 Numerical Experiments

The genetic algorithm called st-GA was imple-
mented in C language and run on a HP 9000 Model
715/100 workstation. We have simulated using four
bicriteria fixed charge transportation problems. The
computational experiments with five problem sizes are
used, denoted by m x n, those are 4 x 5, 5 x 10, 8 x 10,
10 x 15, and 15 x 20. The total supply (demand) for
different problem size are given Table 1. The unit vari-
able costs and unit shipping times in all test problems
are integers ranging from 3 through 8 and from 1 to 7,
respectively. The fixed costs for all test problems are
generated randomly as in Table 1.

Table 1: Total supply (demand) and ranges of fixed
cost for different problem sizes

Problem size Total supply Fixed cost

ix5 3000 50, 100]

5x 10 5000 100, 500]
8 x 10 10000 500, 800]
10 x 15 15000 700, 1000]

The simulations were carried out on each problem
with their best mechanism (parameter setting), and
run by 10 times. Table 4 given the data of 4 x 5
problem. Figure 3 shown the summarized solutions
of obtained in 10 trials by st-GA for bicriteria prob-
lem 4 x 5 with given parameters mutation rate 0.4
and crossover rate 0.2. The ideal solution for 4 x 5
problem has solved (10809, 8250) which denoted by *
notation in Figure 3. From Figure 3, we know the so-
lutions were obtained Pareto frontier which contain a
extreme solution point. In some trials, the algorithm
got the different solutions in the criteria space. This is
because the fitness function was dynamically created
with two objective functions in the evolutionary pro-
cess, therefore, the mechanism of the st-GA in each
trial with different search direction to evolve the so-
lutions. The average computing time of each case is
summarized in Table 3.

5 Conclusion

In order to improve the efficiency of genetic algo-
rithm to solve bicriteria fixed charge transportation
problem, the spanning tree was used to represent the
data structure of the problem. In the evolutionary pro-
cess the fitness function based on two objective func-
tions was created dynamically and it has to evolve the
problem solutions. Also we compared with the m-GA
and st-GA by four numerical experiments. The pro-
posed st-GA is more saving than m-GA concerning the
computation time on the bicriteria fixed charge trans-
portation problem.



Table 2: Generated data for problem 4 x 5

v | Transportation cost | Transportation time Fixed costs Supply
118 4 3 5 8 3 3 3 5 3 60 88 95 76 97 857
213 6 4 8 5 4 2 1 5 4 51 72 65 87 76 893
318 4 5 3 4 2 1 5 3 2 67 89 99 89 100 505
414 6 8 3 3 2 2 4 3 4 86 84 70 92 88 745
Demand: b;=888 b,=157 b3=284 by=773 b5;=898
Table 3: Comparison with m-GA and st-GA on bicriteria fcTP
m n | Memory for a solution ACT(s) Parameter
m-GA st-GA m-GA st-GA™ | pop_size mazx_gen
4 5 20 7 18.78 10.54 50 1000
5 10 50 13 71.27 23.75 100 1000
8 10 80 16 6802.36 986.66 100 2000
10 15| 150 23 12145.82  11237.75 200 2000
ACT: average computing time
(4] Hirsch, W.M. and G.B. Dantzig, The Fixed
11500 » (10841,11322) Charge Problem, Naval Research Logistics Quar-
11000 2 terly 15, pp.413-424, 1968.
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Abstract

In this paper, we presented a genetic algorithm for
solving bicriteria fixed charge transportation problem.
The genetic algorithm is created with spanning tree
representation. Due to the bicriteria program, the fit-
ness is evaluated based on overall objective function
constructed by weighted sum method. The genetic al-
gorithm can found the Pareto optimal solutions in the
bicriteria space. Computational results will show the
performance of the genetic algorithm.

1 Introduction

The fixed charge transportation problem (fcTP) is
a more practical transportation problem (TP). Many
practical transportation and distribution problems
such as the minimum cost network flow (transship-
ment) problem with fixed charge in logistics can be for-
mulated as fixed charge transportation problems. Of-
ten the representation of more than one objectives are
desired expect for transportation cost in the models
of economic decisions in the production-distribution
problems. For example, delivery time of the com-
modities, reliability of transportation and so on. The
bicriteria-programming problem is a special case of
multiobjective programming problem. Many solution
procedures have been investigated for bicriteria pro-
gram and extended to the multiobjective programming
problems.

Recently, for solving the fcTP, Gottlieb et. al. [2]
proposed a genetic algorithm (GA) based on permu-
tation representation, and a tabu search heuristic pro-
cedure was proposed by Sun et. al. [9]. Li et. al. pro-
posed a spanning tree-based GA for solving fcTP, and
shown the comparison with matrix-based GA [5] and
given the conclusion that spanning tree-based GA sav-
ing more computational time than matrix-based GA
and has higher solution quality.

In this paper, we extend the spanning tree-based
GA to the bicriteria fixed charge transportation prob-
lem. The mechanism of the GA absorbs the spanning
tree structure and foundation of the genetic algorithm.
In the evolutionary process, the fitness function dy-
namically is created by the weighted sum method. The
mixed strategy for genetic selection is used in evolu-
tionary process. Finally, the numerical experiments
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will show the performance of the GA.

2 Bicriteria Fixed Charge Transporta-
tion Problem

The Bicriteria Fixed Charge transportation prob-
lem (b-fcTP) with given m plants and n consumers
can be formulated as follows:

min - fi(@) =Y > (fij(@) + dijgij ()
=1 j=1

min fa(x) = Z tij(x)
i=1 j=1

n
s. t. E xijgai, i:1,2,~',m
j=1

m

Z.’L‘ij ij, j:1,2,~~~,n
=1

zij 20, Vi,

) 1, ifz;; >0
with gij(z) = { 0, othejrwise

where = [z;;] is the unknown quantity to be trans-
ported on the route (i, j) that from plant ¢ to consumer
J. fij(x) can be viewed as the objective function from
original TP that means total transportation cost in
which f;;(x) = ¢;;x;; will be a cost function for ship-
ping per unit from plant ¢ to consumer j if it is linear.
d;; is the fixed cost associated with route (i, j), and
tij(x) can be viewed as a function of delivery time
in which in the form t;;(x) = t;;x;; where t;; is per
unit delivery time from plant 7 to consumer j. a; is
the number of units available at plant i, and b; is the
number of units demanded at consumer j.

3 Genetic Algorithm

This genetic algorithm was completed with span-
ning tree representation. As a matter of convenience
we denote that plants 1,2,...,m as the component



variables have to be included in the model. Then,
the LMST problem can be formulated as the following
integer programming:

n—1 n
min z = Z Zcijwij (1)
=1 j=2
n—-1 n

s. t. ZZJZ,']‘:TL—I (2)

=1 j=2

1€S jes
j>1

1—u; <Y 2y <k(l-w), i=1,2,...,n (4)
i=1

zi;=0o0rl,i=1,...,n-1,7=2,...,n (5)

uj=0o0rl,j=12,...,n (6)

where c;; be the (fixed) cost of including edge (7,7) in
the solution

2.2 Upper and Lower Bounds

Simply, we can obtain a MST solution after applying
the Prim’s algorithm®. If the number of all leaves are
equal to the required leaf-constrained value, this solu-
tion is definitely the optimal solution of the problem.
But, it is not always true in most cases. If we do
not consider the constraints of Eq.4, Eq.5 and Eq.6,
obviously, this MST solution of the problem can be
regarded as its lower bound.

On the other hand, usually the number of leaves
in a MST solution is more than the required leaf-
constrained value (we only consider those cases that
the required leaf-constrained value is much less that
the total nodes, otherwise, there may be no meaning
in limiting the number of leaves). In this case, if the
MST solution is modified by decreasing its number
of leaves, we can easily obtain a upper bound of the
problem. The operation can be described as follows:

procedure: upper bounds calculation

step 1: Determine all one-leaf
P,P,,... P,

step 2: If ¢ = k, the current MST solution is the
LMST solution and stop; otherwise, goto step 3.

step 3: Calculate the cost if P;is appended on other
one-leaf subtrees. Suppose that wj, is the mini-
mum cost for P; being appended on P, (1 <r <
q, 7 £1).

step 4: Repeat step 3 for [ = 1,2,...,q and cal-
culate the minimum cost wg, where wy =
min{w. |, 7 =1,2,...,q, l £ 7}.

step 5: Append one-leaf subtree P; to one-leaf sub-
tree P, set ¢ — ¢ — 1 and goto step 1.

subtrees

3 Genetic Algorithm Approach

3.1 Genetic Representation

As to the MST problem, two main factors should be
taken into consideration if we want to keep its tree

topology in the genetic representation: one is the con-
nectivity among nodes; the other is the degree value
(the number of edges connected on it) of each node.
Therefore, the intuitive idea of encoding a tree solu-
tion is to use a two-dimension structure for its genetic
representation’. One dimension encodes the nodes of a
spanning tree; another dimension encodes the degree
value of each node. Based on this observation, the
tree-based permutation of such a tree can be encoded
as the following procedure:

procedure: tree-based encoding

step 1: Select node 1 (root node) in a labeled tree T,
put it as the first digit in the node dimension of
the permutation and its degree value as the first
digit in the degree dimension, and determine that
node as the current node.

step 2: Check the successor node of the current node
from left branch to right branch. If there is a suc-
cessor node, put it to the permutation in the node
dimension and its degree value to the permutation
in the degree dimension (here we build the per-
mutation by appending digits to the right), and
then goto step 3. If there is no such node, de-
termine the predecessor node as the current node,
and return to step 2.

step 3: If the successor node is not a leaf node, de-
termine the successor node as the current node,
then goto step 2. If the successor node turns to
be a leaf node, delete it and goto step 4.

step 4: If all nodes have been checked, stop; other-
wise, goto step 2.

Figure 1 illustrates an example of this tree-based
permutation.

d% &%

Lt]2]s[6[s]4[7]5]
HEORRBNN

Figure 1: A rooted tree and its tree-based permutation

A rooted tree

Tree-based permutation

Also, it is easy to decode the above tree-based per-
mutation into a tree. Supposed that the vertex di-
mension for individual P is represented as P;(k), k =
1,2,...,n and the degree dimension for individual P
as Py(k),k =1,2,...,n. The decoding procedure for
each individual in the form of degree-based permuta-
tion can be operated as follows:

procedure: degree-based permutation decoding

step 1: Set £k — 1 and j « 2.

step 2: Select the vertex in P,(k), say v, where r =
Py(k), select the vertex in Py(j), say v, where
s = Pi(j), add the first edge from r to s into a
tree.
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step 3: Let Py(j) «— P2(j) — 1.

step 4: If P,(j) > 1,let k—jand j «— j+ 1.

step 5: If k£ < 1, stop.

step 6: If P;(k) > 1, select the vertex in Py(k), say
v, where r = Py(k) and let Py(k) — P(k) — 1;
otherwise, let k — k — 1 and go to step 5

step 7: If P2(j) > 1, select the vertex in Py(j), say
vs where s = P5(j), and let Py(j) — P2(j) — 1;
otherwise, let j «— j + 1 and go to step 7.

step 8: Add the edge from 7 to s into the tree and go
to step 4.

3.2 Genetic Operation

Order Crossover: The crossover is only operated
on node dimension, not together with the degree di-
mension. The operation can be illustrated by Figure
2. It is not difficult to image that the crossover will
dramatically change the tree structure among genera-
tions. But, it is useful for the exploration in the evo-
lutionary process.

selected substring

HB
Blslafifefsfi]]

% CLELLLGLD]
e ]

|§s|3|1|1|11311|1|

Figure 2: Order crossover on nodes

Exchange Mutation: Exchange mutation selects
two genes (nodes) at random and then swaps the genes
(nodes). This mutation is essentially a 2-opt exchange
heuristic. The operation can be illustrated by Figure
3.

exchanging points

Blaff o] fs] ]
(1) (1)

Llslefofo]sla] ]

@ O O W @ O

@O Gﬂ@

Figure 3: Exchange mutation on nodes

Insertion Mutation: Insertion mutation selects a
string of genes (branch) at random and inserts it in a
random gene (node). The operation can be illustrated
by Figure 4. Obviously, this operation is indispensable
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for the evolutionary process to evolve to a highly fit
tree structure Because it may keep good heritages from
parents among generations. As a result, it makes the
exploitation in the evolutionary process.

inserting point

[ NN 2] ¢] 7] 8] [ AN 4] 7] 8]

HEOOnBnn BZ\nnann

Figure 4: Illustration of insertion mutation

3.3 Modification

If there are such individuals whose leaves number is
not equal to the leaf-constrained value, it is necessary
to modify them before evaluation. Combined with the
insertion mutation operation, we can easily to mod-
ify each individual. Here, we randomly select one-leaf
subtree and insert it on another randomly selected
one-leaf subtree as Figure 5 shows, until all leaves
number is equal to the leaf-constrained value.

leat  one-leaf subtree

L]=]s]e 7 « N 8]
Gl [s]if]

[1[2]s[6 7N 5]
LD N

five leaves four leaves

Figure 5: Illustration of leaves modification

3.4 Evaluation and Selection

The evaluation procedure is simply to Convert an in-
dividual into a tree according to the decoding proce-
dure and calculate the total cost of a tree according to
its objective function. As to selection, we adopt the
(1 + A) - selection strategy.

4 Computational Experience

In this section, we compare the GA’s results on
the LMST problem with the lower bounds and upper
bounds produced by the methods described in the pre-
vious two sections. All results are the LMST solutions



Table 1: Numerical results of the LMST problems

Problem Scale

k  Lower Bound Upper Bound GAs Result

10 3 178 (5) 192 (3) 185
20 3 262 (8) 285 (3) 274
20 5 262 (8) 280 (5) 271
30 5 365 (12) 422 (5) 401
30 8 365 (12) 416 (8) 392

Table 2: Illustration of comparison analysis

Problem Scale

k_(GALB)/LB_(UB-GA)/UB CPU (sec)

10 3 3.93% 3.65% 13.10
20 3 4.58% 3.86% 84.28
20 5 3.44% 3.21% 66.13
30 5 9.86% 4.98% 426.32
30 8 7.38% 5.77% 405.51

LB: lower bound, UB: upper bound.

from a class of randomly generated instances with up
to 30 nodes. The cost matrix was taken as the inte-
ger uniformly and randomly distributed in the range
of [10, 80]. After analyzing the parameters setting for
the GA approach on the LMST problem, we found
that the best settings for them are: mutation rates
for exchange and inversion operations are 0.2 and 0.8,
respectively, and crossover rate is 0.6.

Based on the above analysis together with the pop-
ulation size being 200, we figured out the following
numerical examples with different leaf-constraints and
tested them with the proposed GA approach.

The figures in parenthesis represent the number of
leaves. Table 1 shows that the GA’s results are all
within the interval of their lower and upper bounds.
It means that we can simply obtain a better solution
of the LMST problem by the proposed GA approach.

If we consider the rate of the GA’s results to their
lower bound and upper bound, respectively, together
with their CPU time on EWS4800/360PX worksta-
tion, Table 2 clearly illustrates the effectiveness and ef-
ficiency of the proposed GA approach. All the results
are on average from 100 randomly generated LMST
problems.

5 Conclusion

In this paper, we developed a new approach to deal
with the LMST problem by using genetic algorithms.
The new tree encoding has good property in keep-
ing the heritage from parents, which provides greater
chance to evolve to a highly fit structure or optimal
solution in the evolutionary process. Compared with
its lower and upper bounds, the numerical example
shows the effectiveness of the proposed GA approach
on the LMST problem.
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Abstract

Increasing attention is being recently devoted to various
problems inherent in the topological design of distributed
telecommunication networks. The topological structure of
these networks can be based on a single central office and
on a number of multiplexing centers. Especially,
considering the high cost of the fiber optic cable, the
network architecture is composed of a spanning tree. The
optimization problem is reduced to choose the number and
locations of the multiplexing centers, with network
reliability constraints.

In this paper, a spanning tree-based GA is presented for
network topology design of wide-band communication
networks, considering the network reliability related to the
probability of failures. We also employ the Priifer number
and clustering string in order to represent chromosomes.
Finally, we get some experiments in order to certify the
quality of the networks designs obtained by using spanning
tree-based GA.

Keywords: Spanning Tree-based GA, Network Topology
Design, Network Reliability

1. Introduction

Topology design problems for the communication
networks system have been taken attentions by many
related researchers, such as network designers, network
analysts, network administrators, and so on, according to
the scale of communication networks. Generally, Large
networks are usually comprised of a collection of networks
tied together by a backbone. Also, recently, when networks
are construct, fiber-optic cable is used because of its
potentially limitless capabilities: huge bandwidth (nearly
50 Tps), low signal attenuation (as low as 0.2 dB/km), low
signal distortion, and low power requirement, low material
usage, and small space requirement®.

Increasing attention is being recently devoted to various
problems inherent in the topological design of distributed
telecommunication networks. The topological structure of
these networks can be based on a single central office and
on a number of multiplexing centers. Especially,
considering the high cost of the fiber optic cable, the
network architecture is composed of a spanning tree. The
optimization problem is reduced to choose the number and
locations of the multiplexing centers’, with network
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reliability constraints.

Recently, genetic algorithms (GAs) have got a great
advancement in related research fields, such as network
optimization problem, combinatorial optimization, multi-
objective optimization, and so on. Also, GA has received a
great deal of attention about its ability as optimization
techniques for many real-world problems.

In this paper, we propose a spanning tree-based GA for
network topology design with fiber-optic cable,
considering network reliability that means the probability
of all operative nodes being connected. We also use the
Priifer number for multiplexing centers and exchange, and
also employ a clustering string for users, in order to
represent a candidate solution of network topology design.
Finally, we get some experiments and discuss about the
results which we get using spanning tree-based genetic
algorithm for reliable multiplexed network topology design

2. Problem Formulation
The network design problem is represented by the
overall cost of the network to be minimized with
constraints of network reliability. It can be described as the
sum of the following four components’:
(1) the cost between users and multiplexing center

n m

n

_ u

Co =22 e %+ 2 ¢l
i=1

i=l j=1
(2) the cost of the multiplexing centers

i=l j=1 J
(3) the cost between multiplexing centers, including
exchange

m m m
Cr =ZZCZU Vi +Z2-c;"

i=l j=I i=l
(4) the cost of multiplexer/demultiplexer equipment
located in the exchange

m 5
_ d
C,= E E N, -c,
i=1 j=2

In order to describe above cost functions, we define the
following notations:



Notation

n: number of users distributed in the geographical area

m: number of multiplexing centers

¢, cost of the fiber-optic cable used to build the
connection between users and multiplexing centers

1, if thei—th useris connectedto
X,;= J —th multiplexing center;
0, othwerwise
[;: capacity level of i-th user; this takes values ranging

from 1 to 5 if the available capacity demands are 2,
8, 34, 140, 565 [Mbit/s].
c,’f : cost of the equipment of the i-th user
c': cost of the multiplexer with capacity level j
N,;: number of connections at level j connected to
the i-th multiplexing center
S;: maximum number that is capable of connecting to
multiplexing center at level j; S=16 if /=1 and S, =4
if j=2,3,4
¢,;- cost of the fiber-optic cable used to build the
connection between multiplexing centers

1, if thei—th multiplexing center is
YVi= connected to j — th one;

0, othwerwise
k;: capacity level of output flow of i-th center
c; : cost of the line terminal of level ,

. cost of niultiplexing/demultiplexing equipment

¢
with capacity level equal to 7 in the exchange

Then we can describe the reliable multiplexed network
topology design as follows:

min  C=C,+Cy+Cr+Cp (1)
st x, =1, i=1,2,n @)
Jj=1
D=l i=12m 3)
Jj=1
R(x’ y) > Rlim (4)

where x means a nxm user incidence matrix representing
the connection between users and multiplexing centers, y is
a mxm center incidence matrix describing the connection
between the multiplexing centers, and R, represents the
requirement of network reliability.

Constraints (2) and (3) assure that each wuser is
connected to a multiplexing center, and each center is
connected to other multiplexing centers or to the exchange,
that is, the candidate design have to be comprised of a
spanning tree. Constraint (4) is about network reliability,
which is described in next subsection in details.

2.1 Network Reliability Calculation
We consider, as reliability measure, the probability of all

operative nodes being connected. Now we want to
calculate the reliability of a spanning tree network
assuming that the reliability of its elements (nodes and
links) are known. Considering the tree to be a rooted tree,
we associate a state vector with the root of each of subtrees.
The state vector associated with a root node contains all
information about that node relevant to our calculation. We
then define a set of recursion relations that yield the state
vector of a rooted tree given the state of its subtrees. For
subtrees considering of single nodes the state is obvious.
Then we join the rooted subtrees into larger and larger and
larger rooted subtrees using the recursion relations until the
state of the entire network is obtained’.

We assume we have associated with each node i a
probability of node failure p/ and a probability p° =1 - p/
of node being operative. Similarly, for the link (i, j) we
have probabilities // and /° of the link (i, j) failing and
being operative respectively. We also define the following
state vectors for each subtrees: 5, means the probability
that all nodes in the subtree are failed, o, means the
probability that the set of operative nodes, including the
root of the subtree, are connected, and r, means the
probability that the root of the subtree is failed and the set
of operative nodes in the subtree is connected. For the tree
with root node 1 and » nodes, we can calculate the
reliability of tree as follows:

Procedure: Tree-based Reliability Calculation
Step 1: Setr,=0,0,=p, b, =p/,i=1,2,..., n Seti=
n.
Go to step 2.
Step 2: If node is the father node of node i, using the
following recurrence relations, recalculate r, 05 by
vy =rbitrbto b
0y= 0,0, [P+ 0, b,
b=b b,
Go to step 3.
Step 3: Seti=i—-1.1If =1, go to step 4; otherwise go to
step 2.
Step 4: Return », + o0, + b,.

3. Genetic Algorithm
3.1 Representations and Initialization

Here we employ the spanning tree representation using
Priifer number in order to represent active LAN
configurations. For a tree with » nodes, we can use only
(n-2) digits permutation to uniquely represent a tree where
each digit is an integer between 1 and » inclusive. This
permutation is usually known as the Priifer number’.

An example is given to illustrate this kind of encoding.
The Priifer number (1 1 2 2) of a spanning tree on a five
node complete graph represented in Figure 1. The
construction of the Priifer number is described as follows:
Locate the leaf node having the smallest label. In this case,
it is node 3. Since node 1 is adjacent to node 3 in the tree,
assign 1 to the first digit in the Priifer number, and then
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remove node 3 and the link (3, 1). Repeat the process on
the subtree until link (2, 6) is left and the Priifer number of
this tree with three digits is finally produced.

On the contrary, for the Priifer number P = (1 1 2 2), the

nodes 3,4, 5, and 6 are eligible and P= {3, 4, 5, 6}.
Node 3 is the eligible node with the smallest label. Node 1
is the leftmost digit in P. Add link (3, 1) to the tree,

remove node 3 from P for further consideration, and
remove the leftmost digit 1 of P leaving P = (1 2 2). Node
4 is now the eligible element with the smallest label and
the second node 1 is the leftmost digit in remaining P.

Then add link (4, 1) to the tree, remove node 4 from P for
further consideration, and remove the digit 1 from P
leaving P = (2 2). Because node 1 is now no longer in the

remaining P, it becomes eligible and is put into P= {1, 5,
6}. Then, node 1 is the eligible node with the smallest
label, add link (1, 2) to the tree, remove the leftmost digit 2

of P, and remove node 1 from P .Now P = (2) and only
nodes 5 and 6 are eligible. Add link (5, 2) to the tree,
remove the last digit of P, and designate node 5 is not

eligible and remove it from P . Because node 2 is now no

longer in the remaining P and is added to P . P is now
empty and only nodes 2 and 6 are eligible. Thus add link
(2, 6) to the tree and stop. The tree is formed as shown in
Figure 1.

1 1 2 ; 2 Priifer number

Figli'l-'e 1. A tree and its Priifer number

Priifer number is more suitable for encoding a spanning
tree, especially in some research fields, such as
transportation problems, minimum spanning problems, and
so on. Also, the verification for the excellence of Priifer
number is addressed by Zhou and Gen®.

Centers: é_ 2 4

67 8 S . 23
Userss 111122223334455555
Figure 2. The Representation of Chromosome (m=5, n=18)

We employ the following representation that has two
kinds of genotype: The service centers are represented by

Priifer number and users are described by clustering string.
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Therefore, we randomly generate the chromosome in the
initialization process shown in Figure 2, i.e., multiplexing
centers are composed of »-2 digits (Priifer number)
randomly generated in the range [1, #] and users are make
up of m digits (clustering string) randomly generated in the
range [1, n], which mean how to allocate the users to
service centers so that each user belongs to a specific
service center.

3.2 Evaluation of Chromosome

To calculate an evaluation function eval(¥,) for reliable
multiplexed network design problems, we firstly transform
a chromosome V, into user incidence matrix and center
incidence matrix. Then we calculate the objective value
and evaluate eval(V,) as follows:

1/C, ifV, isfeasible;
eval(V, ) =
1/M,
where M is a large integer.
Form the following equation, we can keep the best

chromosome V¥, with largest fitness value at each
generation.

otherwise

V" = arg max{eval( V)l k=12,.., pop _size}
where argmax means argument maximum.

3.3 Crossover and Mutation

We employed the multi-point crossover (or called
uniform crossover). This type of crossover is accomplished
by selecting two parent solutions and randomly taking a
component from one parent to form the corresponding
component of the offspring. We used here swap mutation
which simply select two positions at random and swap
their contents.

3.4 Selection

The selection used here is the method combined with the
roulette wheel and elitist approach, in order to enforce the
GA proposed to freely search solution space. The roulette
wheel selection which is one of the fitness-proportional
method is used to randomly reproduce new generation and
the elitist method is employed to preserve the best
chromosome for the next generation and overcome the
stochastic errors of sampling.

3.5 Modification of Chromosome

Because of the existence of the maximum number which
is capable of connecting on each center, the chromosomes
generated randomly in the initial population and the
offspring produced by crossover may be illegal in the
sense of violating the maximum number of connection for
each center. Here, we adopt the repairing strategy to
modify the connection number for center in an illegal

chromosome. Let(G be the set of centers whose the
maximum number of connection has not been checked and
modified in a chromosome. If a center i violates the



constraint with the maximum number g, of connection for
center i, then decrease the number of the center by
checking the extra center and randomly replace it with

another center from G .

4. Numerical Example

The spanning tree-based GA proposed in this paper for
solving the reliable multiplexed network topology design
problems is implemented in C language and run on a
Pentium II PC.

The performance of our approach is tested with
randomly generated problem: »n=30, m=7, c,,€[0, 100],

c2,€[100, 300], ¢ €{57, 84, 132,216, 337}, " e {117,

167,195,246}, cf €{56,74, 86, 114, 156}, ¢ e {26, 35,

49, 58, 65}. Then we set the operative probability of
multiplexing centers and users as 0.95, the operative
probability of users, the probability between centers, and
the probability between centers and users as 0.9.

The parameters for spanning tree-based GA are set as
follows: pop_size=40, max_ gen=2000, pC=0.6, pM=0.3.
We got experiments 20 times.

The result of our experiments is shown in Figure 3. Also,
we can get the best solution with cost and networks
reliability as follows:

Centers: 43657

Users:453753614144622367412317261762
This solution can be represented, as shown in Figure 4.

50 -

0 200 400 600 800 1000 . 1200 1400 1600 1800 2000
Generations

Figure 3. The Genetic Process

5. Conclusion

In this paper, we proposed a spanning tree-based genetic
algorithm to solve reliable multiplexed network design
problems. Also, we employ tree-based network reliability
calculation procedure, in order to calculate the network
reliability of operative users and multiplexing centers.
Because of the feature of network using fiber-optic cable
in terms of cost, spanning tree configurations may be
employed. From this reason, the network to be designed

has the structure of tree. Therefore, we can use recurrence
relations of this network, which has tree structure.

Finally, we try on some experiments to demonstrate the
effectiveness of our proposed method. From the results, we
can see that our proposed GA is able to solve reliable
network design problems and search optimum or near-
optimum.

Figure 4. Network Topology with C=3036 and R(x.y) = 0.9595
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Abstract

This paper focuses on characteristics of multiagent
learning as one kinds of emergent intelligence embed-
ded in organizations or groups, and analyzes them
from the viewpoint of organizational learning. An in-
vestigation on the above characteristics has revealed
the following implications: (1) there are two levels in
the learning mechanisms of multiagent learning (the
individual and organizational level) and each mech-
anism 1s divided into two types (single- and double-
loop learning). The integration of these four learning
mechanisms improves the collective performance and
the ability of problem solving in multiagent organiza-
tions; (2) besides the interaction among agents, the
interaction among various levels and types of learning
mechanisms contributes to implementing emergent in-
telligence embedded in multiagent environments.
Keywords: emergent intelligence, organizational
learning, multiagent system, learning classifier system

1 Introduction

What kinds of intelligence are embedded in organi-
zations or groups? How do these kinds of intelligence
emerge? They are quite important issues to be made
clear. To answer these questions, not only social sci-
ence but also computational science has focused on
L8 In the field of Artificial Intelligence (Al), in par-
ticular, a lot of research on inultiagents has addressed
to make clear intelligence embedded in multiagent en-
vironments. Examples include multiagent remforce-
ment learning '2, genetic algorithm (GA) ®, and dis-
tributed artificial intelligence (DAT) *.

However, these kinds of research have not yet found
complete answers for the above questions, because
they seem to focus only on a small part of intelli-
gence. From this fact, this paper focuses on the char-
acteristics of multiagent learning as one of kinds of
emergent intelligence embedded in multiagent environ-
ments, and starts by analyzing them from the view-

Paper submitted to the Fourth International Symposium on
ARTIFICIAL LIFE AND ROBOTICS (AROB’99)
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point of organizational learning (OL) 23 7 in organi-

zation and management science. This is because vari-
ous types or levels of intelligence are embedded in OL.

This paper is organized as follows. Section 2 starts
by explaining OL, and Section 3 briefly shows our
model which introduces the concept of OL. Section
4 gives simulations and results, and emergent embed-
ded intelligence is discussed in Section 5. Finally, the
conclusion is given in Section 6.

2 Organizational Learning

Research on organizational learning (OL) has devel-
oped in the context of organization and management
science, and a lot of research has focused on economi-
cal market systems or human organizations > 3 7. In
this science, OL is roughly characterized as organiza-
tional activities for improving the organizational per-
formance or the ability to solve problems which cannot
be achieved at an individual level.

However, the features of OL somewhat differ from
researcher to researcher, and consequently the defini-
tion of OL has become too general for our study. From
this fact, this paper starts by selecting Kim’s model 6
as one of the OL models to investigate emergent intel-
ligence embedded in multiagent environments. This is
because his model classifies the learning of organiza-
tion in detail compared with the others T. According
to Kim, OL is composed of the following four learning.

e Individual single-loop learning:
Through this learning, an individual improves
his/her performance not by changing the contents
or the amount of individual knowledge, but by
utilizing them.

e Individual double-loop learning:
Through this learning, an individual extends the
range of problem solving by changing the contents
or the amount of individual knowledge, i.e., cre-
ating, modifying, or removing its own individual
knowledge including Macro/Meta knowledge.

tIn order to analyze emergent embedded intelligence in the
true sense, we must make the concept of OL operational and
use them. Details will be published elsewhere 11



¢ Organizational single-loop learning:
Through this learning, individuals improve their
performance not by changing the contents or the
amount of total individual knowledge in the or-
ganization. but by utilizing them with other indi-
viduals.

e Organizational double-loop learning:
Through this learning, individuals extend the
range of problem solving as a whole organization
by changing the contents or the amount of orga-
nizational knowledge which is shared by all of the
individuals, .¢., creating, modifying, or removing
their organizational knowledge.

The above definition mentions that (1) there are
individual and organization levels in the learning and
(2) each learning can be classified in terms of single
type or double type.

3 Organizational-Learning  Oriented

Classifier System

Organizational-learning oriented Classifier System
(OCS) ¥ is A GBML (Genetics-Based Machine Learn-
ing) based architecture together with introducing four
learning mechanisms in OL mentioned in the previous
section. In OCS, each agent has these four learning
mechanisms in addition to its own rules, and learns an
appropriate sequence of behaviors determined by rules
to solve given problems through local interactions with
other agents |.

o Reinforcement learning mechanism:
This mechanism 1s performed as “individual
single-loop learning” in OL, and evaluates all fired
rules by changing the strength of the rules when
agents solve given problems.

e Rule generation mechanism:
This mechanism is performed as “ndividual
double-loop learning” in OL, and creates a new
rule when all stored rules in agents do not match
a current environmental state.

e Rule exchange mechanism: ,
This mechanism is performed as “organizational
single-loop learning” in OL, and enables agents to
exchange their rules with other agents in a par-
ticular interval.

e Organizational knowledge reuse mecha-
nism:
This mechanism is performed as “organizational
double-loop learning” in OL, and enables agents

'Detail architecture and mechanism in other papers 10, 11

to reuse the knowledge on the division of work by
utilizing a set comprising each agent’s rule set as
initial rules sets before other problems are solved.

4 Simulation
4.1 Problem Description

In order to investigating emergent intelligence em-
bedded in multiagent énvironments, this section ad-
dresses printed circuit board (PCB) design problems
as one of test-beds. The goal of the problem is to
minimize the total wiring length by placing all parts
appropriately. In this task domain, the parts are de-
signed as agents in OCS, and they have some primi-
tive behaviors such as a movement or a rotation. Us-
ing these behaviors, the parts acquire appropriate se-
quence of behaviors determined by their own rules to
minimize the total wiring length through local inter-
action among parts. As an index of evaluation, we
count one step when all parts perform one behavior,
and count one iteration when the parts are all placed.

4.2 Experiment

The experiments are carried out by adding the fol-
lowing mechanisms one by one. Since parts cannot
prepare all rules in advance, they cannot find appropri-
ate placements only by reinforcement learning mech-
anism. From this factor, this paper starts the case
of integrating both reinforcement learning mechanism
and rule generation mechanism.

e Reinforcement learning mechanism: Corre-
sponding to individual single-learning

e Rule generation mechanism: Corresponding
to individual double-learning

¢ Rule exchange mechanism: Corresponding to
organizational single-learning

e Organizational knowledge reuse mecha-
nism: Corresponding to organizational double-
Jearning

4.3 Results

Fig. 1 shows the change of the total wiring length
of both human experts and OCS. in these figures, the
horizontal axis indicates the number of the iterations
and the vertical axis indicates the total wiring length.
Furthermore, EXPERT indicates human experts, R
indicates a Reinforcement learning mechanism, G in-
dicates a rule Generation mechanism, X indicates a
rule eXchange mechanism, and K indicates an Orga-
nizational Knowledge reuse mechanism. For example,
RGXK in Fig. 1-3 indicates the case that all of four
mechanisms are included.

—465—



Total Wiring Lenght
--EXPERT | 32000
RG

Total Wiring Lenght
32000

-~ EXPERT

30000 30000
28000 28000 F L&k
26000 26000

24000 24000
22000 22000

200000 30 60 90 120 150 200000 30 60 90 120 150
lteration Counts lteration Counts

Figure 1-1 Figure 1-2
Total Wiring Lenght
32000 --- EXPERT
30000 — RGXK
28000 27913
26000
24000
22000 23206

200000 30 60 90 120 150
Iteration Counts

Figure 1-3
Figure 1: Iteration versus total wiring length
by human experts and integration of learning
mechanisms

From these figures, the total wiring length in Fig.
1--1 is converged at 24503 which is shorter than that
of human experts (27913), but it needs around 130
iterations to be converged. In Fig. 1-2, both the total
wiring length (23663) and the converged iterations are
shorter and smaller than those in the previous figure.
Furthermore, both contents in Fig. 1-3 are drastically
shorter and smaller than those in Fig. 1-2.

5 Discussion
5.1 Analysis

Since we have found the effectiveness of the iate-
gration of four mechanisms described in section 4.2
through experiments, this section analyzes all of the
combinations of these mechanisms for investigating
the characteristics of each learning mechanism. Ac-
tually, the following 15 cases are tested with PCB de-
sign problems, and the differences in the 15 cases are
compared.

e Cases 1~4 : R, G, X, K

e Cases 5~10 : RG, RX, RK, GX, Gk, XKk

e Cases 11~14 : RGX, RGK, RXK, GXK

e Cases 15 : RGXK

According to the results (see other papers 10 11)
the following remarks are found.

e Reinforcement learning mechanism:
Reinforcement learning minimizes the total wiring
length, but increases both the steps and the it-
erations. From this factor, this mechanism con-
tributes to finding an effective solution, but it
leads to a large computational complexity.
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¢ Rule generation mechanism:
Parts are not able to be placed without a rule gen-
eration mechanism. This implies that this mecha-
nism is indispensable when necessary and appro-
priate rales are not known beforehand.

¢ Rule exchange mechanism:
Rule exchange mechanism not only minimizes the
total wiring length but also reduces the steps.
From this factor, this mechanism contributes to
finding effective solutions with few steps.

e Organizational knowledge reuse mecha-
nism:
Although organizational knowledge reuse mecha-
nism reduces the iterations, there is not a notable
tendency in the total wiring length or the steps.
However, this mechanism finds the minimum to-
tal wiring length with reducing both the steps and
the iterations by integrating other mechanisms.

Furthermore, this paper examines the reasons why
the above characteristics are found by analyzing the
change of acquired sequences of behaviors of each part
in every iteration. As a result. the analysis (see other
papers 1) suggests the following implications.

e Four learning mechanisms in OCS work respec-
tively as (a) a search function, (b) a generator of
search methods, (¢) an entity to change the search
range, and (d) an entity to effectively limit large
search ranges.

e The integration of these four mechanisms con-
tributes to finding the minimum total wiring
letigth with reducing both the steps and itera-
tions This is because each mechanism works in
different dimensions and makes up for the de-
fects of an other single mechanism. In particu-
lar, the effective knowledge is utilized by ezplost-
ing the characteristics of a search space through
the rule exchange mechanism and the organiza-
tional knowledge reuse mechanism, and the in-
effective knowledge is modified/removed by ez-
ploring another search space through the rein-
forcement learning mechanism and the rule gen-
eration mechanism. This feature also indicates
that the solution or the computational complex-
ity (= steps x iterations) becomes worse when
one of the mechanisms is missing.

5.2 Emergent intelligence embedded in
multiagent envirenments

From the viewpoint of OL, the following features
are found in conventional multiagent research.



e Multiagent reinforcement learning
Since this research focuses on how to iniprove
a collective performance by utilizing individual
knowledge prepared in advance, only individual
single-loop learning is focused on in this research.
¢ Genetic algorithm
Since this research selects elite individuals with
crossover and mutation operations, only indi-
vidual double-loop learning and organizational
single-loop learning are focused on in this re-
search.

e Distributed artificial intelligence
Since this research focuses on social coordination
implemented by exchanging/referring to knowl-
edge among agents or by understanding other
agents, only organizational single-loop learning is
focused on in this research.

Considering these features of the conventional re-
search from the analysis mentioned in the previous
section, we have found that the above research has
some limitations. This is because the above research
is missing the iniegration with some mechanisms in
OL. even though the effectiveness of the integration of
four mechanisms is already shown in the previous sec-
tion. From this consideration, the following conclusion
is summarized.

e First, there are two levels in learning mechanisms
in terms of the level between individual and or-
ganizational loop learning, and each mechanism
is divided into two types in terms of the level
between single- and double-loop learning. Since
the solution or the computational complexity be-
comes worse when one of the mechanisms is miss-
ing, the integration of the four learning mecha-
nisms in OL is required for improving the collec-
tive performance and the ability of problem solv-
ing in multiagent organizations.

e Second, an improvement of methods in each con-
ventional research area is important for progress-
ing the area in terms of a practical and engineer-
ing use, but the iterations among learning mech-
anisms in addition to the iterations among agents
are also important for implementing emergent in-
telligence embedded in multiagent environments.
This implies that the integration of various levels
and types of learning mechanisms besides the four
learning mechanisms in OL contributes to imple-
menting emergent embedded intelligence.

What is important to be mentioned here is that
these results acquired by an analysis from the view-
point of OL can be applied to a lot of systems of mul-
tiagent architectures.

6 Conclusion

This paper analyzes characteristics of multiagent
leaning as one kinds of emergent intelligence embed-
ded in multiagent environments from the viewpoint
of OL. The main results are summarized as follows:
(1) there are two levels in the learning mechanisms of
multiagent learning (the individual and organizational
level) and each mechanism is divided into two types
(single- and double-loop learning). The integration of
these four learning mechanisms improves the collec-
tive performance and the ability of problem solving
in multiagent organizations; (2) besides the interac-
tion aiong agents, the interaction among various lev-
els and types of learning mechanisms contributes to
implementing emergent intelligence embedded in mul-
tlagent environments.

Future research includes the following.

e An analysis of other levels cr types of learning
mechanisms with other designs of learning mech-
anisms or with other operationalization of OL.

e An investigation on the relationship between
the organizational structure and emergent intelli-
gence embedded in multiagent environments.
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Abstract

We present a model describing motions of individual pedestrians to study collective behaviors of pedestrians
in various underground areas. Each individual pedestrian has ability to decide own desired action depending
on circumstances and own personality. In the present work the personality of pedestrian is expressed as
patient and impatient character. The main frame of the presented model is constructed based on the social
force model, and the individual ability to decide own desired action is realized by the counterpropagation
neural network. The combination of neural network and dynamic model makes motion of pedestrians more
natural and reliable in various situations. It has been shown from the computer simulation of passing of many
pedestrians through a road that there exists an optimal ratio of patient person’s number to impatient person’s
number for the passage time and amenity of pedestrians. As a result, the collective behaviors of pedestrians
can be simulated reasonably by the present model.

Key words: pedestrian, social force model, neural network, personality of pedestrian, collective behaviors in
passageway

L. INTRODUCTION

To know how a crowd of pedestrians in panic
behaves under various conditions is quit important
for rescuer action and for designing arrangement of
doorways in passageways.

During the past two decades, many kinds of
dynamical models have been presented to describe
the pedestrian's behaviors. These models provided
valuable tools for designing and planning outlet of
underground pedestrian's area such as subway or
railroad station, big buildings and shopping malls.
The early models were constructed based on the
phenomenological fluid dynamical approach, or the
specific kinetic theory. Recently, much attention has
been attracted by microscopic approaches in which
motions of pedestrians are described explicitly.
Some individual models for pedestrian behaviors
have been formulated on the basis of the idea that
social field or social force guides behavioral change
[1]. In these models, all pedestrians behave
equivalently when they are in the same social field.

However, the real pedestrian’s action is not
equivalent, even if they are in the same situation.
Any real pedestrian’s action depends on her or his
personality. Especially in panic, pedestrians’
behavior will become quit different depending on
their personality generated based on their past
experiences. Therefore, The effect of the personality
is essential to study collective behavior of
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pedestrians.

In order to take account of the personality
effect on the pedestrians’ behavior, we present a
model in which each individual has own neural
network. Whose function has been determined
based on his past experiences.

II. MODEL OF
PEDESTRIANS

The presented model is constructed based on
the combination of social force model and neural
network.

BEHAVIOR  OF

Fig.1 The structure of BP model



Figure.l illustrates the structure of BP
(behavior of pedestrians) model. In the social force
model each pedestrian determines his motion taking
account of 4 kinds of effects. In Figure.l A
indicates the effect of his own desire, and B and C
represent the repulsive effects due to other
pedestrians and walls of passage or buildings,
respectively. D indicates the effect of attraction due
to shopping windows or stands. The neural network
determines the desired velocity of every pedestrian
depending on circumstances and his or her
personality.

1. Social force model [1]

A. Effect of pedestrian’s desire

A pedestrian ; wants to reach a certain
destination 7°The way w1ll usually have the shape
of a polygon with edges 7!--- 7r=p0. If 7* is
the next edge of this polygon to reach ‘his desired
direction ¢,(r)of motion, as his present position
r(1) will be

A0 0

() =r——"—
lr -7 0|

If this pedestrian’s motion is not disturbed,
he/she will walk in the desired directiong, (1) with a
certain desired speed . A deviation of the actual
velocity v (r) from the desired velocity leads to a
tendency to approach the desired velocity again

within a certain relaxation time T, It can be
described by the force
- 0, — 0 — 1 0= -
F (V,,v,é)=—W,¢-v,)- @
T

B. Repulsive effect due to other pedestrian
Other pedestrians influence the motion of a

pedestrian j. The repulsive effect due to other
pedestrian j can be represented by the force

Fy(7;):=-V f,,.vij [b(;:ij )] : &)
Where

2b(F,) = (7, 11T, —v,AL ) - (v,A)?

V,(b) =V  exp(-b/ o)

7=

i I

‘:l

C. Repulsive effect of the border

A pedestrian also keeps a certain distance
from borders of road such as walls etc. Similarly to
the repulsive effect of other pedestrian, this effect is
described by the force

1"::'3 (rp) ==V iU in qusl)' @

Here
5 = U’ exp(]f;.B|/R).

D. Effect of attraction

Other persons such as friends or street artists
sometimes attract pedestrians. These attractive
effects at place 7, are represented by

Fy (lrtk l’ 1)==V, w (I'—:zk |7t) ®)

Where 7, =7 -7, and wy (7)) is an attractive
monotonic increasing potential. The attractive effect
is normally decreasing with time t.
E. Motion of pedestrian

The velocity of pedestrian j is determined by

ﬂ(_t_).;: F'(¥,, v, eo)+zFfi(7if)+
di jevE ©
2 Fy(Ty) + Z AR
Be VF ke VF

Where jevrF means that the summation with j
runs over only pedestrian ; being in the visual
field of pedestrian ;.

2. Neural network model

The magnitude and direction of desired
velocity of a pedestrian ; are determined by
circumstance and personality of pedestrian and
provided by a neural network.

In the present work, we consider two types of
personalities, impatient and patient. Figure.2
illustrates two types of personality. A pedestrian is
in front of the impatient person, as shown in this
Figure. If her velocity is near her desired velocity,
she stays in the flow line. But if her velocity is
slightly smaller than her desired velocity, she looks
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for a vacancy at frontal sides. If she finds a vacancy,
she moves to the vacant site and walks with her
desired velocity. A patient person stays usually in
the flow line. But if her velocity becomes much less
than her desired velocity, she passes the frontal.

comfortable

unhappy @ Y =
0900 00 o
o o o

unhappy patient still unhappy

07020000
o o o

Fig.2 Two kinds of personality, patient and impatient

impatient

We represent these personalities using a
counterpropagation network [2]. The network has 4
inputs, which are the personality, the difference
between the desired velocity and real velocity, space
on the left side and space on the right side. There
are 3 outputs in this network. This network can
determine 3 action patterns, which are not to evade,
to evade from left and to evade from right.

In order to represent the mental condition of
pedestrians in the road, we define the amenity of
pedestrians’ group as

v."8,()=7.()
—)| O

amt=%2 —%—Z(l—'

V.

1

Where N is the number of the pedestrians, T, is the
time for passing from the entrance to the exit.

III. SIMULATION RESULTS

In order to examine the plausibility of our
model, we made some simulations of collective
behavior of pedestrians in a straight road changing
the width. One typical result is shown in Figure.3.
Empty and solid circles represent pedestrians whose
desired motion direction is right and left
respectively. When the simulation starts, pedestrians
can walk with a desired speed and evade each other.
After several minutes, the collective behavior
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becomes stable. That is, a lot of pedestrians walk
along each flow line.

T=0: The pedestrians are randomly
distributed

T=5min: the collective behavior
becomes stable

Fig.3 The snapshots of pedestrian’s
motion obtained by BP model

In order to investigate the effect of
personality on the dynamical state of pedestrian
group, we calculated the amenity (Eg.7) for various

0.93
0.91 $a
0.89 '!!thg.x XP:11:4
0.87 | a gt

0.85 | [§ 3
0.83 |
081 | x
0.79 |
0.77 }
0.75 L 1 . :

50 60 70 80 90 100
total number of the pedestrian:

amenity

$%,,
“: b

xx

ratios of numbers of patient to impatient persons.

Fig.4 The dependence of amenity on
the ratio of number of patient persons P to number of
impatient persons I

The Figure 4 illustrates the calculated result.
The squares are the amenity in the case where the
ratio of P to I is 4:1, the stars are for 1:4, and the
triangles are for 1:1. In low-density cases (N<=90),
there is no difference among the three cases, but in
high-density cases, the group with 1:1 ratio has the
highest amenity. This means that there exists the



optimal ratio for the amenity.

The Figure.5 shows the amenity of the
pedestrian group without neural network. In the
high-density cases this amenity is lower than the
amenity of the group with 1:1.
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Fig.5 Amenity of the group

We calculated also the average passage time
as a function of the personality ratio. Figue6 shows
the result. In the low-density cases (N<=90), the
passage time is almost independent of the
personality ratio. But in the high-density cases, the
passage time becomes the shortest in the case of 1:1
ratio.
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Fig.6 The dependence of the average time on
the ratio of number of patient persons P to number of
impatient persons I

The passage time in the social force model
without neural network becomes longer in the high-
density cases than the time in the case of 1:1 ratio.
This result is illustrated in Figure.7.
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IV. CONCLUSION

The collective behavior of the pedestrians
could be well described by the combination of
dynamic and neural network models

We have found that in the case of high-
density, there exists an optimal ratio between the
numbers of patient persons and impatient persons
both for amenity and passage time.

We will extend this method to simulate
various situations. For example, we add others
personality to this model, and simulate the
collective behaviors in panic.
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Abstract — A framework is proposed in this paper to
extend current classifier systems to cope with dynamic
environments under which learning tasks are carried out by
intelligent agent(s). Within this framework, an intelligent
agent leaves its own “signals” in the environment and later
collects them to direct its learning process. Principles and
components of the framework are outlined in the form of a
complete model, and the current model, which is our
present implementation of the framework, is described in
detail. An experiment with the current model under a so-
called Dynamic Woods1 environment is then introduced,
followed by discussions over the test results. We conclude
the paper by pointing out some possible improvements that
can be made to the proposed framework.

Keywords — Classfier system, Dynamic environment,
Signal store

1 Introduction

As a major scheme of reinforcement learning,
classifier systems and their likes are explored by many
researchers[Holland', Wilson®, Dorigo et al’]. Nevertheless,
in almost all of these explorations, environments are
either static or single-step-reward ones, which are rare in
the real world where a great number of learning
environments are “dynamic” and with delayed reward.
For a dynamic environment, it is insufficient to increase
the exquisiteness of the agent’s internal structure, such as
the supplement of a message list or temporary memory,
without providing it with means by which to handle the
alterations of the environ-ment. Moreover, as can be
observed in human behaviors, learners tend to facilitate
the learning process by changing the environment on their
own initiatives, say, leaving specific information in
certain places for later reference.

With these considerations, we proposed a framework
to extend classifier systems. Within this frame-work, an
intelligent agent can leave its information in the environ-
ment and afterwards use such information to guide the
learning process. The framework is implemented in
Zeroth Level Classifier System(ZCS)[Wilson*] and is
tested under a “Dynamic Woodsl” environment. The
outcome of our experiment shows that this framework can
dramatically improve the learning ability of a simple
intelligent agent under challenging environments.

The paper is organized as follows: In Section 2, ZCS
is briefly reviewed; In Section 3, we explain the
principles and compoents of our framework and its
current implementation in ZCS; An experiment is then
described in Section 4 together with an analysis of the
results. In the last section, several conclusions are drawn.

2 Zeroth Level Classifier System

Classifier system (CS) is a rule-based learning system
that was first proposed by Holland®. The system adjusts

the strengths of classifiers (condition-action rules) from
environmental feedback and discovers new, Jalausibly
better rules using genetic algorithms[Goldberg’]. Wilson
suggested a Zeroth Level Classifier System(ZCS) that has
been successfully applied to solve function optimization
and Animat problems. ZCS is easy to understand and
analyze and it has a limited learning ability which makes
it an ideal testbed for our framework.

A time-step ¢ of ZCS consists of three cycles:
performance, reinforcement and discovery. In the first
cycle, a message is received from the environment and
matched with all the classifiers to form a match set M,
consisting of classifiers whose condition part matches the
incoming message. Then, an action a is selected from
among those advocated by members of M, and all the
members in M, that advocated action a form the action set
A,. Finally, a is sent to the effector to be executed.

In the reinforcement cycle, the strengths of members
of A, will be adjusted according to following formula:

SA, <« SA,_ﬂSA,-'-ﬂrlmm '{’-/8}/51\“l (1)
S4: denotes the total strength of members of 4,, B (0<f<1)
and y (0<y<l1) are two constants, #;,, is the reward that
the system will possibly receive from the environment
because of the execution of a.

The discovery cycle is composed of a basic genetic
algorithm and a covering operation. The GA is invoked
with a probability to executed on the classifier population
P. The covering operation, which creates a new classifier
whose condition matches the input message and whose
action is randomly generated, takes place when M, is
empty, i.e., a new input is encountered that no classifier
can match it, or when the total strength in M, is very little.

When applied in a single-step reward environment
(function optimization) or a ‘“Markovian with delayed
reward” environment (Woods1), ZCS can achieve very
good results and theoretically attain the optimum after
sufficiently exploring the problem space.

3  The Framework for System Extension

The main idea behind our framework is that artificial
systems cannot develope intelligent behaviors without the
ability to interact with a dynamically changing environ-
ment. In the real world, we can observe a large number of
learning processes during which the learners purposefully
“produce” certain information to facilitate their learning,
e.g., leaving special marks in the environment that will be
recognized later. Therefore, in the architecture of machine
learning, one can expect an improvement in system
performance if the environments are taken not only as
learning objects but also as learning measures.

A complete model based on the above ideas is
presented in 3.1, which embodies the basic principles of
our framework. In 3.2, the current model is the presented,
which is the implementation of the complete model.
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A.  The Complete Model

The complete model is schematized in Fig. 1. The
components encompassed by closed dotted line will be
referred to as a Classifier System with Extension (CS-E).

The basic assumption of this model is that a classifier
system can leave specific information — signals, in the
environment. The environment will then conserve these
signals using a so-called signal store mechanism, which
can be implemented in ways dependent on the properties
of the environments. Each signal possesses an initial
intensity that will be decreased by an artenuating
operation exercised periodically on the signal store.
Signals (and their intensities) can be detected by the
classifier system with special detectors called receivers.

During each time-step of CS-E, the environmental
message (msg,) is detected by sensors and sent to a tuner,
where an input message (msg;) will be formed and then
forwarded to the classifier system after msg, is “tuned”
with corresponding signals. Meanwhile, an intensifying
operation will be triggered to place a signal in the signal
store or to intensify certain signals existed. After an
action is taken, a reward will be adjusted by the intensity
of specific signals and sent to the classifier system.

signal is the core conception in our framework. It
“memorize” system’s behavior at certain places in the
environment. Due to the tuner, previous behaviors of the
CS, which are incarnated by the existence of certain
signals in the envionment, will be reflected in the
system’s input messages, which lead to corresponding
internal learning process (generation and evaluation of
new classifiers). Introducing signal intensities in the
rewarding scheme provides a measure to guarantee the
“correct” direction of this internal learning process.

The tuner is implemented according to the system’s
sensitivity to signals, i.e., how soon and to what extent
will the signals be reflected in the input messages. A
signal attenuating speed(v,), determined by the
attenuating operation, prevents the environment from
being dominated by signals. The intensifying operation
determines the signal intensifying speed, v;,. The effect of
signals is dependent on all these three factors.

The framework in Fig.1 can be easily extended to
accommodate the situation of multiagents as illustrated in
Fig. 2. The signal store, as a source of implicitly shared
information, can be expected to help the formation of
coordinative behaviors of multiple intelligent agent.

B. The Current Model

Our current implementation of the above-mentioned
framework is carried out in a single ZCS under an Ixh
rectlinear grid environment (Fig. 3).
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Fig.2 The complete model with multiagents
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Fig. 3 Ixh rectlinear grid environment

Such an environment can be defined as a set E = {c, | i
=1, 2, ..., Ixh}, c; represents a cell in the environment.
Let set ¥ = {0, 1}" represent the string set consisting of all
the r-bit strings, each bit of which belongs to {0, 1}, then
we have the following definitions.

Def. I: For Vc,eE, dieV is defined to be ¢;’s sensor
code; d; can be detected by sensors and becomes a part of
the message. The set D={d; | i =1, 2, ..., Ixh} represents
the initial configuration of a problem to be solved.

Def. 2: When the classifier system is located in ¢, it
can detect a message msg,;, which is a concatenation of »n
sensor codes: d; ,dj, ,-.»di, - i1, 2, -, W€{1,2, ... IXh}.

Def. 3: If 3d;e D, which changes during the learning
process, the environment E is said to be dynamic;
otherwise, E is stationary (or static).

It is assumed in the current model that Vc¢,eFE can
preserve one signal s; with the intensity int(s;). int(s;) = 0
indicates that no signal is conserved at c; or that s; has
“disappeared” after several times of attenuation. Assume
that all the different signals comprise a signal set S. There
is only one kind of signal, the “frequency signal” f,
employed in the current model, whose intensity reflects
how frequent the classifier system has visited the cell that
conserves the signal. Therefore, in current model, $= {f}.

Def. 4: For Vc,eE, s;€8 is defined to be the signal
that is conserved by c;, int(s;) is the intensity of s;, which
represents how frequent the classifier system has visited c;;
Initially, when time-step ¢=0, int(s;) = 0, for Vc,eE.

The following parts show how the tuner and the
operation of updating and attenuating work.

1. Tuner : Assume that, at time-step ¢, the CS is
located in ;. The tuner will process those sensor codes in
msg, in the following way:

fork=1ton

if int(Si)>C,, thenreplace di withm;

else leave di unchanged.

m is the signal code, which is used to identify a signal.
It belongs to set ¥, but differs from any code in D. C, is a
constant(C;>0) determines the sensitivity to signal.

2. Intensifying Operation op,, : When the classifier
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system reaches c; at time-step ¢, s; will be accordingly
intensified as : inf(s;)) « u(ini(s;)). The form of u(x)
determines v;,. In the current model, u(x) just takes the
form of : u(x) = Cox + C;.C,20, C3> 0.

3. Attenuating Operation op,, : Every other time-step
t,, signal intensities will attenuate as follows:

for k=1 to Ixh

if int(sy) < Cy, then int(sy) « 0,

else  int(sy) < a(int(sy)).

The form of a(x) and the value of ¢, determine v,,. In
the current model : a(x) = Cyx — Cs. 0<Cy<I, C5> 0.

We now extended a ZCS as follows, assuming that at
the beginning of time-step ¢, ZCS-E is in cell ¢,

a) Discovery cycle ;

b) Signal operations cycle:

for Vc,e E, execute op,, (every other time-steps ¢,) ;

for s;, execute op;y, ;

The tuner adjusts msg, to generate input message;

c) Performance cycle; (Then, ZCS-E is located in c;)

d) Reinforcement cycle ;

in this cycle, formula (1) will be revised as:

ISy = BSa, + P + 1S, + elini(s,))20 >

then §. S, —f, + M+ 55, +Bin(s))> 2

else S, «0-

g(x) is a function whose expression is dependent on
the properties of the problem.

e)t<«t+l,goto a).

The covering operation will generate new classifiers to
match new input messages caused by the introduction of the
signal code m; the reinforcement cycle, with the effect of

g(x), tends to give the system an approximate guide on
whether it is “good” or not to visit certain cells that often.

4  Experiment and Discussions

In this section, we will describe the experiment did
and discuss about the experimental results.
A Environment Settings

.0 O F O O F F :food
.0 O O O O O O :rock
.0 O O O O O : blank cell

O O F O O F

O O O O 0O O

O O O O O O

Fig. 4 Layout of Dynamic Woodsl

The “Dynamic Woodsl(DWoodsl)” environment
stems directly from Woods1[Wilson®]. In a rectlinear grid,
a configuration of two kinds of objects (Fig. 4) is repeated
indefinitely in the horizontal and vertical directions.

The CS, or an “animat”, is able to detect the sensor
codes(11 for ‘food’, 01 for ‘rock’ and 00 for a blank cell) in
its eight nearest cells and concatenate them by starting
clockwise from north to form a 16-bit input message. The
animat’s available actions consist of the eight one-step
moves into adjacent cells. If the adjacent cell is blank, the
animat moves in; if the cell is occupied by a rock, the move
is not allowed although time still elapses; if the cell contains
a food, the animat moves in to “eat” the it and receives a
reward. Woodsl problem is defined as: the animat is
randomly placed in a blank cell, then it moves around in the
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environment until a food is eaten, at which point the food
immediately restores and a new problem begins. According
to Def. 3, it is a static environment.

Our “DWoods1”.problem is defined as: place the
animat randomly in a blank cell, it starts roaming the
environment until ALL the foods are eaten, then all the
foods instantly re-grow and a new problem begins. In such
a way, the environment will turn into a dynamic one
because of the sensor code of any food-occupied cell will
change after the food in it is eaten. The number of foods in
DWoods1 should be finite to make the problem “solvable”,
therefore, the rectlinear grid in our problem is a 10x10 one
containing 4 foods (Fig. 5).

B.  The Experiment

The measure of performance is an average of moving
steps (the less the better) in each problem over the
previous 50 problems. The following parameters and
function expressions are adopted in our current model:

m=“10";,C;=2;u(x)=x+1;alx)=x-1;1,=5;

-50(x-C)) ifx>Cy;

g(")={o ifx<cC, .

The CS-related parameters in both ZCS and ZCS-E are
the same as those used in [Wilson*]. Fig.6 shows typical
results. After five thousand problems, the ZCS-E’s
performance is about 180 steps, which is about 220 steps
less than that of ZCS. The ZCS-E curve is much smoother
than that of ZCS too, indicating a more stable system

performance.
600

Steps 500 |
to All
Foods 400 | W\/\\_

300

200 M

100 |

Problems (500s)
Fig. 6 Performance in Dynamic Woods1.
thin curve, ZCS; thick curve, ZCS-E.Curves are averages of 10 runs.

In the following sub-sections, we would like to discuss
two phenomema observed in the experiment, and to give
the reasons why ZCS-E outperformed ZCS.
C. Looping around “Food”

In DWoodsl, an obvious phenomenon can be seen in
ZCS: the animat tended to visit the cell again and again
even though the food in the cell had been eaten(Fig. 7).

*
G

O |0 (F
O |0 |O

0|0 |0
Fig. 7 Example: Looping around food

Assume that the animat(*) is in cell c; at time-step ¢,

its input message is 0000000000110000 (11 means “food”).
If, in A, there exists a classifier “O#00#0#H#OH#HHO#H:S
(SW)”, referred to as rulel, whose action is selected, then
the animat moves into ¢, eats the food and receives a
reward. Because of the implicit bucket brigade
mechanism implemented in the reinforcement cycle, the




animat tends to form a “habitual path” that stretches from
a certain starting cell all the way to c; Therefore, if the
animat enters a cell which is on the habitual path after it
leaves ¢, it will follow the path to c,. Because rulel has
acquired a great reward compared with the average
strength of P, this “looping” behavior will have to repeat
for a lot of times before the S, at c; is weakened enough
for the covering operation to be activated to generate a
new rule which leads the animat out of the habitual path.
An approximate calculation shows that, if there are 5
rules in every A, rulel will fire for an average of 13 times
before the covering operation can be activated. There is
yet another side-effect of this looping behavior: when the
loop is finally broken, rulel, which is an effective
classifier, is “destroyed” at the same time. When the
animat moves away to another food’s northeast corner,
rulel is too weak to have a chance to have its action
selected, the animat will probably have to learn “from the
very beginning”, resulting in even more waste steps.

The poor performance described above is due to the
possibility that the animat cannot sense the environmental
changes correctly. Every time the animat reaches c;, the
surroundings look the same to it. In ZCS-E, however, this
ambiguity is greatly decreased. With the same example,
after ZCS-E loops around c; for 2 times, the intensity of
signals stored in some of the cells surrounding ¢ will
become so strong (inf(s) > C;) that some corresponding
sensor code in msg, will be changed to m by the tuner;
therefore, if ZCS-E once again enters c;, either classifiers
other than rulel will be matched or the covering opera-
tion will take place. Moreover, rulel is not weakened too
much because the loop can be broken very quickly, it can
still take effect elsewhere in the environment.

D.  Looping among Blank Cells

Another phenomenon, the looping behavior among
several blank cells, is observed in ZCS.

For ZCS, let’s assume that a loop forms among three
adjacent cells c¢,—>c/—>c—>c;, and the corresponding
action sets at these cells are 4;, 4; and A4, respectively.
Since 7;,,=0 and under a reseonable assume that S, does
not change much after re-assignment, approximate
equations can be written according to (1) :

Sa,®Su = BSL +BrS, €)
Sa, ~Su, = BS., + BrS,, @
SA,, zSAk_ﬂSAk-'-ﬂ}/SA’ (5)

From (4) and (5), we get 5,25, ®

Replace S4 in (3) with (6), we get the following

approximate re-assignment:
Sy < (1= B+ Br*)S, Y

Similar re-assignments exist for Su, and S.

With the same assumption, apply the above inferring
process to (2), we can get the re-assignments for ZCS-E:

Sy < 1=B+/")S, +Br* +y +Dglini(s,)) ®

Similar re-assignments exist for S, and Sa.

During the first two rounds, (8) is the same as(7)
because int(s;) equals to 0; from the third round, however,
(12) will take the following form:

S, «(1=B+Br*)S, —508(r* +y +1)ini(s,)-2) ®

which accelerates the weakening of S4. Furthermore,
from the third round, the intensity of s;, s; and s, becomes
so strong as to exceed C), which results in the changing of
mSgei, MSZej, MSLe, and, therefore, in possible alterations
of action sets at c;, ¢; and ¢;; this will most probably lead
to an immediate loop-breaking.

No matter in ZCS-E or in ZCS, a discount factor 14
significantly less than 1 is necessary to alleviate the
animat’s looping (or “dithering”) behavior, which was
observed by Wilson* and is validated in (7) and (9).

S  Conclusions

A framework has been proposed for extending
classifier systems under dynamic learning environments.
The current implementation of our framework, ZCS-E,
was tested under the Dynamic Woodsl environment,
where it achieved significant performance improvement
compared with the original ZCS. Discussions about the
experimental results have been given for a better
understanding of the framework’s working mechanism.

Several problems should be further explored. First,
there are three factors in the current model, signal
attenuating speed var, signal intensifying speed vinr and
system’s sensitivity to signal, which are essential to
functionality of our framework. What are their respective
influence on system performance, how are they mutually
affected, are there any general rule-of-thumbs in deciding
on their forms, these are some points of interest in the
future research. Second, there is only one kind of signal in
the current model, which may not be enough when the
learning problem gets more difficult or a better
performance is required. Therefore, other forms of signal,
say direction signal, should also be tested in the
framework. Third, the framework needs to be further
experimented under a multiagent environment to see how
well and in what way the “signal store” can act as a
source of implicitly shared information to help build
coordination among multiple intelligent agents.
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Abstract

Genetic algorithms (GAs) might be regarded as a kind of model for life, formulated as an optimization process in
complex biological systems. If the size of a gene is much less than one hundred bytes, GAs can find the optimal solution
and could then be relevant as a model of life. However the size of the combinatorial searching space increases
exponentially with the size of the gene. GAs (that is, conventional neo-Darwinism) are not appropriate for real life.

Since the size and mass of the bases in DNA are small enough to manifest quantum effects, we propose quantum
tunneling evolution (QTE), akind of quantum computing algorithm in DNA. DNA sequences are changed by fluctuations
caused by both thermal and quantum tunneling effects. The tunneling probability is not small, and bases can move in the
potential of DNA. This system evolves according to the Schrodinger equation. If stress (additional ambient fluctuations)
is added to the system, the width of the barrier between bases and the height of the barrier fluctuate. The tunneling
probability for bases is thereby increased. The intensity of noise inversely correlates with the fitness of the phenotype.
Superposition is preserved until measurement, which is effected by the transcription process. As a result, the probability
of the best-fit states increases. This process is executed in parallel in individuals with superposition. QTE can accelerate

the optimization process of GAs. We have developed a numerical simulator to demonstrate QTE.

Keywords: evolution, quantum, tunneling, mutation, optimization, DNA

1. Introduction

Many practical problems involve optimization of
nonlinear systems. Artificial neural networks (ANN) such
as Hopfield’s model' can solve nonlinear optimization
problems, but search processes are often trapped in local
optima. Stochastic search methods such as simulated
annealing and genetic algorithms (GAs) can potentially
find global optima. However the search speed of these
methods is very slow in the worst cases (for example, like
Fig. 1).

Optimum
P
e

TANRRR

Il

Fig. 1 An example of a difficult problem. The probability
of arriving at the optimum is too small with GAs,
simulated annealing, ANN and so on.

The idea of tunneling (not quantum tunneling)
has been employed to avoid local minima in several
algorithms, such as the dynamic tunneling algorithm® and
TRUST®. We cannot get information about the global
nature of evaluation functions in a classical context since
optimization is restricted by locality and only local
information, like the gradient of the evaluation function,
is available. So global optimization is very hard in
principle.

As a natural escape from classical difficulties, we
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may employ quantum effects, such as are employed
successfully in quantum computing’. We can immediately
demonstrate  new  architectures of  quantum
neurocomputing here. For example, if we make a
hardware implementation of Hopfield’s model which
minimizes real energy, it has the possibility of escaping
from local minima by a quantum tunneling effect. This is
a kind of analog quantum computer that can find global
optima. However this search would take a very long time.
How can we apply the quantum tunneling effect towards
practical optimization? Here we propose a model of a
quantum tunneling evolution (QTE). We might make use
of it in an artificial setting, even if it is not employed in
actual biology.

2. Defects of GAs as a model of life
2.1 Search is too slow

Conventional GAs might be regarded as a kind of
model for life, formulated as an optimization process in
complex biological systems. If the gene size is not over a
hundred bytes, GAs can find the optimal solution. The
size of the combinatorial searching space in GAs
increases exponentially with gene size. GAs (that is,
conventional neo-Darwinism) cannot treat huge genomes
such as those of bacteria and humans, so GAs lack some
of the functions needed to solve large problems.

2.2 Coding is too difficult

GAs require specific gene codes, such as Gray
codes, corresponding to each problem. In actual evolution,
who invents a convenient code for a developing problem?
It would be much slower if GAs had to solve a problem
while searching for an appropriate code.

Models based on conventional classical evolution
have a speed limit. Worden defined the amount of genetic



information expressed phenotypically by GIP (Genetic
Information of the Phenotype), and estimated a speed
limit for evolution’. The speed limit is roughly estimated
at 1/8 bit per generation, and the useful genetic
information in the human brain beyond that in
chimpanzee brains is at most 5 Kbytes. This seems very
small, so the GIP must be highly packed. Realistic
evolution algorithms must be able to find possible
solutions within 350,000 generations from amongst an
enormous number of possible combinations (10'%%).

2.3 Difference of fitness is too small

To use GAs, we need to carefully prepare a
fitness function. The main part of programming with GAs
is to devise, using the programmer’s skill and expertise,
an appropriate fitness function. In actual evolution,
however, fitness is evaluated by accident in a habitat and
this evaluation is not sensitive to small mutations. Here no
programmer attempts to improve the fitness function.

We have hypothesized that the function of the
brain is to provide an accurate evaluation of fitness’.
When one’s situation is undesirable, the brain brings
about stress. Frequently such stress facilitates one’s own
demise through disease. Stress must play a role not only in
the termination of individuals but also in accelerating
evolution.

3. QTM: Quantum tunneling mutation
3.1 Quantum tunneling in DNA

Vix)

Energy
—x

Fig. 2 Double well potential of quantum subsystem

Chemical reactions consist of both classical and
quantum parts. A quantum tunneling effect allows some
classically forbidden reactions to take place even near
absolute zero. In the deep cold, chemical reactions occur
only by tunneling, and (non-zero) reaction rate limits of
many kinds of reactions are experimentally measured’. At
room temperature, bases in DNA are also modified by
both tunneling and classical mechanisms. The probability
of tunneling per unit time, P,, is

P,=exp(—%ﬂ 2m( -E a'x) O

where V' is a potential; E is the energy of a base; m is the
mass of a base; and a, b and ¢ are the locations of the
classical turning points for which V(x)=F (Fig. 2).
Simplifying to the case of a symmetric potential, equation

(1) reduces to

P ,,exp(i”i__ N2mH ) @
4h

where W is the width of the potential barrier between
classical turning points and H is the height of the potential
barrier. The mass, m, of bases in DNA is about 150 daltons.
The intrinsic potential barrier, /, is estimated at 60 meV
from measurements of the elasticity of DNA, determined
directly by a mechanical method®. The width of the
potential barrier, 7, can be estimated at roughly 0.17 nm
at most, given the pitch (0.34 nm) of the double helix
structure.

The height of the potential barrier and its width
fluctuate with thermal noise. The average energy of
thermal noise is 25 meV, so frequently the potential
barrier is lowered to 35 meV. Moreover the potential
barrier fluctuates under environmental/internal stresses
such as ultraviolet rays and superoxide anions, whose
energies are sometimes much larger than 60 meV. In some
cases the potential barrier would be diminished almost to
zero and the tunneling probability will then be high.

If we assume that W is constant (0.1 or 0.17 nm),
the tunneling probability is estimated as shown in Table 1.
The tunneling probability is underestimated because the
dynamic component due to noise (the effect of stochastic
resonance) is ignored. The tunneling probability is
changed dramatically by stress. Stress can be detected by
this sensitive mechanism, which bears some similarity to
the principal mechanism involved in STM (Scanning
Tunneling Microscope). So here we obtain a first
important rule, that mutation rate is regulated by stress (or
fitness).

While the tunneling probability, except in the
case of stress, is extremely small, the expectation
probability is not small since the number of bases, the
number of DNA molecules (10° - 10'®) in an organism and
the time scale (10® - 10'*sec) are enormously large. So the
tunneling mutation is going on all the time.

Table 1 Tunneling Probability.

Additional Potential Tunneling probability
noise barrier [meV] W=0.1 W=017
none 60 3.4E-23 6.5E-39

thermal noise 35 7.0E-18 6.8E-30
stress 0.1 0.12 0.028

3.2 Classical mutation vs. quantum tunneling mutation
The energy of thermal noise represented by the

Boltzmann distribution has a broad energy spectrum,
which must be taken into account. We modeled the
process as the absorption of a single thermal photon by a
base. Then the tunneling probability, P(H | kt ) is

2
p

A e
24(3)fﬂw e -

P(H /KT )= e
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and ¢(3) in the normalization factor is the Riemann zeta
function. A4 is the photon absorption probability for bases,
which has been estimated at 0.081°. At T=300 K, the
classical mutation probability (thermal transition
probability) is calculated in Table 2.

The ratio of quantum mutation to classical
mutation is shown in Fig. 3. Quantum mutation increases
in the stressed state, and overcomes classical mutation in
the region where / is smaller than about 0.1.

z

Table 2 Thermal Transition Probability.

Potential barrier [meV] Transition probability

60 0.041
35 0.057
0.1 0.081

Hight [meV]

Fig. 3 Ratio of thermal transition probability to tunneling
probability. The flat sheet indicates the constant
plane, Ratio = 1.

3.3 Tunneling time for global optimization
The tunneling time, ¢, to traverse a barrier is

t =Zw | )
2 2H

The tunneling time indicates the mean expectation time
for a peak of the wavefunction of a base to finish
traversing the barrier. Actually the shape of the
wavefunction is very complicated. So it is possible to
observe the base on the opposite side of the barrier within
the tunneling time. Heavier particles and lower/wider
potential barriers require longer tunneling times. The
tunneling time of a base is given in Table 3 assuming the
same variables as in 3.1. A combination of bases requires
longer tunneling time.

To acquire a new epoch-making trait, multiple
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bases must change simultaneously. The probability of
simultaneous tunneling over »n bases, P, is P, and the
mass is increased by a factor of ». To maintain the
probability in the same numerical range as that for one
base (Eq. 2) we must require that the potential barrier be
reduced to H/n’. Then the tunneling time becomes 7° times
by Eq. 4. This means that QTM has the potential to find
the optimal solution in A»n’°) time. For example, the
tunneling time for a 5 kb gene is about ten seconds. And
the tunneling time of the whole human genome (6 Gb) is
roughly 5x/0° years. This result is consistent with the
remarkably fast rates of evolution observed in real life.
Recently another type of mutation, that is directed
(adaptive) mutation, has been reported. Directed
mutation shows a mysterious ability to determine global
optima and occurs without reproduction. Directed
mutation may be caused by QTM.

Table 3 Tunneling Time
Tunneling time
W=0.1 Ww=017
none 60 1.8E-8 3.1E-8
thermal noise 35 2.4E-8 7.5E-8
stress 0.1 4.4E-7 4.0E-7

4. QTE: Quantum Tunneling Evolution
4.1 Quantum and macroscopic complex systems

The postulated model of life is a two-layered
hierarchical system that consists of a macroscopic
subsystem (M-system) and a quantum subsystem (Q-
system) as shown in Fig. 4. Interaction between the two
subsystems is asymmetric: the Q-system affects the M-
system by the transcription of information, but the
physical reaction from the M-system is weak. Since the
transcription process is the result of short-term
interactions between DNA polymerase and DNA, the M-
system cannot manipulate specific sites in the Q-system,
the size of which is too small. The M-system can only
affect the whole of the Q-system by using fluctuations
(stress), which regulate the tunneling probability in the
Q-system.

Macroscopic system

(Phenotype)

| Base 1 H Base 2 |---| Basen I

1
:
1
1
:
Information | Noise
H
1
]
)
1
1
1
1

Quantum system

Fig. 4 Amodel of life as a Q-M complex system

When the M-system senses stress, the heights of



the energy barriers in the Q-system fluctuate, increasing
the probability that bases in the Q-system will be
transformed. Information about altered bases directly
affects the M-system. So the Q-M complex system has a
feedback loop which avoids higher-stress states and
evolves continuously in its multi-dimensional phase space
(fitness landscape). Under smaller stresses the Q-M
complex system maintains its state longer, so the
probability that the best-fit state is observed becomes
highest.

4.2 Measurement problem in DNA

Superposition in the Q-system is preserved until
measurement. The wavefunction of the bases collapses by
measurement. After the collapse the Q-system again starts
evolving. So we get two more rules as follows.
(1) Frequently used bits are maintained and quickly
revised.
The wavefunctions of bases that are frequently measured
are collapsed (initialized). Simultaneously fluctuations
produced by the interaction of bases and enzymes are
increased, increasing the tunneling probability. On the
other hand, unmeasured bases in DNA are presumably
exploring the search space for new traits.
(2) Unused bits evolve through a parallel process.
This rule is hard to understand intuitively when the
motion of the Q-system is slower than that of the M-
system. Is the M-system in superposition if the Q-system
is in superposition? This argument is related to Schro-
dinger’s cat. Stern-Gerlach measurement and the
Elitzur-Vaidman bomb-testing problem'* show that we can
get information without measurement in a quantum
process. In quantum measurement experiments, we must
treat non-measurement cases also as measurement cases.
Extinct individuals do not exist, and this non-existence is
equivalent to non-measurement of DNA. That is, cases
that did not actually occur take on a role. We can therefore
utilize all the combinatorial possibilities for extinct
individuals to avoid a non-optimal solution. This
argument may be revised as more insight into the quantum
measurement problem becomes available.

4.3 A sample program with QTE

If we use the above quantum functions, we can
accelerate GAs. We have developed such a numerical
simulator with a sample problem (traveling salesman
problem) to demonstrate QTE. The fitness function is the
length of a path, and the implementation is similar to that
on a Hopfield model, which uses N’ quantum units
(analog qbit) to represent N cities and N possible positions
for each city in the sequence. Longer paths add greater
noise to the quantum units. This model has 25 quantum
units, which evolve in a double well potential according to
the Schrédinger equation as in Fig. 5. The probability of
the shortest path is highest and the shortest path was
frequently observed (Fig. 6).

This model was simulated numerically (written
in Java). The effect of superposition discussed in 4.1

requires an infinite number of digital processors, which
was reduced into finite threads and stochastic processing.

Mo,

|+ e—
Measurement

Superposition over all states

Fig.6 The shortest path is frequently observed over many

states.
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Abstract

Parallel computing has recently experienced some-
thing of a renaissance with the success of cheap alter-
natives to supercomputers such as Beowulf systems.
Unfortunately, many of those who stand to benefit
most from the speed offered by parallel architectures
have large legacy systems which were designed to work
on single CPU computers.

There are several powerful parallel compilers on the
market (e.g. KAI C/C++, Portland Group’s HPF),
which are designed to recognise and exploit parallel
code, however, the improvements on sequential code
is usually insignificant. Obtaining a significant perfor-
mance increase often leads to the rewriting from the
scratch of the original code.

Our system, Paragen, is designed to alter the orig-
inal program’s execution flow, in order to obtain a
functionally equivalent parallel code. It uses a com-
bination of GA and GP for automatic parallelization
over an infinite virtual network of processors.

1 Introduction

Two major strategies have been identified in the
move from serial to parallel computers programming:
Rewriting the entire application from scratch or Par-
allelizing the original sequential code.

Each of these approaches has its own advantages
and disadvantages. Rewriting the entire application is
very expensive from the time and financial points of
view, the results are often unpredictable, and the re-
sulted application is usually designed for a specific par-
allel architecture. Parallelizing is cheaper, but, using
the traditional methods, there are usually restrictions
to be complied with in order obtain a decent parallel
code.

It is known that when parallelizing a program, the
result is usually slower than rewriting (and redesign-
ing) the application for a specific parallel architecture.
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However, we believe the best trade off in terms of time
spent against resulting speed can be obtained when
using a GA.

2 Paragen

Paragen evolves sets of transformations for paral-
lelizing the original sequential program and obtaining
a functionally equivalent parallel version. It uses a
ground-up parallelization technique: from the simplest
functional blocks (begin-end pairs) towards the func-
tions bodies.

2.1 Elements

We define the Atom as the smallest element recog-
nised by Paragen. An atom is the equivalent of the
generic instruction for most programming languages:

e A single loop or a sequence of consecutive loops
is an atom (MetaLoop Atom),

e An instruction is an atom (Instruction Atom),
e A function call is an atom (Function Atom),

e An if statement is an atom (If Atom), and so on.

The atoms are processed for a specific nesting level.
For example if we have:

0: // level O
1 a=a+l;

2: if(i=0) {

3 // level 1

4 for(j=1;j<10;j++) {
5: //level 2

6: a++;
7 } // for (end of level 2)
8 a-=10;

9 b++;

10: } // if (end of level 1)
11: Db++;



then for the level 0 the sequence processing will gen-
erate the following atoms:

A01: Instruction Atom ("a=a+1")
A02: If Atom ("if(i=0){...}™)
A03: Instruction Atom ("b++")

but for level 1, the result will be:

A11: Loop Atom ("for(...){...}")
A12: Instruction Atom ("a=-10")
A13: Instruction Atom ("b++")

Each atom takes one timestep to be executed.
2.2 Data Dependency

The main problem in parallelisation is that of data
dependencies as described by Lewis®. For a generic
instruction X, we define X.U as the used variables by
the instruction X, and the modified variables by the
instruction X as being X.M. Two instructions A and
B are data dependent if A.U N B.M,B.UN A.Mor
B.M N A.M are not void (Lewis?®).

3 Design

Unlike most GP implementations, Paragen does not
evolve programs. Rather it is an embryonic system
which progressively applies a set of evolved transfor-
mations to a serial program. The application of these
transformations generate the parallel program, and,
using a system we term Directed Data Dependency
Analysis, these rules can subsequently be used to di-
rect the system to the areas of the program that re-
quire analysis to prove that it is functionally identical
to the original.

Paragen is designed to working in two different
modes: Atom Mode and Loop Mode. The atom mode
processes the input program at atom level. It has a
chain of atoms as an input and it outputs the same
chain with an altered execution flow. Loop mode, on
the other hand, is exclusively concerned with the pro-
cessing of metaloops and the extraction of loop paral-
lelization.

3.1 Atom Mode Parallelization

When working in atom mode, Paragen receives the
atoms from one nesting level. Then, the input is a lin-
ear chain of atoms. For this mode, Paragen evolves a
binary tree of simple Atom Transformations, designed
to change the original execution flow.

This mode is build based on several occam laws
described by Burns':

e seq(A, B) = par(A, B) if there is no data depen-
dencies between A and B (conversion law),

e seq(A,B,C) = seq(A,seq(B,C)) (associativity
law),

* seq(par(4, B),par(C, D)) =
par(seq(A, C),seq(B, D)) (distribution law).

Several classes of atom mode specific operations
were generated by the OCCAM laws above:

e Pxx and Sxx class, which splits the input chain
according to the percent xx,

e Fxxx and Lxxx class, which splits the input
chain into “first and the rest” and “rest and the
last” respectively, where xxx can be PAR or SEQ,

e SHIFT class, which delays the execution of the
input chain with one timestep.

Each atom mode operator is an internal node in a
binary tree. Any operator from those mentioned above
has as input a chain of instructions and outputs two
chains of instructions for their subtrees, following cer-
tain rules. The tree’s leaves are NULL operators and,
at the end, the leaves will include the useful informa-
tion about the program’s new execution flow.

The following subsection describes two operators
used in Paragen, Pxx/Sxx, the operation of which are
representative of other operators.

3.1.1 Pxx/Sxx

The Pxx/Sxx class splits the input chain in two, ac-
cording to the xx percentage parameter. P states that
the instructions transmitted to the left and the right
subtrees will be executed in parallel, whilst S means
that the instructions passed to the right subtree will
be executed after the chain of instructions transmit-
ted to the left subtree have finished. For example, if
we have an execution chain of 5 instructions [ABCDE],
then after applying a Pxx with xx=40 (P40) operator,
the result will be:

[ Operation | Input [ Output |
P20 | [ABCDE] | [AB]
CDE]

so [A,B] and [C,D,E] are to be executed in parallel and
[AB] will be passed to the left subtree and [CDE] will
be passed to the right subtree for further transforma-
tions.

Changing P40 to an S40 will result in the beginning
of the [CDE] sequence after [AB] was finished.
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3.2 Atom Mode Fitness Function

The fitness function has the corectness and the final
speed as parameters. The correctness is the result of
data dependency checking for the parallel executable
atoms.

The checking is based on Directed Data Depen-
dency Analysis, that is instead of evolving the parallel
program, it is used the information from the binary
tree in order to locate the areas of the program that
require analysis to prove that it is functionally identi-
cal to the original.

3.3 Loop Mode Parallelization

Usually, the most time consuming parts of a se-
quential program are its iterative instructions. Loop
Mode is the Paragen’s section dealing with iterative
instructions.

The input for loop mode is a expanded MetaLoop
atom (a set of one or more consecutive loops). That
is, along with the original MetaLoop atom, it receives
all the atoms resulted from the next inner nesting level
expansion.

We have identified several categories of loop trans-
formations:

¢ single loop transformations - loop transformations
for which the domain is the current loop within
the metaloop,

e multiple loop transformations - loop transforma-
tions which are to be applied to several consecu-
tive loops,

e loop order alteration transformations - loop trans-
formations which alter the loops’ execution order
within the metaloop.

Below is a detailed example of a multiple loop trans-
formation:

3.3.1 Multiple Loop Transformations

The multiple loop transformations are the reason for
the MetaLoop existence. A significant operator for
this category is Loop Fusion operator. Given:

PARFOR(i=0;1i<100;i++)
alil=ali]*i;

PARFOR (j=0; j<100; j++)
bl[il=bl[il-i;

after applying the Loop Fusion, the result is:
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PARFOR(i=0;i<100;i++) {
alil=alil*i;
b[i]l=b[i]-1i;

}

This particular operator is very useful for decreasing
the communication overhead between tasks.

Another operator is the Loop Splitting operator,
which is the opposite for loop fusion. It’s usefulness
is proven when having a sequential non-parallelizable
loop with a parallelizable instruction within:

for(i=0;i<100;i++) {
a[i]l=ali-1]*i;
blil=b[i]-i;

}

The loop is not parallelizable because of
al[i]l=ali-1]*i, but if it is split in two,

for(i=0;i<100;i++)
alil=ali-1]*i;

for(i=0;i<100;i++)
bl[i]l=b[il-i;

the second loop can be parallelized:

for(i=0;i<100;i++)
alil=ali-1]1*i;

PARFOR(i=0;i<100;i++)
blil=b[i]-i;

3.4 Loop Mode Fitness Function

While in Loop Mode, Paragen will try to apply all
the operators included in the chromosome the a given
MetaLoop. For now, the fitness function is relatively
simple and counts the number of failures for the ap-
plied operators.

4 Results

To illustrate the performance of Paragen, we ap-
ply the atom mode transformations to two problems.
The first contains nine data independant instructions,
which gives a best case of one time step if the pro-
gram were to be run in parallel. The second prob-
lem contains the same nine instructions, but these are
repeated, generating a total of 18 instructions, con-
taining nine data dependencies. This program can be
executed in two time steps, however, all data depen-
dencies must first be noted and subsequently avoided
if this is to be the case.



In each of these experiments, Paragen uses a steady
state population of 100, running for 10 generations.

In both cases, Paragen discovered the shortest pos-
sible program, in the first problem almost immedi-
ately. The second problem is interesting because, al-
though there is a pattern, Paragen has no knowledge
of this when generating the transformations. However,
the nature of the GP engine behind Paragen is such
that it discovers that the same solution to each set of
instrucations

TimeSteps
4

: : 1000 generatipns o

ebl L ST TR SRR SR S L

0 2 40 60 80 100 120 140 160 180 200
Generations

Figure 1: Paragen results with 9 data independent
instructions.

5 Conclusions and Future Work

This paper has described an approach to automati-
cally finding and applying suitable transformations to
loops. However, due to space constraints, it is not
possible to describe all possible loop transformations
which have been discovered, and only a sample have
been reproduced here.

Ususally, loop optimization is the key to a better
performance in the conversion of sequential programs.
This is why a great deal of the undergoing work is to
locating more loop transformations and to integrating
them in the loop mode’s structure.

Another part of the research includes the imple-
menting different breeding strategies and testing Par-
agen against other parallelization systems, as well as
testing Paragen along with various parallel compilers.

TimeSteps
9

8

0 40 80 120 160 200 240 280 320 360 400 440 480
Generations

Figure 2: Paragen results with 18 instructions con-
taining 9 data dependencies
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Abstract

Genetic algorithms are powerful for searching the
optimal solution. We investigate a global search
method for the roots of algebraic equations by genetic
algorithm. In general, the method for solving one real
root is not suitable for solving plural real roots, there-
fore we have proposed a new fitness function {or plural
real roots. In this paper, we propose a new additional
strategies involving local search in order to get solu-
tions faster.

Numerical experiments result that we can obtain
all the roots for algebraic equations in consideration
of the multiplicity of the roots. Finally, we confirm
the effectiveness of the local search.

Key Words :
local search

genetic algorithm, algebraic equation,

1 Introduction

A great number of numerical methods are known
to solve nonlinear equations

z € R. (1)

One of the most well-known methods is Newton-
Raphson iteration which takes the form

£(al¥) )
7/(a)’ ®
v =20,1,2,.... It is well known that if the solution
which we want to get is a simple root and the initial
value z[% is sufficiently close to the solution, the it-
eration converges quadratically, that is, the error in
the current iteration is asymptotically proportional to

L1 = g0 _
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the square of the error in the previous one [3]. This
fact shows that the iterative method has the excellent
property of the local convergence. On the other hand,
if we choose an unsuitable initial value which is not
close enough to the solution, the approximate solu-
tions y[%, 1, ... may move largely and not converge
the solution which we want to get or vibrate periodi-
cally. So, it is said that there are a lot of trouble in the
global convergence of Newton iteration. For the rea-
son mentioned above, we can see that when we want
to get plural roots in some interval, we have to prepare
the plural initial values which are corresponding to all
the solutions.

Because it is difficult to give all suitable initial val-
ues by Newton iteration, we have proposed the strate-
gies to get all the roots in consideration of the multi-
plicity of the roots for algebraic equations, which are
special case of nonlinear equations, by using Genetic
Algorithm (GA) [4]. In this paper, we add a strategy
of local search in order to get solutions faster. Finally,
we perform the proposed methods and show the effec-
tiveness.

2 GA for solving algebraic equations
2.1 A real simple root

In case of calculating one root of the equation
f(z)=0 (z€R) 3)

by GA, where f(z) = apz"+ap—12" "+ -+ ayr+ao,
the following method was proposed [1],[2]:

e Chromosome is defined as a real number,

e Crossover is defined as g. = Azy+(1—A)xg, where
Amin <AL )‘max,



o fitness function is defined as
1
L+ |f(2)

which gets the maximal value when z is the solu-
tion of the equation,

fitness =

(4)

e Mutation is defined as giving a random value of
the interval where all the roots exist,

e Ranking procedure is adopted as natural selec-
tion.

The proposed crossover makes us get a real number
from the segment which runs between z; and z2 on
the real axis and the length of the segment depends
on the values of Apin and Apax. In this paper, let
Anin = —0.5 and Apnax = 1.5.

2.2 Plural real roots

In this subsection, we assume that the equation
have the m real roots aq,as,..., a,, in consideration
of the multiplicity of the roots which exist in the inter-
val and we propose the method to get all the multiple
roots.

At first, we discuss that we scparate a individuals
into m groups and the methods for solving a simple
root apply to each group. We assume that the root oy,
is a simple root and two chromosomes x;, z; approach
to ag, where 2; and x; belong to the i-th and j-th
groups respectively. In this case, each fitness of the
i-th and j-th groups approaches to 1, because f(x;)
and f(x;) approach to 0. Thercfore oy is obtained as
aroot in the two groups. We propose a method that if
we get @; which is satisfied with f(z;) = 0 in a group,
we prevent that we get a; whicl is equal to z; in other
groups.

When the equation has some multiple roots, the
number of the obtained solutions is less than that of
the groups. This fact shows that the method is im-
proper. In order to prevent the defect, we propose a
new fitness function by the following discussion. We
assume that a root « is a root of the multiplicity n.
At this time, we can obtain the equality

f(x) = (z — )" P(x), (5)

where P(a) # 0. The equality (5) shows that f(x)
converges to 0 with degree of n. Next, we discuss the
difference product

g(x:) = [J(xi - 25), (6)

where Z; is the representative value of the j-th group.
We assume that a chromosome z; sufficiently ap-
proaches to o which is a root of the multiplicity »
and the I groups of of all the groups except for the
i-th group are approaching to a. In this case, g(z;)
converges to 0 with degree of I, so we can get

) 0 I<n-1
F(z;) = M —-<¢ C Il=n , (7
lg()l oo I>n+1

where C is a non-zero constant. Therefore we think
that it is better to define the fitness function as

fitness = ﬁ;,—(ll—) (8)

Moreover, we choose each representative value from
the chromosomes which have the best five fitness val-
ues of each group at random.

3 Local search

Here, in order to get the roots faster, we propose a
local search strategy which can provide the corrected
x; which give the minimal value of f(z) in necighbor-
hood of x;. The strategy is defined as following:

1. give the value of ¢ ,

2. calculate the tangent line of the function f(2) at
T,

h(z) = f(zi) + f'(2:)(x — 1), 9)
3. if the signs of h(z; —¢) and h(z;+¢) are the same

D B if |h(z; — )| §'|h(1',~ + 2)|
T+ ¢ otherwise

9

4. if the signs of h(x; —¢) and h(z; +2) arc different

f(z;)
f(@:)’

which coincides with Newton iteration.

Ty &— T; —

We can see that the strategy can give the corrected
value which gives the minimal absolute value of the
tangent line of the function y = f(x) at z; inside the
e-neighborhood of z;. In this paper, ¢ is determined
as

n{%t_ﬂ} (10)
1
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Since the local search is similar to Newton iteration,
we guess that when each group approaches to each
corresponding root sufficiently, we can obtain all the
roots faster.

Here, we can propose two application for the local
search. One is to apply the local search at all gen-
crations. Another is to apply after the values of each
group approach to the each corresponding root to some
extent.

4 Numerical experiments

In this section, we apply the proposed GA to solve
the equations which have only real roots. The equa-
tions are classified into three patterns by the distribu-
tion of the roots. Here, we assume that the interval
of the existence of the roots is known. Moreover, the
conditions of the method are given as follows:

e the number of individuals of each group is 50,
e the number of crossovers of each groups is 50,
e the number of mutations of each group is 10.

o if the absolute value of the difference product
g(a;) is less than 1072%, then let the value of the
fitness function be 0.

Moreover, we solve the equation the following three
methods:

¢ method 1 no local search,
e method 2 local search at all generations,

e method 3 local search after the 20th genera-
tion.

4.1 Real simple roots (1)

At first, we deal with the equation
(x+10)(z +2)(x = 1) (z = 5)(z-T7)=0. (11)

The equation has 5 simple roots which are in [—12,10].
We execute the three methods 100 times each. We
show the result in Fig. 1, where the axis of ordinate
shows the averages of common logarithms of errors.
Here, we explain that the method to estimate their
crrors. We assume that the roots ay, as,. .., a, satisfy
a1 <ap <+ < a, and let the elite of the i-th group
be #; and assume 7} < &g -++ < &,,. At this time, we
define the error as

n
error = Z la; — & (12)
i=1
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Fig. 1. Relations of generations and errors.

Fig. 1 shows that the method 2 and 3, which do
the local search, are faster than the method 1, which
does not do the local search.

4.2 Real simple roots (2)

Secondly, we solve the equation
z(x — 1)(z — 1.0001)(z — 1.5)(z — 2) =0 (13)

which has one pair of neighboring roots. The equation
has 5 roots which are in [—2,3]. We solve the equation
by the three methods 100 times each. We show the
result in Fig. 2.

2 v T
. method I i
— 0 method 2- - - -
~
(o]
o
- r
H -4
_— |
2 -8f
H -
-12r1
-16

0O 10 20 30 40 50 60 70 80
Generations

Fig. 2. Relations of generations and errors.

We can also see that the method 2 and 3 are faster
than the method 1, even if the equation has a pair of
neighboring roots.

4.3 Real multiple roots

Finally, we solve the equation

(z-1)*(z-2)%(z-5)=0 (14)



which has one simple root and two pairs of roots of
multiplicity 2 in [0, 6]. We apply the three methods to
the equation 100 times cach. We show the result in
Fig. 3.

2 method 1 ]
— Or . method 2- - - -
&a o - method 3-—-—
o
5 -4
oF
o -8r1
'_‘ -

12}
-16

0O 10 20, 30 40 .50 60 70 80
Generations

Fig. 3. Relations of generations and errors.

We can not see that the methods which have the
local search strategy is always superior to the method
without the local search, because the local search is
almost equivalent to Newton iteration which is diffi-
cult to deal with equations which have multiple roots.
However, the method 3, which is to apply the local
search method after the values of each group approach
to the each corresponding root to some extent, still
has the excellent convergence. Moreover, we can see
that the method 3 has always the superior convergence
property to the others by the above experiments.

5 Conclusion

All the roots of algebraic equations can be hardly
obtained by Newton iteration, therefore we have pro-
posed the method to solve algebraic equations by GA.
We can get all the roots of the equation using the
method, even if the equation has multiple roots.

In this paper, we propose an improved method with
the local search in order to get all the roots faster.
The numerical experiments show that we can get all
the roots faster by the proposed method than by that
without local search.
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Abstract

A control method for a multi-joint manipulator
whose workspace includes several obstacles is pro-
posed. The control of manipulators requires motion
planning which could be divided into two parts, 'Path
planning’ and 'Collision-free sequence generation’. We
apply Genetic Algorithm(GA) to ’Collision-free se-
quence generation’ to get the sequence of the move-
ment which leads the end point (the tip of a manipu-
lator) from the starting point to the target point with-
out any collisions with obstacles. The effectiveness of
the proposed method is evaluated through a computer
simulation.

1 Introduction

Multi-joint manipulators have the advantages be-
cause they can be used in the workspace which has
only a narrow space or includes a lot of obstacles in.
When multi-joint manipulators are used, sometimes,
the operators need to teach motion plan to the ma-
nipulators. As the number of joints increases, the dif-
ficulty of its control increases [1]. So that, teaching
the motion plan is time-consuming work for operators.
Even though the workspace is known previously, the
motion planning for multi-joint manipulators is diffi-
cult because they can take a variety of orientations.
If the collision-free motion is generated automatically,
the operators do not have to tcach the motion plan,
and the burden of operators would be reduced.

Many methods for motion planning have been pro-
posed. These conventional methods can be classified
into two types mainly. The first type of methods is
based on a method of computing an explicit represen-
tation of the manipulator configurations that would
bring about a collision [2]. Some researches make
this type of methods efficient using the characteris-
tic of structure so that this type of methods cannot be
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Obstacle Planned path

Fig.1: Motion planning for a manipulator

adopted or has to be modified when the structure of
the manipulators changes.

The other type of methods is based on the artificial
potential field concept [3]. In this kind of methods,
the target point is represented by an artificial attrac-
tive potential field and the obstacles by correspond-
ing repulsive fields so that the trajectory to the target
can be generated via a flow-line tracking process with
consideration to the obstacle avoidance. This type of
methods has advantages of being simple and not de-
pending on the structure of the manipulators. But, it
is difficult to set up potential fields and to find an ap-
propriate operator weight between two potential fields,
for reaching the target point and for avoiding obsta-
cles.

In this paper, we apply a method using an artificial
potential field and GA with parameter tuning together
to the motion planning for a manipulator. The artifi-
cial potential field gives the path from starting point
to the target point while GA with parameter tuning
searches collision-free sequence of the movement along
the given path.



2 Motion planning of a multi-joint ma-
nipulator

The motion planning of a multi-joint manipulator
can be realized by the combination of 'Path planning’
and ’'Collision-free sequence generation’. In 'Path
planning’, the path which leads the end point (the tip
of a manipulator) from the starting point to the target
point is determined. Then, in 'Collision-free sequence
generation’, the sequence of movement by which all
links can avoid collisions with obstacles while the end
point moves along the given path is searched.

2.1 Path planning

The artificial potential field concept is used for path
planning. In general, when the artificial potential field
concept is adopted, the potential field is used for both
path planning and collision avoidance. Because find-
ing an appropriate operator weight between these two
potential fields and setting up potential fields itself are
difficult, a potential field is used only for path plan-
ning. We assume an attractive force at the target point
so the potentials are in proportion to the distance to
the target. Moving to directions where the potential
increase guarantees that the end point is getting close
to the target point while it is avoiding local minima.

2.2 Collision-free sequence generation us-
ing GA

Genetic Algorithm is a search algorithm based on
the mechanics of natural genetics. GA has been known
its ability for global search of optimal point, and effi-
ciently does multiple-point search[4].

Even though the path from the starting point to the
target point is given, it is difficult to generate collision-
free sequence of the movement along the given path,
in case there are a lot of obstacles in workspace.

The position of ith joint of manipulator is given by

Ziy1 = Z; + r;ed? (1)

where r; is the length of ith link, 6; is the angle of /th
joint, and j equals to /—1. So, the space occupied
the segment between x;,, and X; is represented by

D; = {Z(f)lZ(f) = tZi+1 + (1 - t)Z,‘,O <t< 1} (2)

where t is a parameter. Then, the space where the
manipulator exists is given by

D=D1uD2u---qu=§1D,- (3)

where m is the number of joints. If
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D c Dy (4)

where Dy is free-space, the space where there is no ob-
stacle, is satisfied, the manipulator never collide with
obstacles. Here, § is defined as 8 = (6,,0-,..., O,n)T
at a time-step. If # which satisfies the relation of
(1),(2), (3), and (4) at all time-steps can be found, the
collision-free sequence of movement can be realized.
We apply GA to collision-free sequence generation.

o Genetic coding

The chromosome has 2 dimensional structure
(Fig.2). The length of chromosome is not fixed.
Each number describes a variation in the angle
of each joint at a time-step. Initial orientation
of manipulator is given so that an orientation of
multi-joint manipulator at a time-step can be cal-
culated using each column of chromosome.

o Crossover

Crossover operator used here is called analogous
crossover [5]. At analogous crossover operation,
a pair of parents is chosen randomly and ex-
change their gene partly. Crossover point is de-
cided by not the position of genotype but the
function of phenotype so that the length of chro-
mosome varies(Fig.3). The procedure of analo-
gous crossover used in this paper is as follows.



(1) Choose two parents (Parent A and Parent B)
at random.

(2) Choose crossover point of Parent A randomly.
(3) Calculate the position of the end point of Par-
ent A at the chosen crossover point.

(4) Compare the position of the end point at each
step of Parent B with calculated position of Par-
ent A.

(5) Select a crossover point of Parent B which is
the nearest to the crossover point of Parents A.

Because parents still exist after children are born,
population size becomes twice by crossover.

¢ Reproduction

Reproduction operator selects parents in next
gencration from the population which is made by
crossover. One third of parents in next genera-
tion are selected from the individuals which have
better fitness in order. The rest of parents are
selected at random. So, population can keep the
best individual without convergence.

o Mutation

Mutation operator changes the sign of a joint an-
gle parameter. Because the sign of the parameter
corresponds to the direction of a join movement,
the direction is changed by mutation. This op-
erator does not change the absolute value of the
parameter. Mutation is operated after crossover.

e Fitness

An amount of potential where there is the end
point of manipulator is used as fitness. The
amount of potential is determined by an artifi-
cial potential field made in 'Path planning.” This
potential corresponds uniquely to the distance be-
tween the end point and the target point.

Using this fitness, the sequences of the movement
which could reduce the distance to the target point
is searched over generations. The fitness is related to
only the distance, in other words, this fitness does not
concern collision avoidance, so that generated move-
ments tend to collide with obstacles easily. To avoid
collisions, parameter tuning operation is added in GA
operation as local search after crossover and mutation
at each generation.

o Local search (Parameter tuning)

The parameter tuning is operated to individuals
which collide with obstacles to keep search per-
formance well. The parameters at a step which
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Fig.5: An artificial potential field for path planning

is just before the collision are tuned locally for a
fixed period of time. Then, the parameters which
can avoid the collision are adopted. If the pa-
rameters which can avoid the collision cannot be
found for a fixed period of time, only the param-
eters before collision are adopted.

By using this strategy, we do not have to be worried
about operator weights between two potential fields so
that we can keep the advantages of artificial potential
field concept and remove the disadvantages of this con-
cept.

3 Computer simulation

To evaluate whether the motion planning for a
multi-joint manipulator is realized by not using a po-
tential field for collision avoidance, in other words,
by using only a potential field which represents the
distance to the target point and parameter tuning
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Fig.7: Trajectory of the manipulator

operation together, the proposed method is applied
to motion planning for a 12-joint manipulator. The
workspace has several obstacles (Fig.4), and it includes
local minima. We assume that the workspace is known
previously. In this workspace, the end point of manip-
ulator has to reduce the distance to the target point
with avoiding local minima, and all links has to avoid
any collisions with the obstacles while the end point
goces along the given path.

In "Path planning’, an artificial potential field is set
up as shown in Fig.5. As it is shown in Fig.5, the ar-
tificial potential increases gradually from the starting
point to the target point with avoiding local minima.
Fig.6 shows the relationship between generation and
distance. By using GA which includes parameter tun-
ing operation at each generation, the best individual is
getting close to the target point over generation. Fig.7
- shows the trajectory of the best individual at 1000th
generation of GA operation. The orientations of the
manipulator at each 20 time-steps are shown. This
figure shows that the distance between the end point
and the target point is reduced as time-step increases
while all links avoids any collisions with the obstacles.

4 Conclusion

In this paper, a motion planning method for a
multi-joint manipulator is proposed. The proposed
method uses the artificial potential field concept for
‘Path planning’, and the combination of GA and pa-
rameter tuning for ’Collision-free sequence genera-
tion’. GA is used to search the sequence of movement
which reduces the distance to the target. The parame-
ter tuning operation helps the sequences of movement,
which are searched in GA operation, to avoid the colli-
sions. The proposed method is applied to the motion
planning of a 12-joint manipulator whose workspace
has several obstacles. Then, the sequence of the move-
ment from starting point to the target point which
avoids any collisions while the end point goes along
the given path is obtained.

When the fitness, related only to the distance be-
tween the end point and the target point, is used, the
searched sequence of movement cannot avoid the col-
lisions so the search will be stopped. Although this
proposed method uses simple fitness, related only to
the distance, parameter tuning operation keeps the
performance of search well, and it is sure that the mo-
tion plan which leads the end point to the target point
with avoiding collisions can be found over generations.
Also, this strategy can be used even though the struc-
ture of manipulator changes.
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Abstract

This paper deals with an emergence of cooperative
behavior among distributed autonomous robots. The
robots used in our research have the simplest means of
interaction to achieve a given task. In general, most
of tasks can be accomplished by a sequence of basic
behaviors which have some parameters. Here genetic
algorithm is applied to generate a sequence of behav-
iors and a kind of simulated annealing is applied to
determine the parameters. Effectiveness of emerging
behavior is discussed through the task to collect pucks
distributed in the field by focusing on the relation be-
tween the number of robots and the group efficiency.

1 Introduction

Social insects such as ants and bees establish well-
ordered societies even in the absence of particular indi-
vidual intelligence[1,2]. This is because functions are
self-organized in their societies through interactions
with each other. They suggest that we may be able
to synthesize adaptive systems just like their societies
by coordinating interactions between elements even if
the function of each element is simple.

In robotics field, many researchers have been s-
tudying the multi-robot system[3,4,5,6,7,8]. These re-
searches gave us qualitative aspect of robots behav-
iors, however our interest is quantitative aspects of
effectiveness of multi-robot group behavior.

In previous work, we assumed a group of robot-
s with simple interaction and discussed the effective-
ness of the group through the experiments and math-
ematical analysis[9,10]. In this paper, we attempt the
group to acquire the optimum behavior and parame-
ters which were obtained in our previous works.
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2 Foraging Behavior of Multi-robots

There are various tasks for which multi-robot sys-
tem is useful. We investigate the collective behav-
ior and efficiency of simple interacting multi-robots
through the task to collect pucks distributed in a field
(Figure 1).

ROBOT HOME @

Figure 1: Foraging behavior of multi-robots.

2.1 Method of interaction

Interaction process is described as follows. Each
robot has a light and a pair of photo sensors. It en-
ables robots to gather or repulse depending on the
connection between the sensors and motors.

The robots interact only when a robot radiates a
light signal. This duration is called as ’interaction du-
ration’ in this paper.

2.2 Task as a sequence of behaviors

It was reported that a variety of complex behav-
ior can be described by a combination of several basic



behaviors[7]. This research showed a proper behavior
was selected depending on an environment and a sit-
uation. In this paper, we assume that the task can be
accomplished by a sequence of basic behaviors which
have some parameters. It is assumed that each robot
has five basic behaviors.
- Wandering: to move straight unless meeting a puck,
other robots or boundary walls.
- Broadcasting: to radiate singal light isotropically.
- Attracted: to move toward the signal source.
- Homing: to move toward home.
- Staying: to stay there.
It is noticed that each behavior has an obstacle
avoidance behavior in order to avoid collision.
Foraging behavior can be described by the combi-
nation of these behaviors. The purpose of this paper is
to observe the emergence of the proper sequence and
parameters which maximize their efficiency (Figure 2).

@@@}m

® \‘®/0

Figure 2: -Schematic of the purpose of this study .

3 Simulation and result

3.1 Method

To obtain an appropriate combination of basic be-
haviors, we need to generate a sequence and determine
parameters included in each behavior.

e Sequence generation

We apply Genetic Algorithm(GA) to generate the
behavior sequence[11]. By regarding one basic behav-
ior as a gene, a sequence of behaviors can be consid-
ered as a chromosome. Then, optimum sequence can
be obtained by following GA operation.

-Crossover

Two sequences are chosen at random as parents. A
position on each sequence is determined at random,
and the segments of the sequence are exchanged each
other. This process brings a child(new sequence).
-Selection

Fitness of individual is determined by the number of

collected pucks during a constant period. Next gener-
ation individuals are selected by the ranking. An indi-
viduals of higher fitness survives and lower are killed.
-Mutation
One of the gene is chosen at random and changed an-
other gene.

e Parameter determination

Each basic behavior has some variable parameters.
In most case, we can consider a searching space of the
parameter is not complex, because the basic behavior
has just a simple function. Under this assumption, the
value of parameter is determined by a kind of simulat-
ed annealing. It means that searching space which is
wide at first is gradually narrowed and the optimum
value is determined. In this paper, we mainly focus
on the interaction duration. It is because this param-
eter is the most important for the effectiveness of the

group.
3.2 Simulation condition

We examine the efficiency of this method by com-
puter simulation. Here a spatially discrete model is
applied for rapid computation[12].

We assume a square field. Home is located at the
center. The field is partitioned into 400 x 400 cell-
s. Each cell could have 3 states: ’empty’, robot’ or
'puck’. The position and the direction of each robot
are calculated as continuous variables. A cell which
includes a robot is occupied and has the state 'robot’.
The velocity of the robots is 10cells/sec and the an-
gular velocity is 120 + Afdeg/sec, where A#f is a ran-
dom variable uniformly distributed within (—5,+5)
degrees. When they meet boundary walls and other
robots, they turn to random direction. A time step of
simulation is 0.1sec. The initial location and direction
of robots are uniformly random.

There is a various types of puck distribution. Here
we choose a localized distribution which all pucks are
located in a circle with its center at (180,180) and with
a radius of 10.

3.3 Simulation result

Time evolution of gathering ability by the robots is
shown in figure 3(a). A vertical axis implies the num-
ber of collected pucks during a constant period. The
number of robot is 100. In initial generation, their
gathering ability is low. But the ability is improved
gradually and is saturated over 30 generation. This
figure implies the robot system acquires a proper se-
quence of behaviors. Figure 3(b) shows the acquired
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interaction duration in each generation. This figure
shows that the interaction duration varies excessively
in small number of robots. On the other hand, in case
of large number of robots, the fluctuation of interac-
tion duration is small.
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Figure 3: Time evolution of gathering ability (a) and
interaction duration (b).

It was reported that the number of robots N and
task completion time T has a relation T' ~ N” in this
task[12]. A value of 8 depends on the interaction du-
ration. Figure 4(a) shows the relation between the
interaction duration and exponent 8. There is a opti-
mum interaction duration I,,. Figure 4(b) shows the
histogram of interaction durations which are shown in
figure 3(b). In case of small number of robots, disper-
sion is large. But in case of large number of robots,
dispersion is small and an average value is almost same
as the obtained I,,;.

Figure 5 shows the relation between the number of
robots and the average of acquired interaction dura-
tion. It shows that the larger the number of robot, the
better the acquired interaction duration.

4 Conclusion

We proposed that a task can be accomplished by
a sequence of basic behaviors which include some pa-
rameters. A sequence of behaviors is considered as
a chromosome by regarding each basic behavior as a
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gene. This assumption enables us to apply genetic al-
gorithm to our robot system. Parameters included in
each behavior can be optimized by a kind of simulated
annealing.

We chose a foraging behavior as a task. Its char-
acteristic is already investigated under a given condi-
tion. So we could confirm the efficiency of the proposal
method referring those results.

A result of simulation shows the robots acquired
a proper sequence and parameters. Focusing on the
most important parameter, interaction duration, we
found that the interaction duration varies excessively
in small number of robots. On the other hand, the
larger the number of robot is, the smaller the fluctua-
tion of interaction duraion is.

Now we are studying their behavior under more
complex environment. We also examine their behavior
using a real robot system.
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Abstract

When we solve the delivery route optimization
problem, We must regard this problem as an Asym-
metric Travelling Salesman Problem (ATSP) because
there are many one-way streets.

In this paper, we solve ATSP using Genetic Algo-
rithm (GA). We propose a new crossover operation
and evaluate the performance and show the effective-
ness of the operation by comparing with Greedy Sub-
tour crossover (GSX) for solving ATSP.

1 Introduction

It is important to solve rapidly an optimal delivery
route in the real world application. In this paper, we
define the travelling cost as time. A delivery route
planning is to minimize the total travelling cost.

When we solve the problem, we must consider one-
way street (Fig.1). The cost A to B is not all the same
the cost B to A, because the route A to B is not all the
same the route B to A. Therefore, we must deal the
problem with not symmetric TSP but an asymmetric
TSP (ATSP) . ATSP has asymmetric cost matrix, i.e.
cij # ¢ji, where ¢;j is a time of the route ¢ to j. It
is not effective that we solve ATSP using optimization
techniques of symmetric TSP whose cost ¢;; equal to
Cyi.
We intend to obtain an optimal or quasi-optimal
route rapidly for practical use. We use Genetic Al-
gorithm (GA) for fast ATSP solver. GA is one of
the methods for search, learning and optimization.
It is important to plan crossover operation for solv-
ing ATSP. Various crossover operations are proposed
to solve symmetric TSP, but Few crossover opera-
tion have proposed for solving ATSP. y We focused
on two crossover operations (methods for symmetric
TSP) which are easy to preserve the character of the
parent, because it is needed for crossover operation to
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preserve the order of the cities which is appeared in the
string of the parent for solving ATSP. We proposed a
crossover operation for solving ATSP. The operation
is based on one method for symmetric TSP, and con-
firmed the effectiveness of the proposed method by
comparing with one method for symmetric TSP.

In this paper, we propose a new crossover operation
for solving ATSP. The operation is based on the other
method for symmetric TSP, and evaluate the effective-
ness of proposed methods by comparing with the other
method for symmetric TSP.

Fig.1: A map with traffic conditions

2 Delivery route planning

Delivery truck must go to all the delivery points.
We must find the route which has minimum total trav-
elling cost for effective delivery. Total travelling cost
Z represents as follows:

N
Z=th.‘,ti+1 (1)
i=1



where, (t1,---,tn) is an order of the delivery points,
N is the number of cities, ¢;; ¢,,, is the travelling cost
between the zth delivery point and / + 1th point, and
tny1 is equal to ty.

In case we plan delivery route for a city area,
we need to consider the waiting time for traffic
signals[4]and difference between the time to turn right,
turn left, and go straight. So we define ¢y, +,,, as fol-
lows:

i+1

Ctitigs = Ttitip +Css+Csi+Cs + Cr+C14+-Coop (2)
Ty = 2l (3)

Css = Mgs X Css (4)

Ca = mg Xcg (5)

Cr = myxq (6)

C, = m,Xcp (7)

Cstop = Mgeop X Cstop (8)

where, dy,¢,,, is the distance between the ith deliv-
cry point and ¢ + 1th point, s is the mean speed, ¢ is
the time of the type of movement. For example, ¢y
is a time to pass through the intersection with traffic
signal. m is the number of each movement between
the ¢th delivery point and ¢ + 1th point. For example,
mss represents the number of passing through inter-
section with traffic signal between :th delivery point
and ¢ + 1th point. Subscript represents the type of
movement. “sI” and “sr” mean to turn left and right
the intersection with traffic signal respectively. “1” and
“1” mean to turn left and right the intersection with-
out traffic signal respectively. “stop” means that we
complete stop at the intersection.

3 Method for optimization
3.1 Previous works

We focused on two crossover operation which are
proposed for solving symmetric TSP because it is
needed for crossover operation to preserve the or-
der of the cities which is appeared in the string
of the parent for solving ATSP. They are Edge re-
combination crossover (EX)[1] and Greedy Subtour
crossover (GSX)[2].

EX is the crossover operation which is easy to pre-
seve the character of the parent. The procedure of EX
is as follows* We chose a city as the current city un-
der the defined rule. We consider the four undirected
edges incident to the current city in the parents and
select an edge under the defined rule. If none of the
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parental edges leads to an unvisited cities, create an
edge to a randomly chosen unvisited city. repeat until
all cities have been visited. The offspring can inherit
the tour of the parent intermittently.

GSX is the crossover operation that acquires se-
quence of the tour of parents as long as possible. This
crossover operation is designed for fast symmetric TSP
solver, and have to be used with 2-opt method. The
procedure of GSX as follows: First, a city is chosen
at random. Next, pick up the cities from the parents
alternately. The rest of cities are added to offspring
randomly. if acquired so short sequence, there is a risk
that the offspring is almost same as formed by random
search.

We proposed the crossover operation based on EX
(method1) for solving ATSP. Method1 is combined EX
with the property of GSX which acquires sequence of
the tour of the parent as long as possible. We de-
fined the rule to select edge so as to inherit the order
which is appeared in the parent as long as possible. It
was shown that methodl is superior to EX in solving

ATSP[3].
3.2 Proposed method

We propose a new method (method2) for solving
ATSP which is based on GSX. We improve the way
of inheritance of GSX. The offspring can inherit the
order of the cities which appears in the parent as long
as possible.

The procedure of the method2 is as follows: First,
a city is chosen at random. Next, pick up the cities
from the parents alternately. The rest of cities are
added to offspring not randomly but preserving the
order in which they appear in the parent, skipping over
all cities already present in the offspring. In this way,
the offspring can inherit the longer sequence of the
tour of the parent. Even if the tour of the parent break
at once, a part of the tour is inherited to offspring.

An example is shown in Fig 2. Each individual
is expressed path representation. Suppose that the
chromosome of parents are [A,B,C,D.E,F,G,H] and
[G,E,C,A,D,B,F,H]. The city C is chosen at random,
Pick up the cities begin with A and next B. In the
same way, the city D is added, but A does not because
the city A is already appeared in offspring. Then, we
add rest of the cities in the order which appears in the
parent who transfer shorter tour to the offspring.

The procedure of the GA is as follows:

e genetic coding is path representation,

o the fitness is equal to the total travelling cost,



parentl parent2

[A C.DEF [G.E.C, QB. F. H]
‘C'is chosen
@iy

Pick up the cities from the parents altenately

The rest of cities are E, F, G, H

offspring B.C.A. DI

Add the rest of cities
in the same order of the parent

Fig.2: Crossover of the method2

o natural selection is ranking selection,
e mutation is 2-opt method,

At first, initial population is constructed randomly.
By using selection by ranking strategy, higher ranked
individuals can survive next generation and lower
ranked individuals are replaced by offsprings. If the
individuals which has the same chromosome are exist
in the population, We eliminate one of them in or-
der to preserve the variety of population. Mutation is
executed by 2-opt method towards all individuals in a
population. If the fitness of individual is not improved
by 2-opt, that individual has no change.

4 Experiments
4.1 Benchmark test

We compare the result of the proposed crossover
operations (methodl, method2) with that of GSX
by ATSP-benchmark-problems which are contained in
TSPLIB [5]. Here, we evaluate the average of the total
travelling cost and the convergence.

The GA parameters are given by the following.

e Population size N is 100,
e The number of generation to stop is 5000,

We solve three problems (38-city, 53-city,and 70-
city). We execute the trial 20 times for each problem.
The results are shown in Tablel. The characteristic of
convergence is shown Fig.3, Fig.4 and Fig.5.
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Method2 converges the solution whose relative er-
ror is about less than 1% for each problem in early
generation. Methodl converges slowly, but gives the
best solution finally for each problem. GSX converges
slowly. Average of the solutions of relative error is
about more than 10% for each problem.

From the result, in order to solve the problem
rapidly, We propose the way that we solve ATSP by us-
ing method?2 at first, and switch method2 to methodl
when the fitness of elite individual does not be im-
proved for certain generations.

Tablel . The solutions for three problems

method | mean | minimum | maximum
methodl | 1559 1530 1598
38city | method2 | 1592 1546 1654
GSX 1698 1559 1779
methodl | 7003 6905 7213
53city | method2 | 7024 6905 7387
GSX 8514 8014 9135
methodl | 39357 38984 39950
TOcity | method2 | 39716 38900 40316
GSX 44585 42306 46613

38citics ]

method1

Travelling cost

-...GSX method2 ]

100 200 300
Generation

Fig.3: Convergence for 38city problem

2 Y T T T T T T T
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@
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Fig.4: Convergence for 53city problem
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Fig.5: Convergence for 70city problem

4.2 An application

We deal with the delivery route optimization prob-
lem for a part of Sendai-city area (Figure 1). We use
the equation (2) considering first five terms, and solve
the problem using proposed methods.

We can get the route which is in Fig.6. As a result,
the route which is given by methodl and the route
which is given by method?2 are the same route. It takes
almost the same time to give the route. The reason
for the result is the number of the delivery point is too
small, 15 points.

We suppose that we get almost the same result as
that of ATSP-benchmark-problem when we solve the
problem which has large number of delivery points.

5 Conclusion

In this paper, We propose a new crossover opera-
tion —preseGSX and evaluate the performance of the
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proposed methods by ATSP-benchmark-problem. We
solve the optimal delivery route optimization problem
and obtain the route which is shown in Fig.6.

As a result, proposed methods are superior to GSX.
Method2 is superior to others limited in early genera-
tions, but Method1 gives the best solution finally,

It means that we solve ATSP by using method?2 at
first, and switch method?2 to methodl when the fitness
of elite individual does not be improved for certain
generations.

In future works, we will decide the cost ¢, t; and
route between the delivery points automatically, and
execute route planning with large number of delivery
points.
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Abstract

We try automatically to build time series prediction
model by Genetic Programming(GP). The method
consists of two stages. The first stage is to determine
composite function model by GP, the second one is
to optimize parameters included in the model by the
back propagation method. We experiment time series
prediction of chaotic time series and wind velocity as
application examples.

1 Introduction

Time series prediction plays an important role in
various fields,e.g.business, industry and engineering.
However, since future events involve uncertainty, the
predictions are usually not perfect[2]. Therefore, when
we predict time series, we need to build an appropriate
prediction model of time series. The objective of our
work is to form the prediction model which has few
prediction errors easily and automatically.

The time series prediction is to map points from lag
space(input parameters of the model, 1,22, -,
Ti_r i.e.current input and 7) to an estimate of the
future value, that is,

#(t) = f(a(t =), a(t-2),2(t-1)) (1)

where 7 denotes the time span used for prediction, t
denotes current time. We propose a method of build-
ing prediction model, that consists of two stages : one
is determining the functional form of the model and
the other is determining parameters of the model.

In the former stage we utilize GP, because GP
has succeeded in the field of automatic define
function[3][4][5][6]. In the latter stage we utilize the
back propagation method[7] which is famous for a
learning method of neural network.

In the previous work, we generated the mathemat-
ical prediction model of sun-spots time series using
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GP, which was composed of only the four arithmetic
operations and a saturated function[1]. The prediction
result was satisfactory on the whole.

In this paper, we propose GP utilizing many op-
crations besides the four arithmatic operations and a
saturated function in order to aim at improving the
prediction and attempt to apply to wind velocity as
actual data.

2 Modeling by GP
2.1 Model Building

GP has many advantages to build a prediction
model, for example to compose functions is easy. spe-
cial knowledge is not required to find a solution and it
can cope with the change of various condition.

GP handles tree-structured chromosome that rep-
resents composite function model(Fig.1).

{ The tree-structured chromosome expresses to a model J
X, =aMAX{a,cos(a,X, ; +b),a,X,_,,
alf (agX, 5, a,X 405X, 1,0 X, ) + @ X s}

Figure 1: Chromosome of Tree-Structure

Nodes involved in the tree-structured chromosome
are divided into two categories : one represents input



data(leaves),the other represents operators. Table 1
presents operators involved in the model.

The tree-structure of Fig. 1 expresses the following
mathematical model,

X: = agMAX{ascos(agXi—3 +by),ay X1,
asI fagX;_o,a7 X _4,a3 X4 1,a9X;_5)
+a10Xi-5} (2)

= f(X1. X2, -, Xn,ar,a9,-,am) (3)

where coefficients ay, asg, - - -, a,, are model parameters,
whose values are not given from the parents, but de-
termined by the back propagation method.

Table 1: Operators in the Model

Operation No of Definition
Args
Sin(zy) 1 sin{ayxz; + b)
Cos(xy) 1 cos(arzy + b)
Atan(zy) 1 7(1+ Latan(ayxy +b))
Log(ay) 1 loglajzy + b
Sig(x1) 1 1/(1 4 e~ (azi+b))
Sinh(x) 1 sinh(ayxy + b)
Cosh(xy) 1 cosh(ajzy +b)
Abs(xy) 1 |y |
Fap(x) 1 eI FD
gl x| <y
Unit(xy) 1 { 0 |n|> ;
Nop(x) 1 T
Add(zy, z2) 2 a1, + asxs
Mul(zy, 22) 2 a1y
ET-
Di{l(.’L‘],fL‘g) 2 { Zi;"l’ Zz i 8
MAX (21,29, 23) 3 the largest variable
MID(xy, x9,23) 3 the middle variable
MIN(2q, 22, 23) 3 the smallest variable
if(ernanay) | 4 { s S

2.2 Procedure of GP

The procedure of modeling the system by GP is as
follows.

¢ Initializing Population

Individuals of the first generation are generated
at random as a group.
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Figure 2: Crossover and Mutation

o Genetic Operations

— Crossover

A pair of individuals are chosen at random
as parents. A part of chromosome is cut out
from the parent. The segments of chromo-
some are exchanged each other and a new
individual is born as a child(Fig. 2). The
functional form of the model is inherited, hut
parameters in the model are not. Paramec-
ters are determined by the back propagation
method whenever a child is generated.

Fitness
Fitness is determined by prediction errors
and simplicity of model.

1
Fitness i (4)
1k
— ~ )2 (5 =
E = 2 i§=1(yz yi)“+h(m) (5)
h(m) = cm (6)

c: constant
m : number of nodes

The first term of the right side of equation
(5) means error squares of the prediction.
The second term is so called MDL[8] and
means complexity of the prediction model.
The basic idea of MDL is “the simpler, the
better”. MDL terms control the model to
become gigantic.

Natural Selection
Fitness of individual is determined mainly
by prediction errors. Next generation indi-



viduals are selected by the ranking. An in-
dividual of higher fitness is easy to survive
more than an individual of lower fitness.

— Mutation

One of the inner nodes of the tree is chosen
at random and the operator is changed.

¢ End of Scarch

If fitness of an elite reaches a certain value that
we decide in advance, the search finishes. Even
if it doesn’t satisfy the value, searching will be
stopped by predefined repectition time. In that
case the elite of the last generation is regarded as
the most appropriate modecl.

3 Experiments of prediction
3.1 Chaotic Time Series

The first example is to predict Lorenz attractor
model. Lorenz attractor modecl is genegated by dif-
ferencial equations systems.

dx

— = =10z + 10y (7)
dt

dy _

il 280 —y—a:z (8)
d= 8

% - 37 + xy (9)

These equations are nomnlinear, so it is difficult to
get the analytic solution. A trajectory from an initial
point is derived using Runge-Kutta method. We gen-
erated 250 data of z(t) as time series. The first 150
data are used for parameter fitting and the last 100
data for validation.

We used three methods for generating the predic-
tion model, neural network(NN), auto regressive(AR)
and proposed GP, and then we get the following pre-
diction Fig. 3.4 and 5.

Table 2 shows the gross square errors, the greatest
errors and the average of errors by three models,i.e. NN
model, AR model and proposed GP.

Predicted peaks of NN and AR are apt to over-
shoot(Fig. 3 and 4). It is difficult for these methods to
adjust the peak of time series. Proposed GP succeeded
in coping with peak of time series(Fig. 5). From the
results, we can see that the model by proposed GP can
predict most skillfully.
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Table 2: Prediction Results (by 3 models)

neural auto proposed
network | regressive GP

the gross
square error

0.5435 2.0440 0.1389

the greatest
absolute error

0.1767 0.2539 0.0781

the average of
absolute error

0.0333 0.0684 0.0198

3.2 Prediction of Wind Velocity

The second example is to predict of wind velocity
of actual data. The wind velocity is measured at Ku-
magawa every 30 seconds for 24 hours. The prediction
result by proposed GP is Fig. 6.

It is difficult to predict actual data like wind veloc-
ity, but the absolute prediction error average of the
model by GP was limitted within 5% of wind velocity.

For validation

For parameter fitting
T

wind velocity
°© o o o

crror

i
0 T000 7000
time

Figure 6: Wind Velocity Prediction by Proposed GP

4 Conclusion

A model building method using GP is proposed for
time series prediction. The method automatically pro-
duces composite function model, which are applicable
to many a complicated time series,e.g.chaotic time se-
ries, sun-spots and wind velocity.

The method is easy to compose function models,
because no special knowledge is required. It can some-
times produce very tricky model that analysts and en-
gineers scarcely think out.

In our future works, we will investigate influences
on prediction with and without inheritance of model
parameters in GP.
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Abstract - This paper deals with a genetic programming (GP) for information translation. The GP can generate a
structured computer program, but it is difficult to define recursive functions automatically. Therefore, this paper
proposes a virus-evolutionary genetic programming (VE-GP) composed of two population; host and virus. Here a
virus plays the role of automatic function definition. First, the VE-GP is applied to a function approximation
problem and the simulation result shows that the VE-GP can generate a function to approximate the given function
with small errors. Next, the VE-GP is applied to the information transformation for a classification task and the
simulation result shows that the VE-GP can generate a function to classify a given data set.
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I. INTRODUCTION

Machine intelligence has been discussed in various fields
such as artificial intelligence, cognitive science,
computer science, knowledge engineering, and
intelligent robotics'"’. Artificial intelligence (Al) aims
to describe and build an intelligent agent which perceives
its environment, makes decisions, and takes actions’'.
Recently, computational intelligence including fuzzy
computing, neural computing, and evolutionary
computing, has been successfully used as an intelligent
technique based on the concept of learning, adaptation,
and evolution”™™. High intelligence emerges from the
close linkage between perception, decision making, and
action. Therefore, we have proposed the concept of
structured intelligence based on the close linkage, and
applied it to various robotic systems'z. However, it is
very difficult to realize high perception capabilities on
the robotic systems. Though the image processing can
extract significant features, there is a restriction of on-
line computational cost. Consequently, the intelligent
agent should survive in its dynamic environment by
processing sensed quantitative information into
meaningful qualitative information for itself. To realize
the information transformation, we apply a genetic
programming and fuzzy inference system.

Koza has proposed genetic programming (GP)

to evolve Lisp programs to accomplish various tasks™""

The GP can generate a structured computer program, but
it is difficult to define recursive functions automatically.
Therefore, this paper proposes virus-evolutionary genetic
programming (VE-GP) which is a coevolutionary
optimization algorithm based on mutualism. The VE-

GP is applied to two types of computer simulations; (a)
a function approximation task and, (b) information
transformation for a classification task. We discuss the
effectiveness of the VE-GP through the computer
simulation results.

II. COEVOLUTIONARY COMPUTING

Coevolutionary computation (CEC) has been applied to

much complicated problemsm7 CEC is generally

composed of several species with different types of
individuals (candidate solutions), while standard EC has a
single population of individuals. In the CEC, crossover
and mutation are performed only in a single species,
because a species is used as a group of interbreeding
individual, not normally able to interbreed with other such
groups. The selection can be performed among individuals
in a species and among species. The concept of
coevolution is based on two basic interactions:
cooperation and competition. These interactions are
generally determined by the benefit and harm between
several species. In general, there are various interactions
in two or more species. These interactions are dependent
on the influence of a species against the other. To
simplify the interaction, we consider only two species: A
and B. Table 1 shows the interaction between two species.

The concept of coevolution has been applied to
various types of design problems and pattern
classification problems. In design problems, the host-
parasite model is often used'™"”. The host species tries to
optimize the design parameter to the simulation
parameters (environmental conditions) given by the
parasite species, while the host species tries to minimize
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Table I Interaction between two species A and B

Influence of B to A
+ (benefit) 0 - (harm)
+ mutualism commensalism parasitism
Influence of . . .
0 commensalism neutralism amensalism
AtoB
- parasitism amensalism competition

the performance of the design parameters. This is similar
to a population which tries to adapt to its dynamically
changing environment. Furthermore, this model is
applied to the learning of NNs and FS. The host and
parasite species are a set of NNs and a set of learning
data. The parasite selects and provides the learning data
difficult for NNs to learn.

In the classification problems, the input data are
directly used for the classification, or the input data are
translated into qualitative information by human
operators. This translation is a very difficult task and it
takes much effort. Therefore, this task is also introduced
into the optimization process of classifier system”.
Generally, the classifier system is organized as follows;

step 1: preprocessing of input data,

step 2: classification by classifier system, and

step 3: post-processing of output data.

The preprocessing includes feature extraction and feature
selection. To build a well performed classifier,
preprocessing is very important, because the the
translated information differentiates a class from other
classes. By using computational intelligent methods, we
can develop the following systems (Fig.1):

(1) GP + NN (FS),

(2) GA + NN (FS),

(3) GP (GA) + NN (FS) + GP, etc.

In the case (1), the GP plays the role of feature
extraction, i.e., the GP translates a set of given raw data
into meaningful data for the classifier (NN or FS). In the
case (2), the GA plays the role of feature selection, i.e.,
the GA reduces input dimension to the classifier (NN, or
FS). In the case (3), the last GP plays the role of post-
processing. In this way, the coevolution (co-
optimization) of GP (GA) and FS (NN) can generate high
intelligent systems.

III VIRUS-EVOLUTIONARY GENETIC
PROGRAMMING

This section proposes a genetic programming based on
virus theory of evolution'’. The VE-GP is composed of
two population; host and virus. The host population
means a set of candidate solutions which represent

Raw data

Preprocessor

GP (GA) candidate
Translation Coevolution
FS (NN) Classifier

T candidate

v Output (class)

Fig.1 Fuzzy inference system (NN) with GP (GA)

Fi(: 1) | /o) | f4()

F3(x):] f5(x)
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L] [16®

—

virus

Fig.2 Virus-evolutionary genetic programming; VE-GP

computer programs for translating (Fig.2). The virus
population plays the role of automatic function definition
through the interaction with the host population.
Consequently, a virus is represented as a recursive
function used in the host population. The VE-GP has two
virus infection operators; reverse transcription and
incorporation. A virus overwrites its substring on the
string of a host by the reverse transcription to generate
new candidate solutions, and takes out a substring from
an infected host by the incorporation to generate new
recursive functions. Figure 3 shows the procedure of virus
infection mechanism. The fitness of a virus is calculated
by using the degree of improvement by the infection to
host population and the frequency used in the host
population, i.e., a good virus can be frequently used in a
computer program for translating, and furthermore can
improve the translation performance. Each virus has a
measure of the strength of the virus infection (fitvirus;).

We assume that fithost; and fithost;" are fitness values of a
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host j before and after the infection, respectively. The
fitvirus; ; denotes difference between fithost; and fithost;',

which is equal to the improvement value obtained by
infecting to the host individual:

fitvirusi.j = fithosty — fithost; ¢))]

fitvirusi = Z fitvirusi. j
Jj€S (2)
where i is the virus number and S is a set of the host
individuals which are infected by the virus i. In addition,
the infection rate (infrate;) is updated according to the

above improvement value.

o -infratei. if fitvirusi>0

otherwise 3)

infratei.c+1= {

o -infratei..

where o is a coefficient greater than zero and ¢ is
generation number. The increase of infrate; accelerates the
increase of effective functions by virus infection.
Furthermore, each virus has a life force through
generations as follows:

lifei..+1=rx lifei.. + fitvisus, 4)

where r is the life reduction rate, respectively. This life
force plays the role of evaluating a function of virus to
the host species. Paredis also emphasized the importance
of lifetime fitness evaluation'. The basic architecture of
the VE-GP is based on a steady-state model''. The steady-
state GA (SSGA) basically exchanges the worst
individuals with a pair of individuals generated by
crossover and mutation''.

In the VE-GP, we apply a subtree crossover and three
mutation operators; (a) homogeneous replacement, (b)
terminal replacement, and (c) inserting mutation. The
fitness of a host is calculated by using the string length
and performance index. As the selection mechanism, we
use steady-state model which replace the worst host with
a child generated by the crossover and mutation.

[II. COMPUTER SIMULATION

This section shows two simulation result of the VE-GP.
First, we apply the VE-GP to an approximation task of
the following function,

y = xsin(47mx) + exp(—x)sin x + 3
x=0.01, 0.02, ..., 1.0 &)

The host and virus population sizes are 500 and 100,
respectively. The crossover probability is 0.6. An initial
candidate solution (host) is generated by repeating the

Select_host

LEvaluate host individuals I

Calculate fitvirus;

y

LIncrease infection rate I

\
IDecrease infection raE'

| Calculate life; | | Calculate ife; |

p =il 0

IExtending incorporatim y

I Shortening incorporati(ﬂ

| Generating incorporation |
|

<
<«

\

Fig.3 Procedure of virus infection

inserting mutation several times. The evaluation times
is 500000. The genotype is as follows:

Unary operator : sin, cos

Binary operator : +, -, *, min, max

Terminals : x(t), x(t-1), x(t-2), constants
The number of given points is 100. The performance
index is defined as a square error. Figure 4 shows a
simulation result. Though the genotype does not include
the exponential operator, the VE-GP can generate a
function approximating a given function.

Next, we apply the VE-GP to information
transformation for a classification task. A classification
task is often difficult to solve if the structure of a given
data set is much complicated. Therefore, we use the VE-
GP as a preprocessing system for the classification task.
The data set for the classification task is generated by the
curve of eq.(5). The upper side of the curve is class 2,
and the other side is 1. Figure 5 shows a teaching data
set generated by the curve and the number of data is 100.
The first 50 points are located near the curve and the
other points are located randomly. Figure 6 shows a
simulation result transformed by a generated function.
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The simulation result shows that the given data set can
be transformed into an other data set easy to classify. In
this case, the classification can be done by a straight line
in the figure.

VI. CONCLUSION

This paper proposed a new genetic programming based
on the virus theory of evolution (VE-GP), which
consists of host and virus populations. The virus
population plays the role of automatic function
definition. Next, we applied the VE-GP to a function
approximation task and the information transformation
for a classification task. The VE-GP can generate
functions accomplishing various given tasks.

As a future subject, we must discuss the
mathematical analysis of the VE-GP. Furthermore, we
intend to apply the VE-GP with fuzzy inference system
to a perception mechanism of a mobile robotic system.
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Abstract

This paper presents a model of continuous sen-
sory/motor systems for autonomous agents in navi-
gation problems. Markov environmental model and
sequential plan are extended with fuzzy sets. which
present the mathematical transformation from dis-
crete state space to continuous state space. The ex-
tended fuzzy environmental model and fuzzy sequen-
tial knowledge enable the identification of the con-
tinuous sensory/motor systems with gradient descent-
hased parameter estimation algorithm. A simulation
demonstrates the feasibility of the proposed method.

1 Introduction

This paper deals with a navigation problem of au-
tonomous agents. The problem is to design a con-
tinuous sensory/motor system of the agent such that
it can autonomously navigate in the environment to
fulfill required tasks with minimunm costs.

In the beginning of the problem formulation.
the designer has to make the environmental model
Mx(X,Cx). where X C R denotes the state space
of the environmental model. and C'y(z.z). ¢ € X
indicates the costs ! of the navigation in the environ-
ment. The sensory/motor system is a dynamic system
expressed by the following equations:

;= f(z. w) Yy, =gz w) (1)

where w; = (w1 - upy) and y, = (Y14, Y1)
denote the sensory inputs and motor outputs at time
t, respectively. the function f, called state equation.
describes the dynamic characteristics. and g. called
output equation. gives the input/output characteris-
tics. When the designer can define the environmental
model and the sensory/motor system in the forms de-
scribed above. it is possible 2 to find the optimal state

IThe required tasks can be also included in the costs Cy.

E e
2 3 v . . .
“We can find ;l']f with variation method.
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transition series &' = (z7. 3, -~ @], ). which min-
imizes the total costs

Jz)'] = / ' Cylm,. &) dt. (2)
J

It is also possible to find the functions f and g which
realize the optimal state transition series :E;’*.
However. it is almost impossible for the designer to
set the continuous environmental model My (X.C'y).
Generally, a Markov environmental model 3/g(S. Cs)
substitutes for My. Mg(S.Cs) has discrete state
space § and the costs C's{s. As}. s € S. When the de-
signer sets a Markov model M g(S. C's). it is possible 3
to find the optimal discrete state transition sequence

s7'T = (sT.osy e s7,). which minimizes the total
costs
Tj-]
Tlst'] = Y Cs(sr. Asy). (3)
T

But the discrete state space S given by the top-
down approach cannot be used for that of continuous
sensory/motor system. This problem is conceptual-
ized as ‘a symbol grounding problem[l] or ‘a state-
action deviation problem[2]". Several attempts[2][3]
have been made for the problem with the approach
of self-organization of the state space. Although they
have heen paid attention from the viewpoint of arti-
ficial life or cognitive science, they have only realized
poor performances.

This paper approaches to this problem from the
different angle. We pay attention to the “fuzziness™
in the designer’s knowledge about the environment.
With the implication from fuzzy modeling, we shall
represent the fuzziness in Mg and sqf explicitly. which
follows the fuzzy environmental model Mg and fuzzy
sequential knowledge 54’ . The fuzziness in Mg or 5;’
is defined with fuzzy sets and quantified with the mem-

B . T X . . .
3We can derive .s'l/ with dynamic programming.



bership functions. This idea presents the mathemat-
ical transformation from discrete state space to con-
tinuous state space and gives the discussion for the
continuous sensor,\'/momr systen.

In the following discussion. let us suppose that
the Markov environmental model 3/(S.C's) and ob-
tained sequential knowledge s,’ were already given.
and we could use the sample sensory/motor flows when
the designer maneuvered the agent in the environ-
ment *,

2 Fuzzy Model for Dynamic Systems

2.1 Fuzzy Environmental Model

In the beginning let us suppose that the sensory inputs
and motor outputs are also defined at each discrete
state in a Markov environmental model. When sensory
inputs and motor outputs at step 7 are denoted as
v, and 1. respectively. the discrete sensory/motor
system 1s given by the following equations:

Er1 = 0g, (Ur) Yo =7 (vr). (4)
where ¢¢ denotes the state transition function at state
€. and v indicates the function which defines the pro-
cess at state £.

Next let us consider fuzzy state €. It means that the
state of the system at time t are represented by a set
x; ={r14. 024, . O} each of the element denotes
the membership grade of the discrete state &y, &y, -« -,
En. respectively. This fuzzification changes eqns.(4)
into the following ones:

N N

T = Z"'i.l Fi{u} Y = Z,r,;, gilu}.

=1 i=1

(5)

where F' = (f,. fy. ---. fx) denotes the state equa-
tion and G = (g;. g,. ---. gn) denotes the output
equation. which are corresponding to eqns.(1). respec-
tively. Fig.1 shows the basic concept of fuzzy state
é. The discrete state transition §; — & — {3 are re-
placed with the fuzzy state transition[4] £, — & — &s.

The architecture of the sensory/motor system
given by eqns.(5) is described as the mixture of
submodels[5]. The i-th submodel. the state equation
fi; and the output equation g;, is mixed with the
weight x; ;. Fig.2 shows the block diagram of the sys-
tem in the case of N = 2.

+Note that we can obtain these samples by the designer’s
mancuvering with remote controller.

EHONONO,

X,

it

This fuzzification implies to introduce topological
nature into the Markov environmental model. The
membership vector x; (X1 224, -+ I y) moves
on the surface of convex polyhedron P. which is given
by a set of extremal points {(1.0.---.0). (0.1.---.0).
co (0.0, D)} in [0.1)Y 7. And state equation F
defines a vector field P — P. Fig.3 illustrates an
example of the movement of , on P.

coe

u
i

Fig.1 Councept of Fuzzy State

1

Fig.4 Scquential Kunoledge

Fig.3 ++'s Movement on P

2.2 Fuzzy Sequential Knowledge

As mentioned in the previous subsection. fuzzification
of discrete states brings the sequential knowledge to
the discussion on topological space. convex polyhe-
dron P. Let us consider the case where the sequential
knowledge is given as s : & — &. On the convex
polyhedron P. it is supposed that s : & — & is de-
scribed as the uniform linear movement on the line-
segment & & as denoted by dark arrows shown in fig.4
In the same way, it is assumed that fuzzy sequential
knowledge s : & — £~2 is expressed as the movement
~around” the line segment & &, at *ahout™ uniformly
as denoted by light arrows shown in fig.4

Next, we shall confine our attention to define the
fuzziness, “around” and “about™. A membership func-
tion fluround as shown in fig.5(a) quantifies the fuzzi-
ness “around”. flaround evaluates the perpendicular
deviation from the line segment && as shown in
fig.5(b). In the same way. a membership function
ftabour as shown in fig.6(a) quantifies the fuzziness
“about”. fi,pou evaluates the parallel deviation to the
line segment &€, as shown in fig.6(h).

Sepat ragt ey =1
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The fuzzification mentioned in subsec.2.1 gives the
fuzzy environmental model f[g(S .('g) and the mem-
bership functions defined in subsec.2.2 enables us
to represent fuzzy sequential knowledge 517" . These
ideas characterize the parameterization which defines
a class of mathematical models for the continuous sen-
sory/motor system.

3 Model Identification

3.1 Problem Formulation

This subsection formulates the model identification.
The information given here are sequential knowledge

517" = (&. &. -+ &, ) and L pairs of sampled in-
. 1y
puts and outputs series u,’" = (u}. ub. ---. uf, ) and
s
*f 0
yi 7= (i oyl y;‘,j’) l = 1.2.---. L. respec-

tively . As mentioned in the previous section. set-
ting state equation F' = (fy. fy.---. f, ) and output
equation G = (g, g, -**. g,,) defines the model.

Given the input series u%’. the model calculates the
state transition series a::’ = (xy. Ty, ---. ;) and the
output series y;f =(Y1. Y. - Yy, ). In this context.,
the model identification is formulated as the task to

. . {
estimate parameters in F' and G such that y;’ would

f

. *t . o L.
approximate ¥, * as good as possible on the condition

5To make the following discussion simple, we will consider a
pair of inputs and outputs series and omit the notation of [
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that ;" follows the fuzzy constraint s ' 8.

3.2 Parameter Estimation Algorithm

To perform the parameter estimation formulated in
the previous subsection. the following two performance
indices:

ty—1 T 9
Ef(zl . F)=Y lA,:c, T )‘ +h(z!) (6)
t=1 i=1
Iy & ! 2 !
Ey(@) . G)=Y |y =Y risgitu)| +h(@i) (D)
t=1 =1

are required to be minimized. The first term in eqn.(6)
evaluates how the movement a:"" should be on the con-
vex polyhedron P and how F should be to realize the
movenient a:ll". The second term denotes the fuzzy
constraints ¥ given hy:

fry -1 Ly -1 s
h(wl ) - Q,Ia.r()uml(wl ) + "'ill;l.lx)ul (:l'] ) (8)
Ly . ty—1 n 1 -
: 2 T +x 2
11— 141
=a E ’w,—wf" + E }a:,L————l—)—‘|r .
=1 1=2 -

where z;- denotes the projection of z, to the line seg-
ment E_,_&; (in the case of s : & — &»). The first term
in equ.(7) evaluates how the movement a:ll"' should be
on P and how G should be to output the appropriate
Yy

It requires to optimize :c;" and the parameters in
F and G simultaneously. The algorithm to realize
the optimizations are derived from EM algorithm[6].
where the optimization of :ztll" (1st step) and the opti-
mization of F and G (2nd step) are alternately iter-
ated. In the first step. on the assumption that F' and
G were already optimized as F* and G™. :c:f is up-
dated in the direction to steepest gradient descent in
Ef(azll". F")+ Eg(a:;". G*). In the second step. on the
assumption that x;f were already optimized as mT"’ .
the parameters in F and G are updated in the direc-
tion to steepest gradient descent in Ef(a:TI/.F) and
E,,(a:;’[".G), respectively. This algorithm leads the
set of parameters in F' and G to one of the optima. It
means that the local optimal model for the continuous
sensory/motor system could be identified.

TSequential knowledge s is implemented into the model as
the form of fuzzy constraint which is quantified by membership
functions faround and fapout -

8Note that F and G must be differentiable with respect to
cvery parameter of themselves

YNote that the ranges of these membership grades are not
[0, 1]. These are the reciprocal of the squared deviations defined
in subscc.2.2. They are reasonable qualitatively.



4 Simulation and Discussion

Fig.7(a) shows the simulation environment. where
two round obstacles are located and all sides are sur-
rounded by walls. We supposed that the Markov envi-
ronmental model is given by 6 discrete states denoted
by & ~ & as shown in fig.7(a). and the optimal plan
is given as sequential knowledge s : & — & — & —
& — & — &. Fig.7(b) shows the trajectories when
the agent follows s. In the simulation, we specified
coordinates of some representatives and got the ba-
sic route by spline interpolation. which is indicated
by solid curve in fig.7(b). In fig.7(h). L = 10 dotted
curves were obtained also by spline interpolation with
some representatives given from Gaussian distribution
whose means are those of basic route. The agent has
5 distance sensors to detect the distance between the
walls/obstacles and the agent itself. which are even
allocated on the front of the agent from —90° to 90°
as illustrated at point A in fig.7(h). And it has the
motor for rotating from —90° to 90°. The agent navi-
gates repeating sensation. rotation and moving a small
distance.

We performed the identification of the model with
parameters N = 7, = 6. P = 5. [ = 1. t; = 100. In
the simulation. hierarchical neural networks were used
for f, and g;. 71 =1.2.---.0.

7 7

& &6

O

8-—&

e

@

~

Fig.7 Environment

Fig.8(a) shows learning carves of Ef(w;". F)
E,,(:cg".G) and the sum of them '’. They decreased
more than 90 % by 10.000 times learning epochs.
100 curves in fig.8(b) represent the trajectories of 10-
step ' autonomous navigations from every 100 points
on the basic route. From the result that most of the
trajectories follows the basic route, we could say that
the identified model almost succeeded in 10-step ahead

Y Frrors are normalized as those before learning arce 1.0.
0-step is 10 % of the length of the basic route.

prediction. which could be highly evaluated as the
model for dynamic systems.

Learning Gurves

L S,

Normalized k:rrors
T

Learning Epochs.

()

Fig.8 Result
5 Conclusion

This paper presented a model of the continuous sen-
sory/motor systems of the agents. We extended the
Markov environmental model and sequential plan to
the discussion on topological space with implication
from fuzzy modeling. Those extended ones character-
ized a class of mathematical models for the continu-
ous sensory/motor system. which could be optimized
by gradient descent-based algorithm. A simple sim-
ulation demonstrated the feasibility of the proposed
method.
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Abstract

This paper discribes the intelligent fault torelant
control method for vibration control of flexible struc-
tures. When the falut phenomena of control system for
the flexible sturtures can be supposed to be treated as
the change of system parameters, the adaptive control
based on neural network can be applied to the vibra-
tion control of flexible structures. By NN adaptive
control system, input-output characteristics of plant
and that of nominal model can be agreed, the decou-
pling control and linearizing control, which are based
on the nominal model, can be used even if the chage
of system paremeters are caused by fault. The effec-
tiveness of the proposed fault torelant control method
is shown by the simulations of 5-link robotic arm.

1 introduction

As the scale of the structure become large, the fault
rate of the control system arise, as the result of in-
creasing in the number of the units such as sensors,
actuators and controllers. When some failure occur,
the performance of the vibration control goes down.
It is necessary to consider the fault detection of units
and reconfiguration of controllers.

In this study, the falut phenomena are supposed to
be treated as paremeter errors. In order to reconfig-
ure the controller, the adaptive control based neural
network is applied to the fault tolerant system for vi-
bration control of flexible structures.

So far, various investigations have been carried out
on the use of neural network for control system. Xu
presented one of adaptive control using NN arranging
NN parallel to the model with the parameter errors.
This control system compensates the control inputs
fed from the feedback controller designed for the nom-
inal model, using the NN outputs. In this paper, this
adaptive control system based on NN is applied to the
flexible structures with chage of paremeters caused by
faults. In this NN adaptive control system, the mod-
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eling errors are compensated by the NN adaptive con-
trol. So the vibration can be controled by the feed-
back loop of decoupling and linearizing control based
on the model, which is arranged outside the NN adap-
tive control loop. The axicial force is considered in the
mathematical model treating as the outerforce to the
vibration mode. By considering the axicial forces in
modeling, it is found that the mode dynamics is given
as nonlinear system.

Finally, the effectiveness of the proposed control
method is shown through simulations of 5-link robotic
arm.

2 Mathematical modeling of flexible
structures

In this paper, the flexible robotic arm is supposed to
be an<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>