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PREFACE

Masanori Sugisaka
General Chairman of AROB
(Professor, Oita University)

It is my great honor to invite you all to The Fourth International Symposium on Artificial Life
and Robotics(AROB 4th "99), organized by Oita University under the sponsorship of Ministry of
Education, Science, Sports, and Culture(Monbusho), Japanese Government and co-sponsored
by Santa Fe Institute(SFI), USA, SICE, RSJ, and IEEJ, Japan. This symposium invites you
all to discuss development of new technologies concerning Artificial Life and Robotics based on
simulation and hardware in twenty first century. It is also our great honor to welcome active
scientists and engineers as new members in our symposium from this year.

Since the first symposium was held in Beppu in 1996, the progress of researches on artificial
life, complexity, and robotics has been expected in industries, business, etc. to contribute for
human society. The special topic in AROB 4th ’99 is the challenge for complexity.

This symposium is also financially supported by not only Monbusho but also other private
companies. I would like to express my sincere thanks to Monbusho, private companies, and all
people who contributed to this symposium. .

We hope that AROB 4th '99 will become a celebration to the establishment of our interna-
tional joint research institute on artificial life, complexity and robotics for twenty first century
by the support of Monbusho’s program of center of excellence. I hope that you will obtain
fruitful results by exchanging ideas through discussions during the symposium and also will
enjoy your stay in Beppu, Oita.

I am looking forward to meeting you in Beppu.

M. Sugisaka

January 12, 1999



PREFACE

Hiroshi Tanaka
Program Chairman of AROB
(Professor, Tokyo Medical and Dental University)

On behalf of the program committee, it is truly my great honor to invite you all to The Fourth
International Symposium on Artificial Life and Robotics (AROB 4th '99). This symposium
is made possible owing to the cooperation of Oita University and Santa Fe Institute. We
are also debt to Japanese academic associations such as SICE, RSJ, IEEJ and several private
companies. I would like to express my sincere thanks to all of those who make this symposium
possible.

As is needless to say, the complex systems approach now attracts wide interests as a new
paradigm of science and engineering not only in the traditional natural sciences fields like life
science, comuter science and robotics but also in more social fields such as linguistics, ecology,
sociology and economy. This shows that complex systems approach is now eagerly expected to
become one of universal methodology of science to resolve many grand challenges that remain
unsolved throughout this century. We hope this symposium becomes a forum for exchange of
the ideas of the attendants from various fields who are interested in the future possibility of
complex systems approach.

I am looking forward to meeting you in Beppu.

Dhodoe T L

H. Tanaka >

January 12, 1999
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A-P Uribe, E. Sanchez (Swiss Federal Institute of Technology-Lausanne

Switzerland)
S-E1: Complexity in life system (Invited Session) (Room E)

E1-1 Complexities in biosystem
H. Tanaka (Tokyo Medical and Dental University, Japan)

E1-2 The synthesis of gene with block automaton
M. Kinoshita, M. Wada (Hokkaido University, Japan)

E1-3 Statistical approach to genetic algorithm

Y. Fujiwara (Communications Research Laboratory, Japan)



E1-4 Toward the realization of an evolving ecosystem on cellular automata -+ 254

H. Sayama (The University of Tokyo, Japan)

E1-5 Prediction of deviant genetic codes -Why they evolve- e 258
T. Maeshiro (ATR, Japan)

E1-6 On a correlation between the degree of halting property and the qualitative ~ -+ 262
behavior of abstract chemical system

Y. Suzuki, H. Tanaka (Tokyo Medical and Dental University, Japan)
S-E2: Robotics I (General Session) (Room E)

E2-1 Control of a humanoid robot using a multi-freedoms motion capture device =~ - 266
S. Kurono, Y. Miyamoto (Kyushu Sangyo University, Japan)
S. Aramaki (Fukuoka University, Japan)

E2-2 Robot path search including obstaclesby GA e 270
H. Yamamoto (Wakayama University, Japan)

E2-3 A robot control/learning scheme with task compatibiliy e 274
Q. Guo (Beijing Institute of Technology, China)

E2-4 Fine motion strategy using skill-based backprojection in consideration =~ 275
of uncertainty in control and sensing
A. Nakamura, T. Suehiro, H. Tsukune (Electrotechnical Laboratory, Japan)

T. Ogasawara (Nara Institute of Science and Technology, Japan)

E2-5 Sliding mode controller for robot manipulators with predetermined S 279
transient response
K. B. Park, T. Tsuji (Kyushu Institute of Technology, Japan)
d. J. Lee (KAIST, Korea)

E2-6 A novel application of legged mobile robot to human robot collaboration =~ =+ 283
H. Mizoguchi, Y. Goto, K. Hidai, T. Shigehara, T. Mishima (Saitama University,
Japan)



E2-7 Internal state acquisition for reinforcement learning agent by using
radial basis function neural network

H. Murao, S. Kitamura (Kobe University, Japan)
S-E3: Robotics Il (General Session) (Room E)

E3-1 Real-time search for autonomous mobile robot using the framework
of anytime algorithm
K. Fujisawa, T. Suzuki, S. Okuma (Nagoya University, Japan)
S. Hayakawa (Toyota Technological Institute, Japan)
T. Aoki (Nagoya Municipal Industry Research Institute, Japan)

E3-2 Incremental evolution of CAM-brain to control a mobile robot = 297

G. B. Song, S. B. Cho (Yonsei University, Korea)

E3-3 Path planning for mobile robot using a genetic algorithm
S. Tamura, M. Takuno, T. Hatanaka, K. Uosaki (Tottori University, Japan)

E3-4 An evolvable NAND-logic circuit applied to a real mobile robot khepera =" 305

Y. Wei, M. M. Islam, R. Odagiri, T. Asai, K. Murase (Fukui University, Japan)

E3-5 Cooperation of real mobile robots using communication

M. M. Islam, Y. Wei, R. Odagiri, T. Asai, K. Murase (Fukui University, Japan)

E3-6 Solving the equations of constrained motion in a lower LIMB model
C. Itiki (University of San Paulo, Brazil)
R. Kalaba (University of Southern California, USA)
H. Natsuyama (Seasons Associates, USA)

E3-7 Estimation of muscule parameters of a lower LIMB model :
C. Itiki (University of San Paulo, Brazil)
R. Kalaba (University of Southern California, USA)
H. Natsuyama (Seasons Associates, USA)

S-A2: Emergent system design Il (Invited Session) (Room A)
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A2-1 A principle of design of an autonomous mobile robot

K. Tsuchiya, K. Tsujita (Kyoto University, Japan)

A2-2 Autonomous robot control by a neural network with dynamic
rearrangement function
T. Kondo, A. Ishiguro, Y. Uchikawa (Nagoya University, Japan)
P. Eggenberger (University of Zurich, Switzerland)

A2-3 Maintenance of diversity by means of thermodynamical selection rules
for genetic problem solving
H. Kita (Tokyo Institute of Technology, Japan)
N. Mori (Osaka Prefecture University, Japan)
Y. Nishikawa (Osaka Institute of Technology, Japan)

A2-4 Protein folding by a hierarchical genetic algorithm
0. Takahashi, H. Kita, S. Kobayashi (Tokyo Institute of Technology, Japan)

S-B4: Artificial life (General Session) (Room B)

B4-1 Artificial behavior of cell-like structure with polarized elements
T. Kohashi, T. Takayanagi, K. Suzuki, A. Ohuchi (Hokkaido University,
Japan)

B4-2 Origin and evolution of early peptide-synthesizing biomachines by
means of hierarchical sociogenesis of intracellular primitive tRNA-riboorganisms
K. Ohnishi, S. Hokari (Niigata University, Japan)
H. Yanagawa (Mitsubishi Kasei Institute of Life Sciences, Japan)

B4-3 Long-term increase of complexity and functional diversification by
contingent mutations in computational algorithms
S. Ohashi, Y. Kakazu (Hokkaido University, Japan)
S. Yoshii (University of Liverpool, UK)

B4-4 Team plays of soccer agents based on evolutionary dynamic formations
T. Murata, M. Yamamoto, K. Suzuki, A. Ohuchi (Hokkaido University,
Japan)

...... 3 30
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B4-5 An analysis of DNA-based computing process e 358
T. Hirayama, T. Shiba, M. Yamamoto, K. Tsutsumi
S. Takiya, M. Munekata, K. Suzuki, A. Ohuchi (Hokkaido University, Japan)

B4-6 Self-organized critical behaviors of fish schools and emergence of group intelligence ~ +****" 362
Y. Narita, K. Hattori, Y. Kashimori, T. Kambara, (University of Electro-

Communications, Japan)
S-B5: Virtual reality I (Invited Session) (Room B)

B5-1 The degree of human visual attention in the visual search e 363
H. Mizuhara, J. L. Wu (Yamaguchi University, Japan)
Y. Nishikawa (Osaka Institute of Technology, Japan)

B5-2 Human interactive characteristic between binocular disparity and e 367
occlusion for depth perception

dJ. L. Wu, H. Yoshida (Yamaguchi University, Japan)

B5-3 A4 following-type force display for the virtual catch ball system e 371
K. Kimura, J. L. Wu, M. Kitazawa, Y. Sakai (Yamaguchi University, Japan)

B5-4 A shape input system for three dimensional object in the virtual space e 375
J. L. Wu, M. Kitazawa, H. Harada (Yamaguchi University, Japan)

B5-5 Human characteristics of visual and tactual distance perceptionon oo 379
the front parallel-plane for teleoperation systems
T. Miyake, J. L. Wu, X. Y. Lei (Yamaguchi University, Japan)

B5-6 Human characteristics on visual and accelerative perception for virtual simulator =" 383

dJ. L. Wu, T. Kiyooka (Yamaguchi University, Japan)

B5-7 Human visual and auditory characteristic in the temporal frequency domain =+ 387

J. L. Wu, O. Nobuki (Yamaguchi University, Japan)

S-B6: Behavior and stability in human-machine cooperative
systems (Invited Session) (Room B)



B6-1 Immune algorithm with immune network and major histocompatibility complex ==+ 391

N. Toma, S. Endo, K. Yamada (University of the Ryukyus, Japan)

B6-2 Application of competitive co-evolution algorithm to iterated prisoner's dilemma .+ 395

M. Nerome, S. Endo, K. Yamada, H. Miyagi (University of the Ryukyus, Japan)

B6-3 Vector lyapunov functions method in stability and control theories for ~ coeeee 399
logic-dynamical systems

V. M. Matrosov (Russian Academy of Science, Russia)

B6-4 AHP coeffecients optimization technique based on GA e 403
T. Toma, M. R. Asharif (University of the Ryukyus, Japan)

B6-5 Study on cooperative agents through adaptive focal point e 407
S. Yamauchi, K. Yamada, S. Endo, H. Miyagi (University of the Ryukyus, Japan)

B6-6 On schemes for analysis of stability and asymptotical estimations ~ eoeee 411
in critical cases of stability theory

I. V. Matrossov (Moscow State University, Russia)
S-C4: Genetic algorithms I (General Session) (Room C)

C4-1 Parallel distributed architectures of biologically inspired parameter-free genetic =~ ="+ 415
algorithm for simulating ecosystems
H. Sawai, S. Adachi (Kansai Advanced Research Center, Japan)
S. Kizu (Toshiba R & D Center, Japan)

C4-2 A distributed system inspired from the immune system: an application to control >+ 419

Y. Ishida (Toyohashi University of Technology, Japan)

C4-3 Evolution of vision system for stereo perception by genetic algorithm — cooeee 423
W. Nian, K. Okazaki (Fukui University, Japan)
S. Tamura (Osaka University, Japan)

C4-4 Immune algorithm with adaptive memory e 427
M. Yonezu, T. Yoshida, M. Nakanishi (Keio University, Japan)



S-C5: Intelligent mechatronics control (Invited Session) (Room C)

C5-1 Neurocontroller for load swing suppression of a jib crane on a floating bed 431
F. Tabuchi, E. Uezato, H. Kinjo, T. Yamamoto (University of the Ryukyus,
Japan)

C5-2 Self-organization of emotional neural network s 435
H. Kinjo, H. Ochi, T. Yamamoto (University of the Ryukyus, Japan)

C5-3 Intelligent maneuvering of a flight-type wall-climbing robot = 439
H. Miyagi, A. Nishi (Miyazaki University, Japan)

C5-4 Block fuzzy neural networks for controlling an industrial manipulator 440
J. Tang, K. Kuribayashi (Yamaguchi University, Japan)

C5-5 A fuzzy model to control the temperature in cooling of metal molds = 444
with spray robot
T. Sakamoto, K. Murakami (Ube Industries Co. Ltd., Japan)
K. Kuribayashi (Yamaguchi University, Japan)

S-C6: Advanced genetic algorithms for optimal network design
(Invited Session) (Room C)

C6-1 Improved genetic algorithm for generalized transportation problem = 448
M. Gen, K. Ida, Y. Z. Li, J. Choi (Ashikaga Institute of Technology, Japan)

C6-2 Genetic algorithms approach on leaf-constrained spanning tree problem o= 452

G. Zhou, M. Gen (Ashikaga Institute of Technology, Japan)

C6-3 A4 genetic algorithm for bicriteria fixed charge transportation problem == 456
Y. Z. Li, M. Gen, K. Ida (Ashikaga Institute of Technology, Japan)

C6-4 A spanning tree-based genetic algorithm for reliable multiplexed oo 460
network topology design

J. R. Kim, M. Gen, K. Ida (Ashikaga Institute of Technology, Japan)



S-D4: Artificial intelligence (General Session) (Room D)

D4-1 Toward emergent intelligence in multiagent learning
K. Takadama, K. Shimohara (ATR, Japan)
T. Terano, (University of Tsukuba, Japan)
K. Hori, S. Nakasuka (The University of Tokyo, Japan)

D4-2 Behaviors of pedestrians with learning ability in various underground areas
M. H. Zheng, Y. Kashimori, T. Kambara (The University of Electro-

Communications, Japan)
S-D5: Genetic algorithms I (General Session) (Room D)
D5-1 A framework for extending classifier systems under dynamic
learning environments

R. Jiang, Y. Luo, D. Hu, H. Xi (Tsinghua University, China)

D5-2 Quantum tunneling evolution: A model of life as a global optimization process

M. Hirafuji, S. Hagan (National Agriculture Research Center, Japan)

D5-3 Automatic parallelization of sequential programs using genetic programming

C. Ryan, L. Ivan (University of Limerick, Ireland)
S-D6: Genetic algorithmsIll (General Session) (Room D)

D6-1 A4 global search method for all roots of algebraic equations by genetic algorithm

S. Yamada, I. Yoshihara, K. Ozawa, K. Abe (Tohoku University, Japan)

D6-2 Optimal control method using genetic algorithm and its application

T. Nishimura, K. Sugawara, 1. Yoshihara, K. Abe (Tohoku University, Japan)

D6-3 Optimization of foraging behavior by interacting multi-robots
K. Sugawara, I. Yoshihara, K. Abe (Tohoku University, Japan)

D6-4 Optimization of delivery route in a city area using genetic algorithm
A. Takeda, S. Yamada, K. Sugawara, I. Yoshihara, K. Abe
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B. (Tohoku University, Japan)

D6-5 Time series prediction modeling by genetic programming without inheritance
of model parameters
M. Numata, K. Sugawara, S. Yamada, I. Yoshihara, K. Abe (Tohoku

University, Japan)

SE-4: Robotics intelligence and control I (Invited Session)
(Room E)

E4-1 Information transformation by virus-evolutionary genetic programming
N. Kubota, F. Kojima, S. Hashimoto (Osaka Institute Technology, Japan)
T. Fukuda (Nagoya University, Japan)

E4-2 A description of dynamic behavior of sensory/motor systems with
fuzzy symbolic dynamic systems

1. Takeuchi, T. Furuhashi (Nagoya University, Japan)
E4-3 Intelligent fault tolerant system of vibration control for flexible structures
M. Isogai (Yamazaki Mazak Co., Japan)

F. Arai, T. Fukuda (Nagoya University, Japan)

E4-4 An evolutionary technique for constrained optimization problems
M. M. A. Hashem, K. Watanabe, K. Izumi (Saga University, Japan)

E4-5 Evolving in dynamic environments through adaptive chaotic mutation

D. P. T. Nanayakkara, K. Watanabe, K. Izumi (Saga University, Japan)

S-E5: Evolutionary computations (General Session) (Room E)

E5-1 Organizational evolution by learning adaptive functions

M. Ishinishi, A. Namatame (National Defense Academy, Japan)

E5-2 An Evolutionary design of commitment networks

K. Uno, A. Namatame (National Defense Academy, Japan)
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K5-3 The evolutionary approach for designing a virtual organization

Y. Shimoyama, A. Namatame (National Defense Academy, Japan)

E5-4 What facilitates emergence of symbiosis
M. Chang, K. Ohkura, K. Ueda (Kobe University, Japan)

E5-5 Synthetic collective behavior by multiple reinforcement learning agents
in simulated dodgeball game
N. Ono, S. Yoshida (University of Tokushima, Japan)

E5-6 Evolutionary design of analog electronic circuits
H. Shibata, S. Samadi, H. Iwakura (The University of Electro-
Communications, Japan)

S-E6: Chaos (General Session) (Room E)

E6-1 Periodic motion generated after chaos in a model of trading agents

M. Tanaka-Yamawaki, M. Tabuse (Miyazaki University, Japan)

E6-2 A4 study of chaos associative memory

M. Nakagawa (Nagaoka University of Technology, Japan)

E6-3 A chaotic synthesis model of vowels

H. Koga, M. Nakagawa (Nagaoka University of Technology, Japan)

E6-4 A chaos model to solve the optimal stable marriage problem

R. Hiroi, M. Nakagawa (Nagaoka University of Technology, Japan)

S-A3: Perception in vision and hearing (Invited Session) (Room A)

A3-1 Computation of motion direction by output neurons of the retina

H. Uchiyama (Kagoshima University, Japan)

A3-2 Hysteresis phenomena in depth perception of a moving object
H. Jinnai, T. Kitazoe, T. Shii (Miyazaki University, Japan)
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A3-3 Visual perception depends on auditory stimuli?
K. Manabe, H. Riquimaroux (Doshisha University, Japan)

A3-4 Speech recognition using stereovision neural network model
T. Kitazoe, S. I. Kim, T. Ichiki (Miyazaki University, Japan)

A3-5 Pitch perception in the Japanese macaque: Physiological and
behavioral approach

H. Riquimaroux, K. Manabe (Doshisha University, Japan)

A3-6 Hands-free speech recognition in echo and noise environments

S. I. Kim. T. Kitazoe (Miyazaki University, Japan)
S-A4: Artificial brains etc. (General Session) (Room A)

A4-1 Artificial mind in a classical context
S. Hagan, M. Hirafuji (N. A. R. C., Japan)

A4-2 A computational model of viewpoint-forming process in searching solutions
- theory and methods using hierarchical classifier system-

T. Yoshimi, T. Taura (The University of Tokyo, Japan)

A4-3 An evolutionary architecture for a humanoid robot
P. Nordin, M. G. Nordahl (Chalmers University of Technology, Sweden)

A4-4 A development of computer aided identification for systems under control
K. Oura, T. Murakoshi, K. Akizuki (Waseda University, Japan)
1. Hanazaki (Tokyo Denki University, Japan)

A4-5 ATR’s artificial brain (CAM-Brain ) projict: A sample of what individual CoDi-1Bit :

model evolved neural net modules can do
H. D. Garis, N. E. Nawa (ATR, Japan)
M. Korkin (Genobyte Inc., USA)
F. Gers (Istituto Dalle Molle di Studi sull'Intelligenza Artificiale, Switzerland)
M. Hough (Stanford University, USA)
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A4-6 Spiker: Analog waveform to digital spiketrain conversion in ATR’s artificial brain :

(CAM-Brain) project
M. Hough (Stanford University, USA)
H. D. Garis, N. E. Nawa (ATR, Japan)
M. Korkin (Genobyte Inc., USA)
F. Gers (Istituto Dalle Molle di Studi sull'Intelligenza Artificiale, Switzerland)

S-B7: Robotics intelligence and control Il (Invited Session)
(Room B)

B7-1 Generation of jumping motion pattern for hopping robot using genetic
algorithm
Y. Yoshida, T. Kamano, T. Yasuno, T. Suzuki (The University of Tokushima,
Japan)
Y. Kataoka (Kataoka Machine Co., Ltd., Japan)

B7-2 An evolutionary optimal obstacle avoidance method for mobile robots :

M. M. A. Hashem, K. Watanabe, K. Izumi (Saga University, Japan)

B7-3 Design and experiment of an omnidirectional mobile robot using fuzzy servo
control
J. Tang, K. Sanefuji (Yamaguchi University, Japan)
K. Watanabe (Saga University, Japan)

B7-4 An experiment on force control using fuzzy environment models
F. Nagata (Fukuoka Industrial Technology Center, Japan)
K. Watanabe, K. Izumi, K. Sato, S. Akama (Saga University, Japan)

S-B8: Artificial life (General Session) (Room B)

B8-1 Realization of artificial human decision making based on conditional
probability
M. Nakamura, S. Goto, T. Sugi (Saga University, Japan)

B8-2 Artificial life with play instinct

S. Tamura, (Osaka University, Japan)



S. Inabayashi, Y. Kato (System Sogo Kaihatsu Co. Ltd., Japan)

BS8-3 Autocatalysis as internal measurement and origin of programs e 640

S. Toyoda (Kobe University, Japan)

B8-4 An immuno system model for generation of self tolerance and memory e 644
Y. Ochi, Y. Kashimori, T. Kambara (The University of Electro-

Communications, Japan)

B8-5 Simulations of group action of artificial honey bees e 648
Y. Niino (Johokagaku High School, Japan)
M. Sugisaka (Oita University, Japan)

S-C7: Soccer robotics (Invited Session) (Room C)

C7-1 Robust and fast color-detecting using a look-up table e 650
D.Y. Kim, H. K. Park, M. J. Chung (KAIST, Korea)

C7-2 The multi-agent system’s design based on behavior-based learning model =+ 654
X. Wang, M. Sugisaka (Oita University, Japan)

C7-3 An intelligent control strategy for robot soccer - e 658
T.Y. Kuc, S. M. Baek, 1. J. Lee, K. O. Sohn (Sung Kyun Kwan University,
Korea)

C7-4 The design and development of robot soccer player e 662

C. Zhang, C. Qu, D. Z. Gao (Northeastern University, China)

C7-5 Simulation model of micro-robot soccer system e 666

F. Rui, X. Liang, X. Xu (Northeastern University, China)
C7-6 Role level design in a hybrid control structure for a vision-based e 670
soccer robot system

H. S. Shim, M. J. Jung, H. S. Kim, J. H. Kim, P. Vadakkepat (KAIST, Korea)

S-C8: Bio-Informatic Systems (Invited Session) (Room C)



C8-1 Bio-Informatic coordination and interaction among artifacts and humans

O. Katai, T. Sawaragi (Kyoto University, Japan)

C8-2 A basic study of virtual collaborator — the first prototype system integration
H. Ishii, W. Wu, D. Li, H. Ando, H. Shimoda, H. Yoshikawa
(Kyoto University, Japan)
T. Nakagawa (Mitsubishi Electric Corp., Japan)

C8-3 Generating novel memories by integration of chaotic neural network modules

A. Sano (Kyoto University, Japan)
S-D7: Neural networks I (General Session) (Room D)

D7-1 Constrained hierarchical path planning of a robot by employing neural nets
S. Patnaik, A. Konar, A. K. Mandal (Jadavpur University, India)

D7-2 A new learning method using prior information of neural networks

B. Lu, K. Hirasawa, J. Murata, J. Hu (Kyushu University, Japan)
D7-3 Design of neural network controller using feedback structure
W. dJ. Shin, S. Y. Lee (Kyungnam University, Korea)

K. Hirasawa (Kyusyu University, Japan)

D7-4 Electrical equivalent circuit and resting membrane potential of neuron

X. Zhang, H. Wakamatsu (Tokyo Medical and Dental University, Japan)

D7-5 An Adaptive associative memory system based on autonomous reaction
between image memories
Y. Kinouchi, M. Mizutani, A. Satou, F. Shouji (Tokyo University of
Information Science, Japan)

S. Inabayashi (System Sogo Kaihatsu Co., Ltd., Japan)

D7-6 Human-face recognition using neural network with mosaic pattern

H. Kondo, S. B. A. Rahman (Kyushu Institute of Technology, Japan)

S-D8: Fuzzy control (General Session) (Room D)
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D8-1 Diagnosis with fuzzy belief networks
I. Chakraborty (Mie University, Japan)
A. Konar, A. K. Mandal (Jadavpur University, India)

D8-2 Design of output feedback controllers for Takagi-Sugeno fuzzy descriptor
systems

J. Yoneyama, K. Itoh, A. Ichikawa (Shizuoka University, Japan)

D8-3 Stability study of fuzzy logic control system for an inverted pendulum
K. Nakano (Fukuoka Institute of Technology, Japan)
M. Tomizuka (University of California at Berkeley, USA)

D8-4 Application of neural and fuzzy control strategies for a mobile vehicle
X. Wang, M. Sugisaka (Oita University, Japan)

S-E7: Neural networks II (General Session) (Room E)

E7-1 The time minimum optimization strategy of idiotypic immune type signal
transmission network system
H. Hirayama (Asahikawa Medical College, Japan)
Y. Okita (National Institute of Special Education, Japan)

E7-2 An application of multi-modal neural network to multiple control system
T. Nakagawa, K. Sugawara, I. Yoshihara, K. Abe (Tohoku University,
Japan)
M. Inaba (Hitachi Ltd., Japan)

E7-3 Dynamical recognition via hybrid neural networks
N. Honma, K. Abe (Tohoku University, Japan)

H. Takeda (Tohoku Gakuin University, Japan)

E7-4 Incremental evolution of neural controllers for navigation in a 6-legged robot
D. Filliat, J. Kodjabachian, J-A. Meyer (AnimatLab, France)

E7-5 Pulse neural network applied to the binding problem-Implementation

of decision making of the mobile robot-

XXXI



M. Kojima, A. Yamaguchi, M.Kubo S. Mikami, M. Wada
(Hokkaido University, Japan)

E7-6 Research on using dynamic neural networks in model predictive control
S. R. Li, F. Li (University of Petroleum, China)
Q. Lu (Tsinghua University, China)

S-E8: Micro-robot world cup soccer tournament (General Session) (Room E)
E8-1 Adaptive positioning of soccer agents with hybrid learning system
N. Akiyama, K. Suzuki, M. Yamamoto, A. Ohuchi (Hokkaido University,

Japan)

E8-2 Recent design of motion planner and behaviors for soccer-playing robots
S. G. Hong, T. D. Eom, C. Y. Lee, M. S. Kim, J. J. Lee (KAIST, Korea)

E8-3 Neural network architecture optimization and application using genetic algorithm

Z.d. Liu, M. Sugisaka (Oita University, Japan)
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Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 199, :

Computer Simulation of Gene Flow in the Malaria Vector,
Anopheles Gambiae, in West Africa

Charles Taylor
Abstract

One fundamental insight from Artificial Life has
been to model populations of animals by populations
of co-executing computer processes. We have been
using such an approach to simulate the behavior of
malaria-transmitting mosquitoes in West Africa.
Mark-Release-Recapture experiments were
performed, whereby several hundreds or thousands
of mosquitoes were captured by hand, marked with
fluorescent dust then released from a central location.
On subsequent days new captures were made, and
the location of marked mosquitoes was noted. At the
same time these experiments were also simulated on
the computer using artificial life systems -- Starlogo
and Swarm -- and compared to the original data. We
performed several rounds of simulation and
experiment, adjusting the model and modifying the
experiments to test assumptions. The goal has been
to evaluate and guide future releases of genetically
engineered mosquitoes in an effort to achieve better
control of malaria in this region.

More detailed accounts of this work are given in
[1].1997. Carnahan, J. S-G. Li. C. Costantini.
Y.T.Toure, and C. Taylor. Computer Simulation of
dispersal by Anopheles gambiae s.l. in West Africa.
pp- 387-394 in Artificial Life V. C.G. Langton and S.
Shimohara, eds. MIT Press..

[2].1998. Tour, Y.Y, G. Dolo, V. Petrarca, S.F. Troar,
B. Bouar, N. Sogoba, J. Carnahan, and C.Taylor.
Mark-Release-Recapture experiments with
Anopheles gambiae s.l. in Banambanivillage, Mali.
Journal of Medical and Veterinary Entomology
12:74-83.
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Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

Discussion of "Living" Machines using Chaotic Control

Mark W. Tilden
Physics Division, Los Alamos National Laboratory
Email: mwtilden@lanl.gov

Abstract

Following several years of study into experimental
Nervous Net (Nv) control devices, various successes
and amusing failures have implied some general
principles on the nature of capable control systems
for autonomous machines and perhaps, we
conjecture, even biological organisms.  These
systems are minimal, elegant, and, depending upon
their implementation in a '"creature" structure,
astonishingly robust. Their only problem seems to
be that as they are collections of non-linear
asynchronous elements, only complex analysis can
adequately extract and explain the emergent
competency of their operation. Difficult, but the
benefits are this could imply a cheap, sell-
programming engineering technology for
autonomous machines capable of performing
unattended work for years at a time, on earth and in
space. Discussion, background and examples are
given.

Introduction to Biomorphic Design

A Biomorphic robot (from the Greek for "of a
living form") is a self-contained mechanical device
fashioned on the assumption that chaotic reaction,
not predictive forward modeling, is appropriate and
sufficient for sustained "survival" in unspecified and
unstructured  environments. On  the  further
assumption that minimal, elegant survival devices
can be "evolved" from lesser to greater capabilities
using silicon instead of carbon (using the roboticist
as the evolutionary force of change). Over two
hundred different "biomech" robots have been built
and studied using solar power, motors, and minimal
Nervous-Net control technology.

Nervous Networks (Nv) are a non-linear analog
control technology that has been "evolved" to
automatically solve real time control problems
normally difficult to handle with conventional
digital methods. Using Nv nets many sinuous
robot mechanisms have been demonstrated that can
negotiate terrain of inordinate difficulty for wheeled
or tracked machines, as well as exhibiting very

ObP—-2

competent strategies for resolving immediatc
survival conundrums. The scale of devices
developed so far has ranged from single "neuron”
rovers to sixty neuron-distributed controllers with
broad terrain abilities, and from machines undecr
one-inch long to several meters in length. They
have recognizable bchaviors that, if not efficient, are
at least sufficient to resolve otherwise intractable
sensory integration problems. They remember, and
more, use that knowledge to apply new strategics to
acquire goals ("Living Machines", 1995).

This work has concentrated on the development of
Nv based robot mechanisms by electronic
approximations of biologic autonomic and somatic
systems. It has been demonstrated that these systems,
when fed back onto themselves rather than through
computer-based control generators, can realistically
mimic many of the abilities normally attributed to
lower survival-biased biological organisms. That
minimal non-linear systems can provide this degrec
of control is not so surprising as the part counts for
successful Nv designs. A fully adept insect-walker,
for example, can be fully controlled and opcrated
with as little as twelve standard transistor elements.

The initial focus of Nv technology was to derive the
simplest control systems possible for robotic
"cradle" devices. The reason for this is threefold.
First, such systems would feature robustness
characteristics allowing inexpensive machines
reliable enough to be trusted with performing
unsupervised work in unstructured environments.
Second, using Nv technology we hoped to resolve
one of the most enviable things about biological
designs, namely how nature can stick large numbers
of lightweight, efficient actuators and sensors almost
anywhere and still have them operate effectively.
Third, and most important, exploration of minimal
control systems may explain the biological paradox
of why biological mechanisms can get by on so few
active control elements. A common garden ant has
roughly  twenty-thousand  control  amplifiers
distributed throughout its entire body, whereas a



digital watch may have as many as halt a million
amplifiers and still be unable to even walk. How
does nature do so much with so little?  The
question is, what are the fundamental properties of
living control systems, and what relationship do they
have to the implicit abilities of Nv control
topologies? Does Nv technology use some
approximation of natural living things, is it the other
way around, or is it neither?

Applications are now focusing on the use of this
technology for adaptive survivor-based space
hardware, and for use in unexploded ordinance,
mines, and munitions detection and destruction.
Interest and funding sources are JPL, DARPA,
NASA, DOE, DOD, NIS and the Yuma Flats
proving grounds.

Academic research is now concentrating on analysis
of the non-linear characteristics of these systems, the
development of an engineering lexicon, and several
books on ‘chaotic engineering’, the science behind
biomorphic robot construction.
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Control plays a role of increasing
importance in various fields of modern
technology to guarantee smooth and
desired operations of real systems against
the adverse effects of their environments.
As the size and complexity of systems to
be controlled increase, the task of control
is getting more difficult and complex.
Control system naturally becomes
complex if the system to be controlled is
complex and large-scale. Since control is
always a task of on-line real time, the
complexity of control is an important issue
in design and implementation of real
control systems.

Another cause of complexity of control
systems is uncertainty. One of the major
difficulties of the control of large complex
systems lies in our lack of sufficient
information and knowledge about the
system to be controlled. Thus uncertainty
is the issue of paramount importance in
designing a satisfacroty control system.
Guaranteering robustness against
uncertainty tends to increase the
complexity of controllers. In this paper, we
discuss the complexity of controllers from
the viewpoint of robustness. We present
some of the recent results on the
complexity of model set in relation to the
complexity of robust controllers.

The algorithm of computing control
signal from available sensing data is
called control Ilaw. Control law is
regarded as a mapping from available
information to control signal. If the
mapping is linear and time-invariant, the
control law is called /inear time-invariant
(LTI), which is the simplest class of
controllers. LTI controllers have been
used extensively due to its simplicity in

implementation and analytical tractability.

Its limited ability, however, has motivated
the use of nonlinear time-varying (NTV)
controllers (e.g. adaptive control). Since
NTV controllers are more complex than
LTI controllers, it is interesting to know
the advantages of NTV controllers over
LTI controllers.

In 1984, a quantitative limitation of
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uncertainty was obtained, within which
an LTI controller can stabilize uncertain
systems. A surprizing result followed that
this limitation is also valid for NTV
controllers. In other words, it was shown
that NTV controllers have no advantage
over LTI controllers, as far as robust
stabilizability of model set is concerned.
Then, the problem arises: Suppose that
the wuncertainty is beyond the above
limitation. Since NTV controllers don’t
work, what can we do to stabilize the
plant ?  One way is to reduce the
uncertainty by collecting more
information about the plant. Another
way, and perhaps easier way, is to devide
the original model set into pieces, each of
which is smaller than the original one and
is stabilizable by an LTI controller.
Preparing a stabilizing LTI controller for
each model set, we can stabilize the
original model set by switching control law
from one controller to another. This is a
new type of adaptive control based on
switching. The strategy of switching
stabilization is well established by recent
progress of hybrid control theory. As
control process developes, we gradually
identify a piece of the model set the real
plant belongs. Thus, we can formulate
control process as a process of learning.
The number of LTI controllers we have
to prepare for stabilization of model set
represents the complexity of the model set ,
as well as that of controller.
Actually, the problem of determining the
smallest number of pieces that compose
the model set is quite similar to the
problem of finding the number of
coverings of a class of functions. This is
closely related to the notion of capacity
introduced in statistical learning theory to
represent the complexity of a class of
functions. We present some results and
open problems on this topics for further
research.
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Origins Life

Origins of life is still unsolved and
extremely interesting subjects in Life
Sciences. When and how did life begin on
the primordial Earth? Nature succeeded,
at least once, to assemble life in the
primitive ocean from row materials such
as amino acids, sugars and bases. Thus
these questions are directly related to the
design and creation of an artificial life.
The author wishes to discuss some of
recently developed investigations in this

field.

Hot Origins of Life

Discovery of Archaebacteria
(Archaea) and construction of a rooted
phylogenetic tree!® are the most
significant progress in the recent years in
the field of Biochemical Evolution. The
rooted molecular tree indicted that the
organisms belonging to the deepest
branches are hyperthermophiles without
any exception on both Archaeal and
bacterial lineage®. This suggests that the
primitive cells on the primordial Earth
were also hyperthermophiles and life on
our planet started in very hot oceans®®.
The surface temperature of the
primordial Earth would be high due to
green house effect of a large amount of
carbon dioxide gas in the primitive
atmosphere.

Ribozymes

After the discovery of ribozymes, a
hypothesis of RNA origin of life became
very popular, and the hypothetical world
of living organisms consisted of only RNA
molecules as essential cell components is

called “RNA World”. However, the
hypothesis had some weak points; for
instance, RNA is not stable at higher

temperatures and ribozymes which are
able to catalyze biopolymer synthesis has
not been known. Recently Watanabe and
his colleagues found that peptide bond

synthesis can be catalayzed by ribosomal
RNAs".

Genome Projects of Thermophiles

Thermopiles have generally smaller
genomes®. So far whole genomes of a few
hyperthermophilic Archaea and Bacteria
have been sequenced. Though the
functions of about half of structural genes
are not clear yet, it will be possible to
identify essential genes for life in the
near future. It will be an interesting and
important project to create a living cell
with the smallest genome. Though out
these studies, we will be able to define
“life” in terms of genes and their
functions. Genes required to live freely on
our planet can be determined and the list
of the essential genes will give us a new
concept on life.

References

1. Woese, C.R., Kandler, O., and
Wheelis, M. L. (1990) Towards a natural
system of organisms: Proposal for the
Domains Archaea, Bacteria, and Eukarya.
Proc. Natl. Acad. Sci. U.S.A. 87, 4576-
4579

2. Gogarten, J. P, Kibak, H., Dittrich, P.,
Taiz, L., Bowman, E. J., Bowman, B. L.,
Manolson, M. F., Poole, R. J., Date, T,
Oshima, T., Konishi, J., Denda, K., and
Yoshida, M. (1989) Evolution of Vacuolar

OP-5



H+-ATPase: Implication for the Origin of
Eukaryotes. Proc. Natl. Acad. Sci. U. S. A,
86, 6661-1115

3. Iwabe, N., Kuma, K., Hasegawa,
M., Osama, S., and Miyata, T. (1989)
Evolutionary Relationship of
Archaeabacteria, Eubacteria, and
Eukaryotes inferred from Phylogenetic
Trees of Duplicated Genes. Proc. Natl.
Acad. Sci. U. S. A,, 86, 9355-9359

4. Stetter, K. O. (1993) Life at the upper
temperature border. In “Frontier of life”
ed. By Tran Thanh Van, J., Tran Thanh
Van, K., Mounolon, J. C., Schneider, J.,
and McKay, C., pp.195-219, Editions
Frontieres, Gifsur-Yvette

5. Yamagishi, A. and Oshima, T. (1995)
Return to Dichotomy: Bacteria and
Archaea. in “Chemical Evolution: Self-
Organization of the Macromolecules of
Life” ed. By Chela-Flores, J., Chadha, M.,
Negron-Mendoza, and Oshima, T., pp.
155-158, A. Deepak Publishing, Hampton,
Virginia, USA

6. Pace, N. (1991) Origin of Life-Facing
Up to the Physical Setting. Cell, 65, 531-
533,

7. Nitta, 1., Kamada, Y., Noda, H., Ueda,
T, and Watanabe, K. (1998)
Reconstitution  of  Peptide Bond
Formation with Escherichia coli 23S
Ribosomal RNA domains. Science, 281,
666-667

8. Yamagishi, A. and Oshima, T. (1998)
Sulfolobus genome. In  “Bacterial
Genomes: Physical Structure and
Analysis”, ed. deBrujin, F., Lupski, J. R,
and Weinstock, G. M., Chapman & Hall,
New York

OP—6



Proc. of The Fourth Int. Symp. on Artificial Life and Robotics (AROB 4th’99),
Oita, Japan, 19-22, January, 1999,

The mind of the brain

Gen Matsumoto

The Institute of Physical and Chemical Resarch
e-mail: gen@brainway.riken.go.jp

Abstract: The brain works as a system which
is capable not only of acquiring information
processing algorithm automatically, but also
of selecting the informations to be processed
by itself. To elucidate strategic algorithms for
the brain to acquire those algorithms leads to
certify how the brain grows by itself. This also
means to elucidate what factors are essential
for our mental growth, and therefore, at least
partly, to answer to a question of “what hu-
man is’. Further, it enables to develop a
novel information processing system as an
engineering realization of Brainway com-
puter; its operation principle is the same as
the brain’s. That is to say, the Brainway com-
puter can select information to process by
itself, and also acquire the algorithm for the
processing of the selected information by it-
self. Realization of Brainway computer turns
to conform the brain operation principle and
as well, Brainway computer is considered
ultimately supplementary to an existing type
of computer that works following to its pro-
grams. In this paper, we introduce brain
science of which stresses its stand point on
“Creating the Brain’, and at the same time,
about Brainway computer inclusive of its
research and development as engineering
counterpart of the brain.

1. Introduction - Two streams of research on
the brain and recent advancement of research
and development on computers —

The brain is a system which selects infor-
mation by itself and acquires also by itself the
algorithm, how to processinformation. The
brain scientific research in general mainly
aims at elucidation of the algorithm which
the brain has acquires. Since the brain’s ac-
quired algorithm is viewed as being ex-

pressed in its three dimensional structure of
a neuronal circuit as well as in its activity, the
brain science follows an established method
and principle of materialistic science to ana-
lyze the structure and activity which is a so
called approach “Understanding the Brain”.
As an concrete example of this brain science
for “Understanding the brain”, it tries to an-
swer to a question why Japanese people can
speak Japanese language. When we find out
some reasoning for this, we come to know the
algorithm that enables us to speak Japanese.
Accordingly, we could apply the algorithm as
this scientific product to development a soft-
ware for a conventional program-operated
computer, resulted in realizing the computer
that can speak Japanese. As such for natural
application of a stream of this brain research
approach to computer engineering, it should
be largely contributed to the development of
software, a technique to utilize the existing
computer (see the graph.1). However, this
research is not lead us to realize Brainway
computer, a novel concept of computer that is
operated by means of the of brain principle
for its algorithm self-acquisition. On the con-
trary, there is another approach of brain
science which understands the brain by clari-
fying its strategic algorithm how the brain
acquires its algorithms. This is exemplified in
what Japanese person grows up to be a Ja-
panese speaker due to his/her surrounded
circumstance in which people speak in Japa-
nese, though without knowing why he/she
can speak Japanese. This is an approach of
brain science what so called “Creating the
Brain”, and looks superficially to belong to a
stream of the research on neural network
hitherto. Here, it should be noted that the
research on neural network sets up its main
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research objective on realizing an automatic
algorithm acquisition system in terms of en-
gineering, and that brain science is merely
giving one of the methods for this. On the
contrary, in brain science of “Creating the
Brain”, the aim and method are set opposite
way round, quite contrasted with the ones as

the neural network research has long persued.

That is, the engineering realization Brainway
computer operated by the theory of the brain
is a mean for us to carry out the objective of
“Creating the Brain”, and this would lead us
to verify the brain principle how the brain can
acquire its algorithms by itself and eventu-
ally to understand the brain’s acquired algo-
rithms. For the latter, we could know the
brain’s algorithms by studying the brainway
computer’s acquired algorithms in details
which should be expressed in the computer
more understandable for us than those in the
brain. This would be quite easily understood
when we think about how we came to find out
the principle of flying over the sky through
two different approaches; one to study on
propulsion birds and another to develop an
airplane. It should be noted that the princi-
ples for flying over the sky, namely lifting and
propulsion powers, was elucidated mainly
due to hydrodynamical physics which actu-
ally aimed at development of an airplane. The
difference is their structural and functional
expressions, caused by their different objec-
tives to fly over the sky, though their princi-
ples of flying in bird and airplane are the
same. The fundamental requirements for
airplanes should be put stress on mass trans-
portation, speed, safety and others, which are
quite contrasted with the bird's requirement
Further, different structural. materials are
also required for each constructions. In aero-
nautics, the operating force was, as a conse-
quence, expressed as propeller or jet-engine,
completely different in idea from bird’s flut-
tering. Similarly, the research for the engi-
neering realization of Brainway computer is
essential for us to understand the brain prin-
ciple through our research efforts of “Creat-
ing the Brain” which should be another brain
science to understand the brain. Trough this
research, we will establish an engineering-
realized image of a brainway computer, and it
will eventually be realized as a revolutionary
engineering product which has an ability to
manage soft information processing quite
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contrasted with the existing computer of hard
information processing. Here it is notable
that what most importantly birds have con-
tributed to aeronautics was the fact that birds
have been actually flying over the sky. The
idea of flying over the sky was brought to the
people from this living proof, and it was really
developed and realized by those who believed
to be able to engineer something that could
fly over the sky just like birds. Identically, it
should be the most important factor in reali-
zation of brainway computer that we have our
brain, as a living proof of the system for in-
formation processing that can acquire its
algorithm by itself. As the research of “Un-
derstanding the Brain” is being unfolded fur-
ther, it is expected to lead us towards an un-
derstanding of mind, in the sense of con-
sciousness, will, reason and knowledge, etc.,
as phenomena exclusive to the activities of
the brain.

In a word, this is an understanding of mind
from the brain on the brain scientific base. On
the contrary, the research of “Creating the
Brain” aims at understanding of the mind as
something existing behind the brain, but ac-
tually generating and operating the brain. In
a word, we can say this is an elucidation of
mind of the brain. We believe that these two
approaches of brain science works together to
bring us ingeniously scientific product and
eventually lead to profound understanding of
the brain as well as an advancement of com-
puter engineering(see the graph.1). In other
words, it is very crucial to line up in parallel
and promote these two approaches side by
side. We often hear an opinion saying that the
research on the brainway computer should
await to start its promotion until the research
on understanding the brain is advanced fur-
ther. Understanding of the brain here means
to understand the brain in the sense of the
approach “Understanding the Brain”. It is
however possible to propel the research on
the brain-style computer without any knowl-
edge gained from the research of “Knowing
the Brain”. This is because we acquire the
ability to speak Japanese without knowing
why, or, in terms of “Understanding the
Brain”, without understanding anything
about the algorithms which our brain ac-
quires by itself. Accordingly, the brainway
computer should be able to acquire the algo-
rithms by itself and speak Japanese auto-



matically without knowing the reason. On the
other hand, elucidation of the algorithms the
brainway computer has acquired would be far
easier than that of the algorithms of the brain
itself. In this sense, the research of “Creating
the Brain” can partially covers the one of
“Understanding the Brain”. On the contrary,
the latter contributes to show the goal of the
brain’s acquiring algorithms which the form-
er should aim at. This is because the research
of “Understanding the Brain” would equally
represent the algorithms that are supposed to
be conveyed by the research of “Creating the
Brain”. In a word, both of “Understanding
the Brain” and “Creating the Brain” are two
essentials for the understanding of the brain.

2. What kind of computer the brain is: the
brain information principle

The brain information principle of the
brain is represented as its memory-based
architecture. Here, the word, memory, does
not mean data storage as often refereed in
terms of a processor based architecture com-
puter with which stored in memory for the
processing to be changeable according to the
program. Memory here used is nothing but
solidification of the brain’s acquired algo-
rithms. The brain algorithms are expressed
as neuronal and glial structure and as well,
their activities. When the structure is once
solidifies, the activity adherent to the struc-
ture can be activated for non-destructive
memory retrieval. Then, learning effect takes
place only when the brain put outputs; in
consequence, the neuronal circuit alters its
structure and accordingly changes the activ-
ity. In this sense, the memory is dynamically
changeable. The detailed characteristics of
the brain’s memory-based architecture com-
puter are described below.

3. The brain’s information principle
Here we should answer to a question why
the brain is a memory-cased architecture.

(1) Solidification (memorization) of _the algo-
rithms comes first

First of all, the brain acquires to solidify its
algorithms. The brain’s strategic algorithm
for acquiring algorithms by itself is called
learning algorithm. The brain’s acquired al-
gorithms, once solidified as a long-term mem-
ory, can be non-erasable. Apparent threshold

level for memory retrieving becomes higher,
as time passes after its is solidified, but the
memory itself remains. Due to this memory
characteristics, the memory can be harder
and harder for its retrieval with time.

(2) Input information is index for memory
retrieval '

Information input to the brain is utilized as
a kind of index to search an algorithm (mem-
ory) already solidified in the brain for its out-
put. That is, any output from the brain is
resulted as selection of memory which has
been stored before the input. This is quite
contrasted with the conventional computer
with processor-based architecture where the
input information is sequentially processed to
get an output.

(3) Qutput decision 1s made only when neces-
sary

For the input information to index memory
the brain roughly but nimbly grasp its se-
mantic metric, to evaluate its value as to
whether it is valuable for the brain to respond
to it or not, accordingly. That is, the brain
searches for memory to make output only
when it recognizes its value, but no output is
put when judged not worth doing so.

(4) Memory changes as the brain outputs

When the brain outputs, learning effect
takes place to make a change to the algorithm
of the brain; in other words, the memory is
changeable. That is to say, the learning algo-
rithm is output-dependent. Further, it is
time-sequential-event associated (1). The
latter characteristic puts the brain to have an
ability to predict things or matters taking
place in some future concerning those cur-
rently processed. The information processing
system of the brain works in order of (1)—(2)
—(3)—(4)—(1)— - - -, as described above. The
brain gets “recognition” about the matters it
currently concerns with when its prediction
copes with the algorithm modified in the
separated process (1)—@2)—@3)—>@—(D- - -;
but if not, it experiences no feelings of under-
standing nor recognition. From this point of
view, the information processing systems in
the brain will be characterized in more de-
tails by comparison with the existing com-
puter that is operated by program (in the rest,
abbreviated just as computer) (see Figure 2).
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The most fundamental difference between
these is on their objectives as the information
processing systems: the objective of computer
is to get output; on the contrary, that of the
brain is acquisition and formation of the algo-
rithm, outputting being simply a mean for it.
The objective (or, aim) of the computer is to
get output by processing input information as
ordered, in accordance with the purpose and
processing procedure nimbly as programmed.
On the other hand, the objective of the brain
is the algorithm acquisition and its building-
up; for the brain, outputting is just a mean to
carry out its mission. This information proc-
essing characteristic of the brain is common
among all biological information systems in-
cluding genetic information (see Figure 2). In
order to attain this aim, the principle of the
brain is characteristically expressed as a
memory-based architecture (see Graph 2):

(1) Automatic acquisition and formation of

the brain’s algorithm
In contrast, the computer sequentially

processes input information to get output. For
the sequential processing, it is essential to set
up a program in the computer beforehand,
which orders the computer how the input
information should be processed and for what
the program is purposed. On the contrary,
the brain works without being externally
programmed, and its outputting effects on
formulating and renewing a program or an
algorithm.

(2) Time for output Is almost equivalent to
memory-Indexing time

When receives input information, the brain
first acknowledges its semantic meaning, fast
but roughly, and then, judges its value: this is
to set up a condition in advance for memory
indexing. Then it searches out the memory
most adequate to input information, to output
the algorithm. The condition is set up by lim-
bic system in order to establish a domain for
memory indexing in parieto-temporal asso-
ciation cortex. It restricts an area of cerebral
neocortex to index the memory within. In
parallel to designate the memory area for
targeting the neocortex, more detailed analy-
sis regarding the cognitive processing is going
on in sensory association areas of cerebral
neocortex. This analysis is like a kind of re-
fined filtering. Finally it generates an exter-
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nal. Consequently, the time for refined filter-
ing in the neocortex is much longer than that
required for advance indexing. This is the
basic structure for the brain knowledge-based
information processing that includes such as
pattern recognition. By virture of this mem-
ory-based architecture, it takes only of the
order 100 ms to recognize a human face, is
spite of the situation that several to 10msec is
needed for neural information processing in a
single neuron. For the existing computer of
sequential processing, the required time for
outputting is a product of device
speed(memory and processor speed) and a
number of processing steps. It therefore takes
quite long time to process face recognition
even if could be done by the existing
supercomputer. In fact, the current computer
processor based-architecture cannot recog-
nize human face, as raised with reasons
shown below in (3). Based on this characteris-
tic of memory-based architecture, when the
basic brainway device is developed, which is
the fundamental device for the brainway
computer, equivalent to neurons for the brain,
then it would be realized as a computer which
can recognize a human face, say, a million
times as faster as the brain when a device
speed is a million time faster than that of
neuron.

This has been basically certified by the de-
velopment of the brainway device material-
ized as silicon LSI. Further, it should be less
time required to establish an algorithm for
memorizing a face, that is, time required for
learning, since it can generate to output
within a much less time according to the
theory of output-dependent algorithm for
learning. In a word, the brain and brainway
computer can output outstandingly faster
than the existing computer. However, fast
processing does not necessarily mean correct-
ness. This is due to the fact that the objective
of the brain and brain-way computer is lied
on its acquisition and formation of algorithms,
so that outputting is just a mean to carry out
its objective. But it could be also said that it
will be able to manage to process the algo-
rithm more promptly and accurately by re-
peating outputting, and eventually present
more precise answer to it.



(3) Soft information processing

The brain can correspond most adequately
to input information by outputting when it
decides necessary to do so.
This particular property leads to us to say
that the brain processes information “softly”.
As the brain outputs, the algorithmic memory
automatically changes according to the
learning algorithm. That is to say, the brain
grows up, or, the brain creates itself. It has
been shown in our paper that the output-
dependent learning algorithms hold for both
local and global areas of the brain. On the
contrary, conventional computers can process
input information sequentially for output as
programmed, but never has an ability to
manage anything that has not been pro-
grammed. In this sense, current computers
process information “hard”. Computers
merely reacts but not corresponds to input
information. Computers could do anything.
For this, the program is prerequisite for it.
However, it would be almost impossible to
prepare the program for all the matters in the
real world. As a result, it can only be an lim-
ited address available at the greatest common
measure. This is why artificial intelligence
could not be well realized in its own term as
originally aimed at. In this age of information
society, both people and society are, whether
or not they are conscious manualized in
order to match them to this computer. Fur-
ther, the hard computer is really inadequate
to crisis or emergency management. This is
also because, unlike the brain, it cannot pre-
dict the future based on the past experience.
Let think about the case that we will try to
develop a car which can safely drive by itself.
Even with the conventional computer, we
could develop a car that can drive automati-
cally and safely on a test driving road. We
could prepare program for the car since hap-
penings on the test driving road could be well
predicted. However, it is not the case in the
centre if a down town, where some acciden-
tal happenings might easily take place. The
program could be mostly made, only after
some accident really happens. Further, the
programming has a tendency to generalize
the case into the greatest common measure.
For this general tendency, when an informa-
tion society is managed with the hard com-
puter, it would force people to follow the pro-
gram and result in giving too excess restric-

tion on them: it rather pushes the society
hard for people to live. This is actually repre-
sented in life regulated by social discipline
such as low. Furthermore, if social security is
served by the hard computer, although it may
decrease a percentage of accidents in the ex-
tent to which the computer program or man-
ual is well equipped to deal with them, it
could cause to enlarge accidents in size. On
the contrary, the brain can deal with cases
the most appropriately in order to hold the
damage at minimum. As one experience is
conceptualized and synthesized in order to be
able to apply for other cases, it could give a
better solution when similar cases happen.
This is then memorized as a generalized
ability. There would be many more examples
regarding how the hard computer brings in-
appropriateness both to the society and hu-
man beings, when applied to them as a tool
for communication and information process-
ing. In this age of information society being
rapidly developed, it should be noted that
necessity and emergency to develop the

.brainway computer would be well recognized.

(4) A large scale problem could be dealt with
by _hier. icall tructured memor: nd

add-on-learning

The brain memorizes an algorithm in a
long-term fashion, and output is made based
on this algorithm. This results in letting the
brain acquire a renewed algorithm. That is to
say, the brain has an ability of add-on-
learning. This ability of add-on-learning by
means of the hierarchical structuring enables
the brain to deal with a large scale problems.
That is, memory once acquired in the past in
a long term fashion can never be erased then,
but instead, restructured together with a
memory newly acquired. As the newly ac-
quired memory is put into the structure, the
past memory seems to be forgotten since it
becomes difficult to be retrieved as its thresh-
old level becomes higher as time goes on.
However, once memorized in a long term
fashion, it is non-erasable. The old memory is
recalled and output only in either of cases
when more or less the same situation is re-
capitulated as the memory was originally
input, or, when the brain activities are
greatly enhanced for some reasons. In the
former case, it outputs especially the memory
related to matters happened in the past,
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while in the latter, memories are non-
selectively output at a time-sequential man-
ner just like pictures of kaleidoscope. In con-
trast, the computer could only deal with a
large scale problem with its large-scale pro-
gram. Consequently, a large scale problem
could be only handled with development of
correspondingly a large scale software. This
causes what so-called “software crisis”.

(6) A_variety of neuronal cells not needed as
the brain’s fundamental device

In the brain, there are four kinds of neu-
ronal cells in the cerebellum, and about ten
kinds in the cerebrum, respectively. As these
are connected peculiarly and form a specific
structure of neuronal circuits, the brain can
process information. When these neuronal
cells are realized as brainway device of the
brain’s fundamentals, it gains an ability to
choose and make a decision as to how to
process information, and as well, learn and
memorize which is supposed to be done basi-
cally by a single device. The fundamental
characteristics such as calculation of the fun-
damental device are automatically acquired
by learning, and it is also capable of an ability
that can process things in parallel, for in-
stance an ability with which one neuronal cell
can calculate 10000 of input connections at a
real time, etec. It is contrastive when consid-
ered the fact that, in order to shorten the time
for calculation of the existing computer, it is
necessary not simply to structure it to fasten
the speed of processor and memory circle but
also to advance revolutionarily the ability of
processor for calculation. The brainway de-
vice’s ability for calculation is acquired by the
device from learning, so that a designer just
has to concentrate at most on setting up the
ability. Moreover, in the world of the existing
processor-based architecture, processor and
memory are structured to be placed sepa-
rately in space, so that they have been mate-
rialized as different chips respectively. In
contrast, as the brainway device is structured
in a memory-based architecture, it is favour-
able that the processor and memory are
placed close to each other on the same sili-
conware. The research on this technology of
the device has just been started.
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(6) Brain’s low-consumption of energy

The brain activates itself as much as it is
necessary, for outputting of the memory and
forming and renewing of the algorithm. This
means it consumes exceedingly a small
amount of energy. On the contrary, the com-
puter, as typically seen in a supercomputer, is
causing a serious problem with its increasing
amount to consume energy and heat that
accompanies. Larger the scale for information
processing increases the balance of energy
consuming between those two. This means
that even if aupercomputer that has an abil-
ity to simulate the whole activities of the
brain is realized in theory, it should be very
doubtful in reality whenconsidered from this
point of view. In conclusion, , the brainway
computer is inevitable as a tool to understand
the brain. To solve the problems and realize
the brain’s information processing as de-
scribed above is the objective set up for the
research of “Creating the brain”, and resulted
in producing a novel concept of information
processing system “Brainway Computer”.
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BizSim: The World of Business in a Box

John L. Casti
Santa Fe Institute
1399 Hyde Park Road
Santa Fe, NM 87501, USA

Abstract

The world of business is one especially well-suited
for study by agent-based modeling and simulation.
The agents in such simulations can range from traders
in a financial market to corporations in a large-scale
industry. This paper looks at three examples of such
simulations—a stock market, the world’s catastrophe
insurance industry and a supermarket—as illustra-
tions of how such methods can be used to examine
questions in the world of commerce.

1 The Computer as a Laboratory

The central process distinguishing science from its
competitors—religion, music, literature, mysticism—
in the reality-generation business is the so-called sci-
entific method. An integral part of this method by
which we arrive at scientific “truth,” is the ability to
do controlled, repeatable laboratory experiments by
which hypotheses about the phenomenon under inves-
tigation can be tested. It is just such experiments that
on a good day lead to the theories and paradigms con-
stituting today’s “scientific” world view. And, more
than anything else, it is the inability to perform exper-
iments of this type that separate the natural sciences
from the worlds of social and behavioral phenomena.
In the latter, we have no way of doing the experiments
necessary to create a bona fide scientific theory of pro-
cesses like stock market dynamics, road-traffic flow,
and organizational restructuring.

In an earlier, less discerning era, it was often
claimed that the realm of human social behavior was
beyond the bounds of scientific analysis, simply be-
cause human beings are “complex”, “unpredictable”,
“display free will”, “act randomly”, and so on and so
forth. It’s hard to believe that any modern system
theorist would do anything but laugh at such childish
and naive attitudes to the creation of workable and
worthwhile scientific theories of social and behavioral
phenomena. The major barrier to bringing the so-

cial beneath the umbrella of science is not the non-
explanations just given in quotes, but the fact that
until now we have had no way to test hypotheses and,
therefore, make use of the scientific method in the cre-
ation of theories of social behavior. Now we do. And
that laboratory in which we do our experiments is the
digital computer. Let me illustrate with an example
from the world of finance.

2 Booms and Busts, Bubbles and
Crashes

In the fall of 1987, W. Brian Arthur, an economist
from Stanford, and John Holland, a computer scien-
tist from the University of Michigan, were sharing a
house in Santa Fe while both were visiting the Santa
Fe Institute. During endless hours of evening conver-
sations over numerous beers, Arthur and Holland hit
upon the idea of creating an artificial stock market in-
side a computer, one that could be used to answer a
number of questions that people in finance had won-
dered and worried about for decades. Among those
questions were:

e Does the average price of a stock settle down
to its so-called fundamental value—the value deter-
mined by the discounted stream of dividends that one
can expect to receive by holding the stock indefinitely?

e Is it possible to concoct technical trading schemes
that systematically turn a profit greater than a simple
buy-and-hold strategy?

e Does the market eventually settle into a fixed
pattern of buying and selling? In other words, does it
reach “stationarity”?

e Alternately, does a rich “ecology” of trading rules
and price movements emerge in the market?

Arthur and Holland knew that the conventional
wisdom of finance argued that today’s price of a stock
is simply the discounted expectation of tomorrow’s
price plus the dividend, given the information available
about the stock today. This theoretical price-setting

OP—-15



procedure is based on the assumption that there is an
objective way to use today’s information to form this
expectation. But the information available typically
consists of past prices, trading volumes, economic in-
dicators, and the like. So there may be many perfectly
defensible ways based on many different assumptions
to statistically process this information in order to
forecast tomorrow’s price. For example, we could say
that tomorrow’s price will equal today’s price. Or we
might predict that the new price will be today’s price
divided by the dividend rate. And so on and so forth.

The simple observation that there is no single, best
way to process information led Arthur and Holland
to the not-very-surprising conclusion that deductive
methods for forecasting prices are, at best, an aca-
demic fiction. As soon as you admit the possibil-
ity that not all traders in the market arrive at their
forecasts in the same way, the deductive approach of
classical finance theory, which relies upon following a
fized set of rules to determine tomorrow’s price, begins
to break down. So a trader must make assumptions
about how other investors form expectations and how
they behave. He or she must try to psyche out the
market. But this leads to a world of subjective beliefs
and to beliefs about those beliefs. In short, it leads to
a world of induction in which we generalize rules from
specific observations rather than one of deduction.

In order to address these kinds of questions, Arthur,
Holland and their colleagues constructed an elec-
tronic stock market, in which they could manipulat-
ing trader’s strategies, market parameters, and all the
other things that cannot be done with real exchanges.
The traders in this market are assumed to each sum-
marize recent market activity by a collection of de-
scriptors, which involve verbal characterization like
“the price has gone up every day for the past week,”
or “the price is higher than the fundamental value,”
or “the trading volume is high.” Let us label these
descriptors A, B, C, and so on. In terms of the descrip-
tors, the traders decide whether to buy or sell by rules
of the form: “If the market fulfills conditions A, B,
and C, then buy, but if conditions D, G, S, and K are
fulfilled, then hold.” Each trader has a collection of
such rules, and acts in accordance with only one rule
at any given time period. This rule is the one that
the trader views as his or her currently most accurate
rule.

As buying and selling goes on in the market, the
traders can reevaluate their different rules by assigning
higher probability of triggering a given rule that has
proved profitable in the past, and/or by recombining
successful rules to form new ones that can then be
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tested in the market. This latter process is carried
out by use of what is called a genetic algorithm, which
mimics the way nature combines the genetic pattern of
males and females of a species to form a new genome
that is a combination of those from the two parents.

A run of such a simulation involves initially assign-
ing sets of predictors to the traders at random, and
then beginning the simulation with a particular his-
tory of stock prices, interest rates, and dividends. The
traders then randomly choose one of their rules and
use it to start the buying-and-selling process. As a re-
sult of what happens on the first round of trading, the
traders modify their estimate of the goodness of their
collection of rules, generate new rules (possibly), and
then choose the best rule for the next round of trading.
And so the process goes, period after period, buying,
selling, placing money in bonds, modifying and gen-
erating rules, estimating how good the rules are, and,
in general, acting in the same way that traders act in
real financial markets.

A typical frozen moment in this artificial market
is displayed in Figure 1. Moving clockwise from the
upper left, the first window shows the time history of
the stock price and dividend, where the current price
of the stock is the black line and the top of the grey
region is the current fundamental value. The region
where the black line is much greater than the height
of the grey region represents a price bubble, whereas
the market has crashed in the region where the black
line sinks far below the grey. The upper right window
is the current relative wealth of the various traders,
and the lower right window displays their current level
of stock holdings. The lower left window shows the
trading volume, where grey is the number of shares
offered for sale and black is the number of shares that
traders have offered to buy. The total number of trades
possible is then the smaller of these two quantities,
because for every share purchased there must be one
share available for sale.

After many time periods of trading and modifica-
tion of the traders’ decision rules, what emerges is a
kind of ecology of predictors, with different traders
employing different rules to make their decisions. Fur-
thermore, it is observed that the stock price always
settles down to a random fluctuation about its fun-
damental value. However, within these fluctuations a
very rich behavior is seen: price bubbles and crashes,
market moods, overreactions to price movements, and
all the other things associated with speculative mar-
kets in the real world.

The agents in the stockmarket simulation are indi-
vidual traders. A quite different type of business sim-



ulation emerges when we want to look at an entire in-
dustry, in which case the agents become the individual
firms constituting that industry. The world’s catas-
trophe insurance industry served as the focus for just
such a simulation exercise called Insurance World,
carried out by the author and colleagues at the Santa
Fe Institute and Intelligize, Inc. over the past couple
of years.

3 Insurance World

As a crude, first-cut, the insurance industry can
be regarded as an interplay among three components:
firms, which offer insurance, clients, who buy it, and
events, which determine the outcomes of the “bets”
that have been placed between the insurers and their
clients. In Insurance World, the agents consist of pri-
mary casualty insurers and the reinsurers, the firms
that insure the insurers, so to speak. The events are
natural hazards, such as hurricanes and earthquakes,
as well as various external factors like government reg-
ulators and the global capital markets.

Insurance World is a laboratory for studying ques-
tions of the following sort:

e Optimal Uncertainty: While insurers and rein-
surers talk about getiing a better handle on uncer-
tainty so as to more accurately assess their risk and
more profitably price their product, it’s self-evident
that perfect foreknowledge of natural hazards would
spell the end of the insurance industry. On the other
hand, complete ignorance of hazards is also pretty bad
news, since it means there is no way to weight the bets
the firms make and price their product. This simple
observation suggests that there is some optimal level
of uncertainty at which the insurance—but perhaps
not their clients—can operate in the most profitable
and efficient fashion. What is that level? Does it vary
across firms? Does it vary between reinsurers, primary
insurers, and/or end consumers?

o Industry Structure: In terms of the standard
metaphors used to characterize organizations—a ma-
chine, a brain, an organism, a culture, a political sys-
tem, a psychic prison—which type(s) most accurately
represents the insurance industry? And how is this
picture of the organization shaped by the specific “rou-
tines” used by the decisionmakers in the various com-
ponents making up the organization?

The simulator calls for the management of each firm
to set a variety of parameters having to do with their
desired market share in certain regions for different

types of hazards and level of risk they want to take
on, as well as to provide a picture of the external
economic climate (interest rates, likelihood of hurri-
canes/earthquakes, inflation rates and so forth). The
simulation then runs for 10 years in steps of one quar-
ter, at which time a variety of outputs can be exam-
ined. For instance, Figure 2 shows the market share
for Gulf Coast hurricane insurance of the five primary
insurers in this toy world, under the assumption that
the initial market shares were almost identical—but
not quite. In this experiment, firm 2 has a little larger
initial market share than any of the other firms, a dif-
ferential advantange that it then uses to squeeze out
all the other firms at the end of the ten-year period.
This is due to the “brand effect,” in which buyers tend
to purchase insurance from companies that they know
about.

As a final example of what simulation and busi-
ness have to say to each other, consider the movement
of shoppers in a typical supermarket. This world is
dubbed SimStore by Ugur Bilge of SimWorld, Ltd.
and Mark Venables at J. Sainsbury in London, who
collaborated with the author on its creation.

4 SimStore

The starting point for SimStore is a real supermar-
ket in the Sainsbury chain, one located in the London
region of South Ruislip. The agents are individual
shoppers who frequent this store. These electronic
shoppers are dropped into the store, and then make
their way to the various locations in the store by rules
such as “wherever you are now, go to the location of
the nearest item on your shopping list,” so as to gather
all the items they want to purchase.

As an example of one of the types of outputs gen-
erated by SimStore, customer checkout data are used
to calculate customer densities at each location. Color
codes are with descending order: blue, red, purple, or-
ange, pink, green, cyan, grey and nothing. Using the
Manhattan metric pattern of movement, in which a
customer can only move along the aisles of the store,
all locations above 30 percent of customer densities
have been linked to form a most popular customer
path. Once this path is formed a genetic algorithm
will minimize (or maximize!) the length of the overall
shopping path.

In the same store, this time each individual cus-
tomer path has been internally calculated using the
simple “nearest neighbor” rule noted above. All cus-
tomer paths have been summed for each aisle, in order
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to calculate the customer path densities. These densi-
ties are displayed in Figure 3 as a relative density map
using the same color code just mentioned.

5 Simulation is Good for Business

Large-scale, agent-based simulations of the type
discussed here are in their infancy. But even the pre-
liminary exercises outlined here show the promise of
using modern computing technology to provide the ba-
sis for doing experiments that have never been possi-
ble before. Even better, these experiments are exactly
the sort called for by the scientific method—controlled
and repeatable—so that for the first time in history
we have the opportunity to actually create a science
of human affairs. If I were placing bets on the matter,
I’d guess that the world of business and commerce will
lead the charge into this new science that will form
during the 21st century.
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Figure 2. Market share distribution for five primary insurers.

Figure 3. Customer densities along each aisle in the simulated store.
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Abstract

We present a new picture of a possibly universal
origin of life, which differs from the current
paradigms where life is either believed to emerge in
tidal pools at the planetary surface or near
hydrothermal vents at the ocean floor.

We propose a sequence of fundamental processes of
mainly chemical and astrophysical nature leading to
the origin of life that then becomes a natural
consequence of downhill thermodynamic processes.
This work deals with the mechanisms for the
formation of life beneath a (our) planetary surface,
and the origin of the likely and necessary physical
and chemical pre-conditions. From this sequence we
have chosen two topics that we believe are the least
understood.

O We focus on the minimum molecular
assembly which can self-reproduce and which can
support a template directed self-replicating molecule
as our definition of life. We believe micelles or
liposomes to be likely substrate and polypeptides as
the most likely templating molecules. We have
developed a nine-step process where some of the
steps already have been verified experimentally and
where experimental procedures are proposed to test
the "missing links". Simple calculations show that
all the critical molecules can be produced from
known reaction paths within the vast pore space of
the planetary crust consisting of water, hydrocarbons
and minerals. The main energy source for a proto-
organism consisting of a self-reproducing "shell"
and a self-replicating "gene" is of interfacial nature.
For the proto-organism to start hamess chemical
energy bound in the non-equilibrium mineral
environment (forgassity) an additional cooperative
structure has to be established. This same forgassity
of the rocks, e.g. Fe3+/Fe2+, 1s used by some of the
contemporary life forms at the root of the
phylogenetic tree, the Acheae. The cooperative
structure could be established by a self-assembling
redox complex (possibly a polypeptide aggregate
with metal irons) also residing within with the
liposomemembrane. Perhaps this proposed path will
lead to a new way to create life, but the boundary
conditions should be the same this time and it

includes a coupling of a self-reproducing liposome
(proto-cell compartment), self-replicating polymers
in the interface (proto-genes) and a redox complex
(proto-metabolism).

(I)  In addition we focus on the origin of the pre-
planetary accretion disk which leads to the formation
of the planets. By arguing that the optimum
location for the origin of life is within the pore space
in the rock beneath the crusted surface, this
establishes the likely raw materials for the start of
life and consequently the feasible pathways. It also
raises the question of the critical processes leading
up to this environment such as the mass of the earth,
that of other planets, and how they are formed. We
therefor look at the least understood of the
astrophysical processes leading up to these
conditions. This is the accretion disk mechanism
and how 1t leads to the range of masses of the
planets. We explore the consequences of this
process for star and planet formation and in
particular 1nvestigate the turn-off condition that
leads to planet masses.
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Abstract
Most robotic approaches begin with a fixed robot
hardware design and then experiment with control
structures. We take a different approach that con-
siders both the robot hardware and control structure
as variables in the evolutionary process. This paper
reports the results of experiments which explore the
placement of sensors and effectors around the perime-
ter of a simulated agent’s body, and the Neural Net-
work (NNets) that controls them.

1 Introduction

Evolutionary algorithms have been used in the design
of robot controllers for some time and with great suc-
cess. Almost all work on evolving autonomous agents
and robots has focused on evolution of the control
structure, often a NNet. This work has taken as a
basic assumption that the agent body is immutable.
This is a consequence of the flexibility of software over
that of hardware: in the past it has not been feasible
to explore the space of robot morphology. In contrast
to this, the course of natural evolution shows a history
of body, nervous system and environment all evolving
simultaneously in cooperation with and in response to
each other. The research proposed below investigates
the interaction between co-evolved body and control
structures.

The most successful agents we know of are those
found in real life. These agents are well adapted to
their environment and can handle many small and
large surprises to their world and themselves without
failures. Because of this we look to biology for much
of our inspiration for this work. However, in contrast
to some biorobotic models, we are not trying to re-
flect the results of our work back to the biology that
inspires it.

The methods by which we investigate this is to
specify the agent’s body and NNet using a grammar.
Grammars offer modularity in terms of encompass-
ing detailed structures at various levels of granularity.
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That is, a grammar can provide a compact represen-
tation for complicated and repeated structures. By
using grammars we are able to build hierarchical so-
lutions to problems based on the solutions found at
lower levels. These grammars are then evolved using
common Genetic Algorithm techniques based on the
performance of the instantiated agent.

Many aspects of this research have been investi-
gated in isolation by others. Examples of evolved
robots that have implemented NNet controllers in-
clude six legged walking controllers (Whitley [3], Kod-
jabachian [8]), maze following (Floreano [5]), predator-
prey behavior (Floreano [6]), and food tracking (An-
geline [1]).

An early experiment applying grammatical models
to the construction of feed-forward NNets is due to
Kitano [7]. Other researchers who have used gram-
mars to develop NNets are Whitley and Gruau [3] and
Lucas [10].

Very little prior work in evolving morphology ex-
ists. Menczer and Belew [12] investigated the nature of
sensor usage by providing their agents with an evolv-
able NNet connected to sensors and effectors. Marks,
Polani, and Uthmann [11] explored eye types and po-
sitioning. Sims [13] demonstrated a simulation where
the complete morphology of the individuals was in-
volved. Sims created an artificial world in which each
agent was grown from a genome that defined both the
physical structure and the control structure. Eggen-
berger [4] has developed an evolutionary system that
simulates the growth of a body based on differential
gene expression. Lee et. al. [9] have also worked on
evolving both control structures and body plans.

2 Background

We have carried out several experiments based on the
paradigms listed above. The experiments begin with
a population of genome strings which are converted to
individual grammars. The grammars are used to gen-
erate agent bodies and their associated NNet control
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Figure 1: Terminal Cell Example

systems. Through a development process that trans-
forms a single undivided cell (the gamete) into a body
consisting of several interconnected cells.

The body/controller pair is then evaluated in the
context of an environment and the genomes for the
more successful individuals are preferentially selected
for reproduction in the next generation.

The process of cell division, neural network extrac-
tion, and fitness evaluation are described in the next
sections.

2.1 Production Rules

The grammar consists of an alphabet of terminal and
non-terminal symbols, a set of production rules, and a
single starting symbol from the set of non-terminals.
In our experiments the terminals are the hexadecimal
characters {0-9a-f}, and the non-terminals are a subset
of the uppercase characters {A-Z}.

Each production rule is made up of a left side and
a right side. The left side is a single non-terminal
symbol; the right side is a specification for the creation
of one or two cells. A non-terminal may appear as the
left side of more than one production rule.

The specification of each cell defines it to be either
a single non-terminal symbol or a terminal cell which
is a list of directed, weighted edges from the sides of
the cell to each other (See Figure 1). The production
rule also contains the orientation of the cell (whether
it is horizontally or vertically flipped). Specifying a
cell to be a non-terminal allows it to be subject to the
application of further production rules.

A production rule also specifies whether the non-
terminal produces one or two cells, and if two, the
relative position (i.e. above, below, to the left of, or
to the right of) of each.
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Figure 2: Development Process

2.2 Cell Division

As described in the previous section, each cell is either
labeled with a non-terminal symbol or is a terminal
cell. Initally the gamete is labeled with the starting
non-terminal symbol of the grammar and cell differ-
entiation proceeds by selecting and applying the rules
of the grammar. For each cell labeled with a non-
terminal, a rule is found whose left side matches the
non-terminal. The cell is then replaced with the one
or two cells specified by the right side of the rule. If
there is no matching rule, the cell is replaced with a
terminal cell with random weights and edges.

The process continues replacing non-terminals with
terminals and non-terminals until there are only termi-
nals left or a maximum depth of replacements have oc-
curred. The rules are applied only a limited number of
times to keep rules of the form A—A from generating
an infinite regress. In our experiments, the maximum
number of cell divisions was set to 6. This permits a
body to have at most 64 cells (one cell divided in half 6
times produces 28 = 64 cells). A derivation that con-
tinues beyond the sixth rule application will replace
the cell by a terminal cell with random weights and
edges.

A derivation that takes four generations is shown in
Figure 2. In this example the gamete is labeled with
the starting symbol, A. The production rule A—B|t;
indicates that the non-terminal A is converted into two
cells. The first cell, a non-terminal B, is to be placed
to the left of the second which is the terminal cell, t;.

2.3 Neural Network Interpretation

Once the cell division is complete, the body consists of
a set of cells that have within them directed, weighted
edges. The cells and edges are interpreted as sensors,
effectors and the neural networks that connect them.
Each side of a cell has associated with it two values,
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Figure 3: NNet edges formed from within cell connec-
tions

an input value and an output value. The input value
is dependent on the output values of all adjacent cells.
The output value of a side is dependent on the input
value of all sides and the internal weighted edges be-
tween the sides. Both the input and output values are
described in detail below.

2.3.1 Network Edges Within a Cell

There are three types of edges that can exist within
the cell: Corner, Cross, and Tonic. Corner edges run
from one side to an adjacent side. Cross edges run
from a side to the opposite side and Tonic edges are
interpreted as bias weights. The three types are shown
in Figure 3. The edge from I; is of corner type with
weight wy, I is of cross type with weight wo, and T3
is of type tonic providing activation of value Tj.

The output of a cell is the squashed sum of the
weighted inputs to that cell. The weighting is only
done across those edges that are defined for that cell.
In Figure 3 there are two edges and one tonic defined
for the cell pictured. The output of the cell on the right
edge is the squashed sum of the products Liwy, Lws
and the Tonic weight T3. For all of our experiments the
squashing function is the hyperbolic tangent function:
tanh(z).

2.3.2 Edges Between Cells

When one or more cells are adjacent to the side of a
cell, the outputs of the incident cell are combined to
form the inputs to the adjacent cell. This is demon-
strated in Figure 4.

In this case the inputs labeled I1, 12, and I3 are
adjacent to the output labeled O4. Similarly, the in-
put labeled I4 is adjacent to the outputs labeled O1,
02 and 03. A neural network layer is formed by set-
ting the input value on an edge of a cell equal to the
squashed sum of the outputs of the cells adjacent to
that edge.
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Figures 7, 9, 10 and 11 illustrate some final agents’
terminal cell divisions and the neural networks that
result. In these diagrams the semicircles pointing out-
wards are effectors and those semicircles pointing in-
wards are sensors.

2.3.3 Sensors and Effectors

Sensors and effectors are defined by the edges of the
terminal cells. Any directed edge that originates from
a cell side that is on the perimeter of the body be-
comes a sensor or input node. Any directed edge that
terminates on a cell side that is on the perimeter of
the body becomes an effector or output node.

Sensor nodes detect signals of the environment.
They provide the input that is propagated through
the NNet of the body. Effector nodes are the outputs
of the NNet.

Effector nodes provide propulsion to the agent’s
body. The force of this propulsion is proportional to
their output activation. The direction of propulsion
of the agent is a result of summing all of these forces
based on their position on the body. The vector sum
of all effector outputs is broken into two forces: The
first is a pressure, which acts through the center of
the body and translates the body through the envi-
ronment. The second force is torque which acts per-
pindicular to a line through the center of the body and
causes the body to rotate. The net effect is demon-
strated in Figure 5.

2.4 Application in a Simple Environ-
ment

In order to judge the effectiveness of a given body
plan, and hence the effectiveness of the genome from
which the body plan developed, the mature agent is
placed within an environment. For our experiments
the environment consists of a 500x500 world that has
at its center a source of reward which produces a de-
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and Translation

tectable signal that falls off as the inverse-square of
the distance.

All agents’ bodies are set to be 20 units on each
edge. The body has a mouth placed at its top. The
fitness is measured from the mouth. The perfect agent
would turn it’s mouth toward the center of the world
and approach the center in as few time steps as possi-
ble.

The agents are placed at a random location in the
world and then allowed to wander freely (or to just sit
in the case of many agents) for 30 time steps. After
30 time steps the agent is moved to another random
location. This is repeated for 10 placements for a total
of 300 time steps. All agents in a given generation are
started from the same set of locations. If an agent gets
within a body length of the center of the world then
it is moved the next location.

The fitness, f;, at time step ¢ is shown below where
d is the distance from the agent’s mouth to the center
of the world.

fi= { + if d > agent body length
=

otherwise

The fitness, F, of an individual is the sum of the
fitnesses at each time step over its lifetime.

2.5 The Braitenberg Vehicle

A classic design in the field of robotic control is the
Braitenberg Vehicle 2b described in [2]. This agent has
two sensors on the front and two effectors on the back.
The agent’s body is bi-laterally symmetric with each
sensor connected via a positive weight to the effector
on the opposite side. The effect of this connectivity is
to steer the agent to the side with the stronger sensor.
The effectiveness of this design has been demonstrated
in a number of robots.

: i Gr;mmar [ | Grammar Y
| ule !

!‘ ] | Rule
RRi=cIR R o]y,

e

Figure 6: Grammar for Generating Braitenberg Vehi-
cle

Figure 7: Braitenberg Vehicle with Cell and NNet
Representations

A simple grammar that generates a complete Brait-
enberg body is shown in Figure 6. The grammar con-
sists of two rules. The first rule rewrites the undiffer-
entiated cell body (start symbol A) into two nontermi-
nal B cells one of which is horizontally flipped relative
to the other. The second rule converts a B nontermi-
nal cells into a terminal cell with two edges defined.
Figure 7 shows Braitenberg’s Vehicle 2b alongside the
one generated by this hand-designed grammar. The
parsimonious nature of the grammar that generates
the Braitenberg Vehicle under our system shows the
representational adequacy of the grammar system.

2.6 Preliminary Results

Using the experimental platform described above we
ran several experiments to determine the effectiveness
of our approach. Three such results are described in
the graph of Figure 8. The results show the average
of the best agent over ten different runs with the same
starting conditions. The first experiment is our hand-
designed Braitenberg agent which is run in the envi-
ronment for 100 generations. Its performance is shown
by the short line around a fitness of 26. This experi-
ment provides a baseline with which we may compare
other results.

The top line of the graph begins with the same
Braitenberg agents of the first experiment, but in this
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Figure 9: Agent and NNet evolved from Braitenberg

experiment they are allowed to evolve. Their perfor-
mance shows significant improvement when compared
to the original run of Braitenberg agents. All ten pop-
ulations converged by the end of the run, although
they each converged on different solutions. One com-
monality of all solutions was the preservation of the
original bi-lateral symmetry that was part of the Brait-
enberg population prototype. However in about half
of the final populations the connections were positive
and crossed as in the Braitenberg but, surprisingly,
the remaining populations converged on solutions that
had negatively weighted connections straight down the
body rather than across it. Most of the solutions also
added two negative bias weights to the front of the
agent which acted as tractor effectors pulling the body
forward constantly. This left new sensors and effectors
on the side free to steer the body towards the goal. A
typical solution is shown in figure 9.

The final experiment (middle line) initialized the

Figure 10: Agent and NNet evolved from Random
Genome(Ex. 1)

Figure 11: Agent and NNet evolved from Random
Genome (Ex. 2)

population with random genomes. In this case results
varied widely. Some runs were able {o find steadily
improving solutions within a few hundred generations
while others took quite a bit longer. Some solutions
found were Braitenberg-like in that they discovered
bi-lateral symmetry (figure 10). Other solutions pro-
duced bizarre body types that performed very well
(figure 11).

3 Summary

The conclusion that we can draw from these results
is that even in this very simple world a wide range
of potential solutions exist. Many of these solutions
are superior to the known good a priori Braitenberg
Vehicle solution. It was shown that we can evolve
agents whose body and control structures are tightly
coupled in order to solve the simple environment pre-
sented here. The fact that the system found so many
solutions is encouraging as we apply it to more com-
plex environments.

Our current work involves applying these tech-

OP-—26



niques to real robots including Kheperas and LEGO-
bots whose body shapes and sensor and effector place-
ment will be determined by the evolved grammars.
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Abstract

This paper presents a robust force tracking con-
trol of a flexible beam during grasping operation us-
ing piezoceramic actuator. FEquations describing the
motion of the gripper in condition of contact and non-
contact are derived based on the cantilever beam. In
this study, contact force is regqulated in addition to the
impact force generated at the instant of contact based
on variable structure model reference adaptive control
theory using only force measurement. For the deriva-
tion of the control law, it is assumed that parameters of
the beam and object stiffness are unknown. It is shown
in computer simulation that in the closed-loop system
designed using bounds on uncertain functions, the con-
tact force tracks a given reference trajectory and has
a good transient behavior in spite of the imact force
generated during the initial contact.

1 Introduction

A grasping device is very important for a large num-
ber of applications such as a robotic hand and consid-
erable research has been given to the force control of
the robotic gripper [1,4]. In this paper, a cantilever
beam actuated by piezoelectric actuator is considered
for a miniaturized robotic gripper.

Often the impact phenomenon during the initial
stage of grasping is overlooked in contact force control.
A real control task for a robotic manipulator implies,
in general, several transitions between the condition
of free motion and the condition of constrained mo-
tion. It implies the generation of undesired reaction
forces at each sudden change from one condition to an-
other. Conventional controller for robot manipulators
has assumed either a free space motion or constrained
motion in contact with a certain environment. Con-
siderable efforts have been given to model the sudden
change of the motion equations that happens when
the robots and external environement switch sharply

from a condition of noncontact to a condition of con-
tact.[3,7]

Research on smart structure systems using piezo-
electric materials was undertaken by many re-
searchers. Bailey and Hubbard [8] used piezoceramic
actuator to achieve active vibration damping for a
cantilever beam using a distributed-parameter control
theory. Other researches include: study of stiffness
effects of piezoelectric actuators on elastic properties
of the host structures [10], vibration control through a
modal shape analysis [2], force tracking control of flex-
ible gripper [5,9]. Experimental results on force track-
ing control of a cantilever beam using piezoelectric ac-
tuator are reported by Choi et al [1]. Especially in [9],
a sliding mode controller is utilized for force tracking
control of a two- fingered flexible gripper based on the
truncated model of the cantilever beam. Force control
problem with a flexible gripper becomes complicated
due to the interaction between the control and struc-
tural flexibility of the beam, where smart materials
are attached on.

The contribution of this paper lies in the design of a
control system for the control of contact force of a can-
tilever beam based on the theory of variable structure
model reference adaptive control (VS-MRAC) [13-14],
using only input and output signals. The input signal
is the voltage applied to piezoelectric actuator and
the output signal is the output voltage of the force
sensor attached at the tip of the cantilever beam. Un-
like the published works in literature [2,9], both linear
and nonlinear dynamic terms of the cantilever beam,
the stiffness of the contact surface as well as a sudden
change of system dynamics due to impact phenomenon
are assumed to be unknown to the designer. However
it is assumed that an upper bound on the uncertain
functions is given or can be estimated. It is shown
by simulation that in the closed-loop system, contact
force tracks given reference trajectory and beam vi-
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bration is suppressed in spite of dynamic parameter
variations.

2 Dynamic Model

In this Section the dynamic model of a cantilever
beam which has a piezoelectric actuator bonded on
the top surface as shown in Fig.1 is derived. The ob-
ject surface is modeled as a spring and located d from
the tip of the cantilever beam. When a control volt-
age u(x,t) is applied to the piezoelectric actuator, the
induced strain ¢, in the piezoceramic is given by [8]

&(x,1) = u(z, t),% (1)

where « is the static piezoelectric constant, and h, is
the thickness of piezoceramic layer. Based on [8], the
bending moment, M), generated by the input voltage
u(z,t) is given by

My(z,1) = cu(z,?) (2)

where ¢ is a constant determined by a given beam
material and geometry as well as piezoceramic and
expresses the bending moment per volt. The ¢ can
be a function of £ when the material properties and
geometry of the beam change along z.

By considering the cantilever beam shown in Fig.1
as the Bernoulli-Euler beam, the kinetic energy T and
potential energy V can be expressed as

T =
z-—lJl

DO -

v = —ZZ 30 (8)d5(8) + / Z(cs,qz(t))cu t)dz

1

35T ; Czuz(t)diﬂ + 5’%(; ¢i(1)gi(t) — d)*
where m;; = fo pA¢ididz, kij = fé El1¢}¢}dx and ks
is the stiffness of contact surface. EI = EII 1+ Eqls,
p = p1 + p2, | is the length of the beam, and A =
A; + A, are the effective bending stiffness, density,
and cross-sectional area of the cantilever beam and
the piezoceramic respectively. A subscript (); refers
a cantilever beam and () refers a piezoceramic layer.
The mode shape function ¢;(z) is from the bound-
ary condition of cantilever beam and beam deflection
y(z,t) is approximated as

N
y(z,t) =) $i(2)ai(t) (4)
i=1

= Z Z mi;gi(t)d;(t) (3)

to obtain a finite dimensional model.

Applying Lagrange equation and augmenting
damping term, the following equations of motion can
be obtained:

Mq(t) + C(t) + Kq(t) + Ks(q(t) = buu(t) = (5)

where M and K are constant mass matrix and stiff-
ness matrices whose elements are m;; and k;; re-
spectively. It should be noted that K, = 0 for
(l t) < d. The C is a diagonal damping matrix and
=k, [(Z¢z(l)qz—d)¢1(l) (Z ¢:(Dgi=d)¢2(D), - I
a‘ndb ——C[f¢ f¢2y .

3 Variable Structure Adaptive Control

In this section, the variable structure adaptive con-
trol is derived for contact force control for d = 0. [19]
Defining the state vector z = (¢7,¢T)T, the system
(5) can be written in a state variable form as

v = [—MO-IK —MI{IC]“[MP”’"]U
- [ M"l(;(s(Q) ] ?

= Az + Bu-— E(z)

and the contact force at the tip of the cantilever beam
is defined as the output of the system as

f=[R 0]z2hr7z (7)

where R = ks[¢1(l) ¢2(l) ...] and 0 and U are a null
and identity matrices of appropriate dimensions.

Consider the input-output representation of the
system (7) given by

f = hT(sU—-A)"(Bu- E(z)) (8)
= W(s)[u+ (=W (s)hT(sU — A)"E(z))]
= W(s)[u+g(z,1)]

where

A kp"p(s)
dp(s)
—WY(s)RT(sU — A)'E(z)

W(s) = hT(sU-A)"'B=
g(z,t) =

where n,, d, are appropriate monic polynomials,
g(z,t) is a configuration dependent function, and s
denotes the Laplace variable or the differential opera-
tor. Here we are interested in the solution of (7) in a
bounded subset  of the state space R2V.

Let f, be a smooth reference trajectory generated
by a reference model. We are interested in deriving an
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output feedback control law u(t) such that the contact
force tracking error e = f — f,,, asymptotically tends
to zero and elastic modes remain bounded during the
motion in spite of the sudden transition of system dy-
namics from free to constrained motion. It should be
noted that for the design of the control system, the
parameters of the cantilever beam and piezoelectric
actuator, i.e. M, C, K, K, by, the stiffness k; of
the contact surfac, the initial distance of object d are
unknown. _

Since the relative degree of the system is 2 and mini-
mum phase, a reference model of relative degree 2 with
input r and the output f,, is considered.

fm & Wn(s)r (9)
km A km
Wm(s) - 82+am18+am2 - dm(s)
where the poles of W,,, are assumed to be stable. Now
the control law will be derived for tracking the refer-
ence force trajectory f,,. Consider a controllable and
observable representation of (9) given by

¢ = AiC+b(u+g(x,t)) (10)
f o= R '
where W (s) = hT (sU — A;)~1b.
For the synthesis of the controller, define the re-

gressor vector w = [w¥, f,w?, u]T € RN where w;, wo
are the output of the following filters:

W1 = Aw;+rvu (11)
W = Aws+vf
where wy,wy € R2V-1 v € R2N-1
_ —XaN—2 —A2N-3 ... =X
A = 21 : ] (12)
v = [1 O]T

and J; are coefficients of the polynomial det(sU —A) =
§2N-1 4 /\2N_232N_2 F+ ...+ s+ Ao

Under the assumption of sgn(k,) = sgn(km) and
g(z,t) = 0, it is known [12] that there exists a unique
constant vector 6* = (6;7,67,057,07) € R*N such
that the transfer function of the closed-loop system
with u = 6*" w matches Win(s) exactly, ie. f =
W(s)u = W(s)H*Tw = Whn(s)r.

The system (11) and filters (12) can be writ-
ten in compact form by defining the vector X7 =
(€T wf,wi)T € ROV-2 as

. A 0 0 b b
X = 0 A O |X+|v|iut] 0|1
vhT 0 A 0 0
2 A, X +B,u+ Big

and
f = [r] 0]x (14)
= hIX

Let i =u—u* = u— 0*Tw, and k* = kp/km and

u=[ 6T 05 6T DX +6r  (15)

where
0 U O
D= hf 0 0 (16)
0 0 U

By adding and substracting B,u* to the right hand
side of the equation (13) and using (15) for u*, eqs
(13) and (14) can be written as

X = AX+Bn*i+Bor+Byg (17)
f = mTX

where Ac = A, + B,([ 6;7 0% 63T 1 D), B. =
Bo0; and B, = Bck* since k* = kp/km = 1/0;. For
u=u* and g = 0, (17) represents the reference model.
Thus Wy,(s) = hI(sU — A.)"!B. and system (22)
gives

[ =Wn(s)r + £"Wn(s)d + gc (18)
where g. = Win(s)g, Win(s) = hI(sU — A.)"'B;.
Here W,,(s) is a stable function and g. is bounded
for any bounded function g.

Considering the reference model (9) as

Xm = AcXm+ Ber (19)
fm = hz:Xm

and defining the state error e = X — X,,,, one has the
following error equation

¢ = Ace+ Bck'i+ Big (20)
e, = hle

From (25) the output tracking error becomes
€o = K" Wil + ge (21)

The output error equation (21) plays an important
role in the derivation of control law. For the synthesis
of the controller, it is essential to introduce a chain
of auxilliary errors (e}). Since the relative degree of
n* of the reference model is two, a polynomial L(s)
of a degree (n* — 1) is chosen so that W,,(s)L(s) is
strictly positive real (SPR). For our cantilever beam
force controller, L(s) of the form

L(s) = (22)

0

OP—30



is chosen and 6 > 0. A chain of auxiliary errors e
(i = 0,1) are generated by the following set of filtered
signals:

X1 = u (23)
Xo = L_1X1 (24)
& = w (25)
& = L_1§1 (26)

It should be noted that auxiliary error €j(¢ = 0,1)
are governed by an SPR transfer function, namely,
W, (s)L(s) for €}, and L=1(s) for e}, and a modulation
functions p;, ¢ = 0,1. Complete alogorithm is shown
in Fig.2

In Fig.2, 0pom and Knom are nominal values of the
parameters 0* and k* obtained from some nominal
model of the plant. Note that y, can be interpreted
as a predicted output error and, hence, €, is a pre-
diction error. The transfer functions Wy, (s)L(s) and
L~1(s) are associated with e/, and €}. It should be
noted that each error €} is governed by a SPR transfer
function. Computation of modulation function u; can
be done on-line using the available signal & and x;
using (24) and (26). However a significant simplica-
tion in control law synthesis can be obtained by using
constant modulation function by the suitable choice
of p;. A practical way of selecting the modulations
functions y;(i = 0, 1) is by overestimated values of the
bound g in the computation of y; and adjust them ac-
cordingly based on the closed-loop system responses.
It should be noted that this simplification is obtained
at the expense of larger modulation functions.[15]

The term (uo)eq in Fig.2 is the equivalent control,
which is well described in the variable structure system
literature [18]. The signal (t,)eq is obtained from u,
by means of a low-pass filter with high enough cut-off
frequency dominated averaging filter [16]. Following
[13, 14], the VS-MRAC shown in Fig.2 has the follow-
ing properties.

e The errors €’ (i = 0, 1) all converge to zero in finite
time.

e The contact force tracking error (f — fm) con-
verges exponentially to zero.

4 Simulation Results

In this section, simulation results for the closed-
loop system with the control law are presented using
Matlab and Simulink. Mechanical properties of the
simulated cantilever beam with piezoelectric actuator
is shown in Table 1.

beam | piezoceramic
density(kg/m?) 2000 | 8000
Young’s Modulus(GPa) 8 64
width (mm) 30 30
height (mm) 1 1
length (mm) 200 200 ,
Piezo-strain constant(m/volt) 300E-12

Table 1: Mechanical properties of cantilever beam

The step response of the uncontrolled system with ini-
tial conditions of f(0) = f(0) = 0 with d = 0.05m is
shown in Fig. 3 and 4. Fig. 3 shows oscillatory re-
sponses. Now the simulation results for variable struc-
ture adaptive control is presented with initial condi-
tions of f(0) = f(0) = 0. In the proposed controller, a
simplified relay type controller was synthesized by us-
ing the constant modulation functions. The values of
u; are chosen in several trials by observing simulated
responses. The constant values chosen in this simula-
tion were pu; = 50E6 and py = 10E07. The reference
model is chosen as

100
Wm(s) = 5905 + 100 @7)
and L(s) is chosen as
10
-1 _
L™ = 50 (28)

We note that W,,,(s)L(s) is SPR.

For the computation of unem = 61,,,w, the nom-
inal value of #* were arbitrarily chosen as Opom =
(0,...,1)T. In the saturation function, the bound-
ary layer thickness was set to € = 0.1. The parameter
of the averaging filter was chosen as 7 = 10E — 6 after
several trials by observing simulated responses.

Simulations were performed to examine the effect
of uncertainty in contact surface stiffness on controller
performance for a contact force of f* = 0.1N. Input r
of Fig.2 was set to r = f*. The initial conditions were
assumed to be ¢(0) = ¢(0) = 0. The controller param-
eters were tuned by observing simulated responses for
the truncated model (6) for three modes. Two differ-
ent values of stiffness were tested, i.e. 20000N/m and
200N/m. Fig.5 and 6 show the force tracking and tip
deflection plots for two different cases. Insensitivity
of the proposed adaptive controller to uncertainty in
stiffness parameter k, is apparent from Fig. 5 and
6. Fig.7 is the plot of control voltages applied to the
piezoelectric actuator for force tracking control of Fig.
5 and 6.

Simulation was also done to check insensitivity of
the proposed controller for uncertain surface locations.
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Figure 2: Controller block diagram

Fig. 8 shows the plot of contact force trajectory for
the surface stiffness of 20000N/m.

5 Conclusions

Based on the variable structure model reference
adaptive control theory, a control law for the force con-
trol of the cantilever beam is considered for smooth
transition during impact phase. In the cantilever
beam model, system parameters and the stiffness of
the surface as well as the location are assumed un-
known. A variable structure adaptive control law was
synthesized using only measurement of contact force.
In the closed-loop system, contact force tracked the
reference model output trajectory and smooth regula-
tion of beam vibration were accomplished.
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Figure 3: Open loop response for contact force
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Figure 4: Open loop response for tip deflection
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Abstract

The control system with a static plant described by
the knowledge representation in the form of relations
and in the form of logical formulas is considered. The
learning process consists in using the successive
knowledge validation and updating to the determina-
tion of the current control decisions. Two approaches
and algorithms have been described: for the validation
and updating of the knowledge on the plant and on the
form of the control. In both cases two versions are pre-
sented: the learning process in open-loop and in closed-
loop control system. For the plant with the logical
knowledge representation the logic-algebraic method is
applied.

1. Introduction. Decision making problem

A great variety of definitions and approaches in the
field of learning control systems has been described
(see e.g. [10,11,12]). The purpose of this paper is to
present a review of concepts and algorithms for a class
of knowledge-based systems with a static plant de-
scribed by a knowledge representation in the form of
relations or a set of facts (logical knowledge represen-
tation). Let us consider a plant described by a set of
relations

Rx,y,z,c)cXx¥YxZ, i=1,2,...,m (1)
where xeX, ye¥, zeZ are input, output and external
disturbance vectors, respectively, and ¢ is the vector of
parameters in the relations R, defined in X x ¥ x Z

The relations (1) may be defined by a set of inequali-
ties. For the result of observations in the form zeD,
where D, c Z, the set (1) may be reduced to one
relation R(x,y,c)cXxY:

R(x,y,¢)= {(,y)) e X xY: V(x,y,z) cNR} @
zeD, ielk

E.g. for the plant with & inputs, one output and one

parameter

GO+ PP+ L+ B+ < 3)

where x =[x ... x® ]". The decision making or
control problem may be formulated as follows: For the
given (1), the result of the observations D, and the set
D, (user's requirement) one should find the largest set
Dy(c) € X such that the implication xeD,(c) - yeD,
is satisfied. It is easy to see that

Dfc)={xeX: D(x)c D,} @
where

Dyx)={yeY: (x,y)eR(x, y,0) }. 6]

The condition for D, such that D,(c) # & (empty set)
may be considered as the controllability condition. In
the papers [2,3,5] the logical formulas as specific
forms of R; and the properties xeD;, yeD, have been
considered, and the first concepts of learning consisting
in the current knowledge evaluation and updating for
the plants with unknown parameters have been de-
scribed [4,6,8]. The new cases, results and generalisa-
tions presented in this paper are divided into two parts
concerning the knowledge on the plant (i.e. the relation
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the relation R) and the knowledge on the control (i.e.
the set D,). The idea of learning presented in the paper
may be considered as a generalisation of the known
concept of the adaptive control using the results of
identification (e.g. [1]). For the further consideration
we assume that R(x, y, ¢) is a continuous and closed
domain in X x Y. In Sec.4 the considerations for the
logical knowledge representation are presented.

2. Validation and updating of the knowl-
edge on the plant

Version A — Off-line knowledge validation and
updating
Assume now that the parameter ¢ in the relation de-
scribing the plant has the value ¢ = ¢ and ¢ is un-
known. If we have the sequence of observations

(xl, yl)9 (x21 yZ): cer s (xnayn) s /'\ [(xi > Vi )G R(xay’b_)]

then we can propose an estimation of the unknown
value C . In the second part of this section the current
step by step estimation will be described. On each step
one should prove if the current observation "belongs" to
the knowledge representation determined to this step
(knowledge validation) and if not — one should modify
the current estimation of parameters in the knowledge
representation (knowledge updating).

Let us introduce the set

Dfnm) = {ceC: A [(x;,y:) € R(x,y,0)]} . (6)

It is easy to see that D.(n) is a closed set in C. The
boundary A(n) of the set DJn) is proposed here as
the estimation of ¢ . It is easy to note that at least one
point (x; , y;) belongs to A(n). In the example (3)
the set D(n) = [cn, ©) and ALn) = {cun} Where

Comin® = max (xiTxi + J’iz) . @)
i

Assume that the points (x;, y;) occur randomly from
R(x, y,¢) with probability density f(x, y), i.e. that
(xi, y;) are the values of random variables (x,y)

with probability density f(x, y). Then the following
theorem concerning the convergence of A.(n) may be
proved:

Theorem 1

If f(x,y)>0 foreach (x,y) € R(x, y,c) and for each
c#¢ R(x,y,c)#R(x,y,c) then A(n) converges
to {c} withprobability 1.

The idea of the determination of A(n) may be pre-
sented in the form of the following recursive algorithm
for n> 1.

Knowledge validation
One should prove if

/\ [*noyn) €RxY.0)] . (®
ceD(n-1) :
If yes then D(n)=D/(n-1) and A(n)= A(n-1).If
not then one should determine the new D/(n) and
A[n), i.e. update the knowledge:

Knowledge updating
D)= {ceDn-1: (,,y) €Rx ¥} (9

and A,/(n) is the boundary of D (n).
For n=1

Dc(l) = { ceC: (xl ’yl) eR(x,y,c) } . (10)

The control is based on the result of learning, i.e. for
the final value n the parameter c, is chosen randomly
from AJn) and the decision x, is selected randomly
from D(c,).

Version B — Learning process in the closed-loop

system

The idea of the closed-loop learning system presented

here consists in the following: (1) For the successive

decision x, based on the current knowledge of the

plant and its result y, , the knowledge validation and

updating should be performed. (2) Then the next deci-

sion x,., is based on the updated knowledge. To com-

plete the procedure it is necessary to determine how to

choose the value ¢, from A(n) (f Afn) contains

more than one element) and how to choose the control

decision x,, from the set D.(c,). They may be chosen

randomly with the fixed probability distribution for

A(n) and probability density- f(x) for D(c,). If

Dy(c,) =3 (the controllability condition is not satis-

fied for ¢ = ¢,) then x, is chosen randomly from X

without the restriction to D,(c,). Finally, the control

algorithm with the knowledge validation and updating

in the closed-loop learning system is the following:

1. Put x, atthe input of the plant and measure y, at
the output.

2. Prove the condition (8) (knowledge validation).

3. Determine D/(n) and A4/(n). If (8) is not satisfied,

the knowledge updating according to (9) is necessary.

4. Choose randomly ¢, from A(n).

5. Determine D,(c,) accordingto (4) with ¢c=c¢,.

6. Choose randomly x,.; from D,(c,).

7.1f Dc,) =, choose randomly x,., from X.

For n =1, choose randomly x; from X and deter-

mine DJ(1) in (10). .

The block scheme of the learning control system is

presented on Fig.1. For the random choice of ¢, and

x, the generators G; and G, of the random numbers

are required. Their probability distributions are pre-

cised currently for 4.(n) and D(c,).
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Example: Consider very simple example with one-
input and one-output plant described by the relation

czx<y<dzx , d>c>0 (cW=¢c ¢c?=d).

For D,= [z, z;] where z;>z>0, the relation (2)
has the form ¢ z; x <y < d z; x. For the requirement
Dy = [ Yumin > Ymax]> Venin > Vmax > 0 — it is easy to note that

D¢, d)= [};T"T‘Zd‘zm;&] (11)

and the controllability condition is: d z; Y < € 21 Vinax -
The set (6) is determined by

CSJ—m'—yj—,dZ—l— 2
z M0y, z, T

1

and A/(n) may be reduced to

In our example x, is chosen according to the rectan-
gular probability density’

1
=1 F-a for a‘sxsﬂ

0 otherwise
Taking into account (11) we can assume x, >0 and
X=1[0,8] with § sufficiently great. The control algo-

rithm in the closed-loop system is then the following:
1. Put x, atthe input and measure y, .
2. Knowledge validation and updating:

if Cn-121Xn < Yn Sdn—IZZ Xn

then Cn=Cpn-1, dn=dn—l

if yn<cCn_1z1%, then c,,=zf’; , dy=d,_,
n

if y,>d,_1zx, then c¢,=c,_, d,

%
3. According to (11) determine
Xoi = Ymin =L“!§.x—
. » ZCy ’ max, n ZZdn )

4. If Xpin n <Xmax » — choose randomly x,,+; for @ = Xmin »,
P=Xmaxn -

5. If Xuin n> Xmax » — choose randomly x,,,; for =0,
B=pB where §>> };Tm‘aj" .

The control and learning process has been simulated

and investigated for the different probability distribu-

tions.

3. Validation and updating of the knowl-
edge on the control

In this approach the validation and updating con-
cerns directly D,(c), i.e. the knowledge on the form of
control. When the parameter ¢ is unknown then for
the fixed value of x it is not known if x is a correct
decision, i.e. if x € D,(¢) which implies yeD, . Our
problem may be considered as a classification or pat-
tern recognition problem with two classes. The point x
should be classified to class j =1 if x € D(¢) andto

class j=2 if x & DJ(C). Assume that we can use the
learning sequence

(X15J1) > (X2572) 5 s (Fnsdu) 280 (12)

where j; = {1,2} are the results of the correct classifi-
cation given by a trainer (a teacher) for a sequence of
points x; , X, , ..., X, . The learning sequence (12) may
be used to the current estimation of ¢ and conse-
quently to the current updating of the recognition algo-
rithm determined by the form of D,(c). Two versions
analogous to those presented in Sec.2 may be consid-
ered. Assume for the further considerations that D,(c)
is a continuous and closed domain in X.

Version A — Off-line knowledge validation and
updating

According to this approach two time intervals are in-
troduced. In the first interval the learning sequence is
obtained for the sequence of inputs x; chosen ran-
domly from X. In the second interval the control is
based on the result of learning, i.e. x; are chosen ran-
domly from D,(c,) where c, is the value of ¢ ob-
tained at the end of learning. Let us denote by X; the

subsequence for which j; = 1, i.e. X;eD(c¢) and by
%, the subsequence for which j; = 2, and introduce the
following sets in C:

Dn)={c eC:%, e DJc) foreach ¥, in S}, (13)

OP—36



Dn) = {c €C: %, € X - DJc) foreach %, in S,,}.
(14
The set
D)D) 2 A

is proposed here as the estimation of ¢. Assume that
x; is chosen randomly from X with probability density f
(x). Then the following theorem concerning the con-
vergence of A(n) may be proved:

Theorem 2
If f(x) >0 for each xeX and for each c #¢

Dyc) # D(C) then A(n) converges to {c} with
probability 1.
For example, let D,(c) is described by inequality

M+ (@) + L+ (P < 2 (15)
where x=[x" .. x®1T. Then
D(n)=[cmn>®) >, Dm=[0, cpp ),

Ac(n) = [ Cmin » crmx)

and A(n) ->c¢ wp.l, where cCpn’ = max X%, ,
i
2 . aTs
Cmax = N X; X;.

i
The recursive learning algorithm for »n > 1 is then the

following:
/\ [xn €D ] -

If ju=1 (x,=X,)
Prove if
ce Dn-1)

If yes then [_)c(n)——-ﬁc(n —1). If not — determine new
Dn)
D(m={ceDn-1): x,eD(0) b

Put D(n)=Dfn-1).
If ju=2 (x, =fn)
Prove if

/\ [x,,eX—Dx(c)].

ce Dyn-1)

If yes then ﬁc(n)=ﬁc(n —1). If not — determine new
ﬁc(n).

bm={cebmn-1: x, eX-Dfo)} .

Put D(m)=Dfn-1), A(n)=Dn)n D).

For n=1, if x;=X% determine
l_)c(l)= {c eC: x €DJc) } S
if x; =X, determine
D)={ceC: x e X-Dyc) ]

If forall i<p x =% (x=%)-put D=2X
(D,=2).

Version B — Learning process in the closed-loop
system

The control decisions may be determined and put at the
input of the plant currently during the learning process.
In such a case the determination of the successive deci-
sion x,.; is based on the estimation of ¢ at the mo-
ment »n. In the control algorithm proposed here the
value c, is chosen randomly from A(r) and the value
Xy+1 is chosen randomly from D,(c,) with the fixed
probability distribution determined for A(n) and

D,(cy), respectively. If Dy(c,) = D (the controllability
condition is not satisfied for ¢ = ¢, ) then x, is chosen
randomly from X without the restriction D.(c,). To
know without a trainer if x; is a correct decision, it is
necessary to measure y; and to prove if y,eD,. The
plant generating y; together with the verification of
the relation y,eD, may be considered as a trainer
giving j,€{1,2} for the successive values x; in the
learning sequence (12). This concept leads to the
closed-loop control system (Fig.2) where G; and G,
are the generators or the random numbers. The control
algorithm is now the following:

1. Using the learning sequence S, (12) determine

4(n) as it was described in the former algorithm.

2. Choose randomly ¢, from A.(n).

3.Put c=c, in Dyc).

4. Choose randomly x,.; from D(c,).

5.If Dy(c,) =D, choose randomly x,,; from X.

D, Ohoervation z
Knowledge-based Xn
i decision 2 Dien) 2 G Plant o
making 2 ‘l
1
Knowiedge weD,
x_epesmmon Cn X
R 126Gy n
K Vo 2 Gy L 4 [ Faowledee Ji
G validation
and updating
Fig.2
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4. Logical knowledge representation

In many cases the knowledge representation given
by an expert has a form of a set of relations

R(x,y,z,¢) , i=12,..,k
Then

R(x,y,¢)={(x,y) e X xY: \/ (x.».2) € [ R}.

zeD, ielk

In this section we shall consider the knowledge repre-
sentation in which the relations R; have the form of
logic formulas concerning x ,y, z, ¢ . Let us intro-
duce the following notation for the plant under consid-
eration:

l.a,(x,c) — simple formula (i.e. simple property)
concerning x and ¢, i=1,2,..,n, eg

ayx,0)= "xTx<cle

2.a,(x,,2,c) — simple formula concerning x,y, z
and ¢, r=1,2,...,n;.

3.0yy,c) — simple formula concerning y and c,
s=1,2,...,n;3.

4.0 = (O oo Oy )5 0 = (0 oon Ol ), O, = (0t o0 QL) -
5.0 =(a,0,a,) — sequence of all simple formulas in
the knowledge representation.

6. F{a) — j-th fact given by an expert. It is a logic
formula composed with the subsequence of a and the
logic operations: v — or, A —and, — — not, —» —if ...
then, j =12 ..,k Eg F=oAq,>0,,

E,=o;va, where o= "xTx<cle", o, = "the
temperature is small or yly<3",
ay="yly=zx+cle", ay = "yTy>2cTc".

7. F(a) = o)A F(a)A ... A F(a).

8. F,(a,) — input property, i.e. the logic formula using
o .

9. Fy(ay) — output property.

10. F,(a,) — property concerning z.

11. a, € {0, 1} — logic valueof a,, m=1,2, ..., n,
n=n+m+n;.

12. a=(a;, a3, ..., a,).

13. F(a) — the logic value of F(a). All facts given by
an expert are assumed to be true, i.e. F{a) = 1.

14. <a, Fla)>=KR (knowledge representation).
In this version of KR

Rix,y,w, c) = {(x,y,z) eXxYxZ: F(a)= 1},
iel,k

Dfc)={xeX: F(a)=1},

(16)
Dyc) = {y eY: Ffa))=1 },

D,={zeZ: Ffa)=1}.

The control problem analogous to that in Sec.l is
now formulated as follows: Given F(a), o, ay, F;
and the required output property F(o,) — find the best
input property F.(o,) such that the implication F, —>
F, is satisfied. If it is satisfied for F}; and F,,, and
F, > F,, then F,, isbetter than F,,.

It may be shown that finding F, is reduced to solving
two sets of equations:

Fz(az) A Ha,a, ay) =1 }

Ffa,)=1

and a7
F(a,) A F(a,,a,, ay) =1
Fya,)=0

with respect to a, . If S,; denotes the set of all solu-
tions of the first equation (i.e. the set of all a, for
which there exists a,, a, such that F, A F=1 and
F,=1), and S§,, denotes the set of all solutions of the
second equation — then F, is determined by S,= S, —
Sy, . Given S,, the formula F, is determined in the
known way, such that a, € S, & F,(a,))=1. E.g. if
o, = (0, A0, 03) and S.= {(1,0,1), (0,1,1)} then

Efot,) = (0t A =0y A CLg) V(—0L AQLy AlLs) -

It is worth to note that the solution of our problem is
reduced to solving the algebraic equations (17) where
F,, F, F, are the algebraic expressions in two-value
logic algebra. It is just the main idea of the logic-
algebraic method. The details, examples and the ap-
plication of the decomposition to the problem solving
may be found in [2,3,4,5,6,8].

5. Conclusions and final remarks

The learning process presented in the paper for a
class of control systems consists in using the results of
the successive knowledge validation and updating to
the determination of the current control decisions. Two
approaches and algorithms have been described: for the
validation and updating of the knowledge on the plant
and of the knowledge on the form of the control. The
control decisions x and the values of the parameters ¢
should be chosen randomly from the determined sets
according to the given probability distributions f{x)
and f(c). The simulations have shown the significant
influence of the shape of these distributions on the
convergence of the learning process. The comparison
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between the different approaches requires further in-
vestigations.

In the papers [6,7,9] the new idea of so called uncer-
tain variables has been introduced for the decision
making in systems with unknown parameters. The
modification of the presented learning algorithms using
a priori information on ¢ in the form of a certainty
distribution given by an expert and describing the un-
certain variable ¢ may be interesting and promising.
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Abstract

Descriptive natural history of the results of evolution
of differentiated multi-threaded (multi-cellular) self-
replicating machine code programs (digital
organisms), living in a network of computers,
network Tierra. Programs are differentiated in that
different threads execute ditferent code (express
different genes). The seed organism develops into a
mature ten-celled form differentiated into a two-
celled reproductive tissue and an eight-celled
sensory tissue. The sensory threads obtain data about
conditions on the machines in the network, and then
process that data to choose the best machine to
migrate to or to send the daughter to. Evolution
leads to a diversity of algorithms for foraging for
resources, primarily CPU time, on the network.
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Abstract: In the paper recent results in controllability
theory for a class of positive linear discrete-time systems
are employed to examine and analyse reachability and
controllability properties of cohort-type population
models representing the dynamics of autonomous
intelligent robot communities.
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1. Introduction
In the robotics research literature, over recent years,
significant interest has been shown in societies of
autonomous intelligent robots or colonies of robots.
Such multi-robot systems are seen as essential for
undertaking tasks such as space station exploitation,
planetary exploration and undersea exploration/
exploitation, in which they will be required to complete
tasks without human controls. Clearly such robots will
be required to have a degree of autonomy, implying an

ability to interact with their environment, make
necessary decisions and take appropriate actions
including improving individual and collective

performances. Aspects of multi-robot systems that have
been reported on in the literature include: self
organisation, especially when the society becomes large
(ie hundreds of robots) (Sekiyama and Fukuda’,
Takadama et al*); social behaviour within the robot
population (Agah and Bekey’); communication within
societies and with other societies (Yoshida et al*); and
interaction with humans (Suzuki et al®). The paper by
Agah’ provides a good review, including an extensive
bibliography, of research in the field of distributed
intelligent systems, including multi-robot systems.
Reported research in Yoshida et al* also indicate that for
proper diffusion of information and therefore effective
communication within a society, essential for effective
completion of group tasks, it is desirable to limit the
number of robots within a society.

The field of autonomous systems is still in its infancy but
there is the expectation of rapid progress over the next
decade. In this paper the problem of robot population
dynamics is considered under the assumption that they
are capable, both by reinforced learning and by
interacting with the environment, of continual self-
evolution.

The robot population is categorised into generations or
cohorts and its dynamics formulated as a cohort
population model (Luenberger®); this being a specific
discrete-time positive dynamic system with the duration
of a single time period corresponding to the basic cohort
span. Whilst the dynamics of cohort population models
is well understood reachability and controllability
properties, which are of fundamental importance, of such
models have not been studied so far. In this paper recent
results in controllability theory for positive linear
discrete-time systems (Rumchev and James®’, Carretta
and Rumchev'®) are employed to examine and analyse
reachability and controllability properties of some
cohort-type population models as applied to intelligent
robot populations.

2. Robot populations

A robot population is categorized into » generations (or
cohorts) G;,i=0,1,2,..., n—1, with x,(f) 20, £ =0,1,2,...,
denoting the number of robots of generation G; at time
period ¢, where a single time period corresponds to the
time between the release of new generations of robots
(say, for example, 2 years). Each new generation of
robots exhibit incremental evolution in relation to the
previous generation, with G, representing the newest
generation (ie robots developed during the last time
period (¢t — 1, 1)) and G,_; represents the oldest active
generation, becoming obsolete at the end of the current
time period (¢, + + 1). It is assumed that controlled
migration, from other robot communities, to each
generation is allowable, with

u(H=20,i=0,12,..,n-1,t=0,1,2,...
denoting the migration to generation G;.

During one time period (f — 1, ¢) the cohort constituting
the ith generation simply moves up to the (¢ + 1)th
generation, subject to attenuation due to some of the
robots becoming non-functional and obsolete. Thus

i=012,....n-2

xl+1(t+1)=ﬂ,xl(t)+u,+1(t)> {t=0,1,2,'--

M

where £, 0 < B < 1 is the survival rate of the ith
generation during one period.
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Fig 1: Robot Population dynamics model

It is assumed that, at least some, robots within each
generation are able to contribute to the development of a
new generation of robots. Under this assumption, and
recognising the possibility of a controlled external
inflow, the number xo(f + 1) of new generation robots
developed during the time interval (¢, t + 1) is given by

xO(H' 1 )=aOXO(t)+a1x1 (t)+‘ .. +aﬂ‘1xn—1 (t)+u0(t)a = 07 1>2)' .
' 2

where a; = 0 is the production rate of the ith cohort of
" robots.

Together (1) and (2) constitute the discrete-time model
for the robot population dynamics and may be
represented diagramatically as in Fig 1.

3. Positive systems
Consider the open-loop positive linear discrete-time
system (PLDS) (Luenberger®, Szidarovsky and Bahill'")
with vector control sequence

X(t+1)= Ax(t) + Bu(t), 1=0,12,... (3a)
with A eR™,Be R andu(®) € R, (3b)

where x(f) € R." is the state of the system at time ¢, u(?)
is the control and R."™ is the space of all n x s non-
negative matrices.

Note that A and B being non-negative matrices represent
the necessary and sufficient conditions for a discrete-time
linear system with non-negative control to have a non-
negative state trajectory for any non-negative initial
state.

The class of positive systems (3) considered in this paper
is restricted by the following assumptions:

(a) the open-loop transition matrix A is monomially
similar to the companion matrix,

0 1 0 - 0 0 |
0 0 1 - 0 0
A=l o 0o o0 - 1 o |20 @
0 0 0 - 0 1
(%o %1 %2 7 %pp Fp-ll

so that Ay=MAM'=DPAP D' =DC D", where
M > 0 is a monomial matrix, D > 0 is a non-singular
diagonal matrix, P is a permutation matrix and A is
congruent to the matrix C > 0. Since pre- and post-
multiplication by a non-singular diagonal matrix *do not’
change the zero, non-zero pattern of a matrix C has the
same non-zero pattern as A, and

(b) the control matrix B is an m-monomial matrix.

This well structured mathematical model is applicable in
many fields such as, for example, dynamic population
model with immigration and other cohort models with
applications in industrial engineering (Luenberger®,
Rouhani and Tse'?). The robot population dynamics
model represented by (1) and (2) may be expressed in the
matrix-vector form depicted in (3), with

r 7
ay * % %p-1
Bo 0 0 0
A= Q By O Q >0 )

0 0 0 f,, O
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Fig 2: The cohort matrix digraph

which is clearly monomially similar to A, in (4), B = 1
the unit 7 x n matrix and is therefore a non-negative
n-monomial matrix, x(f) = (xo(?) x,(f) ... x,.1(¢)) = 0 and
u(t) = (uo(t) uy (¥ ... u,1(H) 2 0.

4. Reachability and controllability
The following definitions of (positive) reachability, null-
controllability and controllability for positive linear
systems can be found in Rumchev and James’.

The system (3a)-(3b) (and the non-negative pair
(A,B)=0) is said to be

(@) reachable (or controllable-from-the origin) if
for any state x € R.", x # 0, and some finite ¢
there exists a non-negative control sequence
{u(s), s=01,, ... .. , t—=1} that transfers the
system from the origin into the state x = x(f);

(b) nuli-controllable (or controllable-to-the origin)
if for any state x € R.” and some finite ¢ there
exists a non-negative control sequence {u(s),
s=0,1,, ... ... , t—1} that transfers the system
from the state x = x(0) into the origin;

(c) controllable if for any non-negative pair {x,, X}
x € R." and some finite ¢ there exists a non-
negative control sequence {u(s), s =0,1,, ... ... ,
t-1} that transfers the system from the state
X, = X(0) into the state x = x(¥).

The discrete-time positive linear system is controllable if
and only if it is reachable and null-controllable (see, eg
Rumchev and James®) so that controllability implies both
reachability and null-controllability and, vice versa,
reachability and null-controllability together imply
controllability.  Reachability, null-controllability and
controllability are general properties of the system (but
not of its environment). They express the ability of the
system to move in space, this being the non-negative
orthant for the class of positive systems under

consideration.

Let D(A) be the digraph of an n x n non-negative matrix
A, and constructed as follows. The set of vertices of
D(A) is denoted as N = {0,1,2,...,n—1} and there is an arc
(i, j) in D(A) if and only if a;; > 0; the set of all arcs is
denoted by U. Notice that by defining D(A) in this way
the ith vertex in D(A) corresponds to the (i+1)th column
in A, i=0,1,2,.,n-1. The digraph of the cohort matrix
A given by (5) is presented in Fig 2.

A walk in D(A) is an alternating sequence of vertices and
arcs. The walk is called closed if the initial and final
vertices coincide and spanning if it passes through all the
vertices of D(A). It is said to be a path if all of its
vertices are distinct, and a cycle if it is a closed path.
The path length is defined to be equal to the number of
arcs it contains. The number of arcs away from a vertex
i is called outdegree of i and is written od(i), whilst the
number of arcs directed toward a vertex i is called
indegree of i and is written id(i). Notice that zero
columns, respectively zero rows, in A correspond to
vertices j with od(j) = 0, respectively to vertices i with
id(i) = 0, in D(A). Finally, the positive entries in the
columns of B are identified with the corresponding
vertices in D(A).

A canonical decomposition of the digraph D(A) into
monomial components has been found recently in
Caccetta and Rumchev'®. Monomial components are
defined as components of D(A) with outdegrees of each
of their vertices equal to at most one. The following
monomial components of D(A) are identified in this

reference: simple monomial paths (smp), blossoms,
monomial trees and bunches. Monomial columns that
appear in the reachability matrix

R, = [B AB A’ B ... A”! B] are due to the monomial
components in D(A).
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Fig 3. Canonical monomial components: (a) simple monomial path, and (b) blossom

The idea of decomposing the digraph D(A) into
monomial components (Caccetta and Rumchev'?) is
quite simple. If all of the outward arcs from vertices
with od(i) = 2 in D(A) = (N, U) are removed from D(A)
then the reduced digraph D'(A) = (N, U)) becomes a
union of disjoint monomial structures (smp, blossoms,
monomial trees and bunches) since od(i) < 2 for any
vertex i € DP(A). Tt can be shown that all monomial
structures that are in D'(A) are also in D(A), and vice
versa. Procedures for decomposing monomial trees into
smp and bunches into a blossom and simple monomial
paths are also developed in Caccetta and Rumchev'’.
Simple monomial paths (Fig 3a) and blossoms (Fig 3b)
are the simplest (canonical) monomial components of
D(A) and of D(A). Tt is easy to see from Fig 3a that
the indegree of the initial vertex (called origin) of a smp
is id(i;) = 0 and the outdegree of the final vertex is
od(ir1) = 0. Any part of a simple monomial path with
an indegree of the initial vertex or an outdegree of the
final vertex equal to one is called a monomial path.

Reachability, null-controllability and controllability
criteria in digraph form are given in the following
propositions:

Proposition 1 (Reachability criterion in digraph form)
(Caccetta and Rumchev'®)

Let A > 0, and let the associated digraph D(A) have no
vertices with od(i) = 0. Let also I; = {i,'V, ,'?,...,i;}
and J, = {71V, 1@,...71°”} be, respectively, the sets of all
origins (of simple monomial paths and blossoms) and
any set of vertices such that 1, e Ci, k =1.2,..., o,
where C, are disjoined cycles in the reduced digraph
D(A). Then the pair (A, B) > 0 (and the positive linear
system (3a)-(3b)) is reachable if and only if matrix B
contains the submatrix

@ - s=12..,p k=12,...,0|

e ) s € s
{9 J Q)

Proposition 2 (Null-controllability criteria)
The following are equivalent:
(i) positive linear system (3a)-(3b) (and the pair
(A, B) > 0) is null-controllable;

(ii) A is a nil-potent matrix;
(iii) there are no cycles in the reduced digraph D(A).

The proof of (i) — (ii) can be found in Rumchev and
James®. It is not difficult to prove (ii) — (iii) using the
properties of nil-potent non-negative matrices.

Proposition 3 (Controllability criterion, see Rumchev
and James®)

The positive linear system (3a)-(3b) (and the pair
(A, B = 0) is controllable if and only if it is reachable
and null-controllable.

These criteria are used in the next section to study
reachability and controllability properties of the cohort
model.
5. Controlled evolution

In this section some structures of robot populations
described by the cohort model given by (1) and (2) with
respect to their reachability and controllability properties
are studied.

Case 1: Totally sterilised robot population

Production (birth) rate of each generation (cohort) of
robots is zero, ie a; = 0 for i = 0,1,2,... ..., n-1; inflows
from other robotic communities to each generation are
permitted, ie B =1.

The structure of this robot population is given by its
digraph D(A) of Fig 4. The vertices i represent the
different generations; od(i) < 1 and hence the reduced
digraph D“Y(A) = D(A). It is seen from Fig 4 that D(A)
is a simple monomial path with vertex 1 as origin.
Positive entries of the columns of B are identified with
the corresponding vertices. It can be concluded applying
Proposition 1, that this structure is reachable since B
contains e;. As a matter of fact the sterilised robot
population does not need migration into generations
i=1,2,..., n=2 to achieve any (non-negative) distribution
of robots among the different generations from a zero
population. The sterilised robot population is also null-
controllable according to Proposition 2 since D(A) does
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Fig 5: Totally fertile robot population structure

not contain cycles (the cohort matrix A is nil-potent with
index of nil-potency n). Consequently, the sterilised
robot population will become extinct in n—1 periods if
there is no migration flow.

The sterilised robot population is reachable and null-
controllable so according to Proposition 3 it is
controllable. A remarkable feature of this population is
that we can exercise complete control over its evolution
by building new-generation-robots  only. This
conclusion holds true under the assumption that only
robots of cohort (n—1) become obsolete, that is f; > 0 for
i =0,1,..., n—1. Consider now the case when robots, say,
of the kth generation G, become obsolete, ie f, = 0 for
some k, 0 < k < n—1, during the whole life-span of the
robot community. Then to exercise complete control
over the population we need migration from other robot
communities into Gi, in addition to building new-
generation-robots.

Case 2: Totally fertile robot population

a;>0fori=0,12, ... .. , n—1
Gi>0fori=012, .. .. , =2

Production rates:
Survival rates:

The structure of this robot population is represented by
its digraph D(A) of Fig 2. It can be seen from this figure
that all vertices, i = 0,1,2, ... ... , n—1, have od(i) = 2.

The reduced digraph D“YA) (the outward arcs from
vertices with od(i) > 2 removed) is shown in Fig 5. It
can be seen that the reduced digraph D”(A) is a union of
disjoint vertices. Positive entries of the columns of B =1
are identified with the corresponding vertices. The
conditions of Proposition 2 are satisfied and, hence a
totally fertile robot population is reachable. This means
that totally fertile robot population needs migration flows
to all generation to achieve any desired (non-negative)
distribution of robots among the different generations
from a zero population. Since all production rates ¢; > 0
(the population is totally fertile) the digraph D(A)
contains cycles so that A is not a nil-potent matrix.
Therefore the totally fertile robot population is not null-

controllable; that is, it can not be brought to extinction
even when there is no migration from other robotic
communities. Thus, the totally fertile robot population
is reachable but not null-controllable and it readily
follows from Proposition 3 that it is not controllable.
This fact is quite understandable, since the production
mechanism intrinsic for this robot population is such that
it is not possible, by regulating the migration of robots,
to achieve any desired (non-negative) distribution of
robots among the different generations of robots from
any other (initial non-negative) distribution.

Case 3: Fertile robot population with a generation
becoming obsolete during robot life span

Production rates:
Survival rates:

a; >20fori =0,12, ... ... , h—1.
Pe=0,p8>0fori=0,12,, k-1,
k+1,.., n-2.

Such a robot population structure is represented by the
digraph D(A) shown on Fig 6a, in which the dashed arcs
correspond to the production rates «;. The reduced
digraph DY(A) (after removing the outward arcs from
vertices with od(i) > 2) is shown in Fig 6b. It can be
seen that D(")(A) is a union of disjoint vertices and a
simple monomial path {%, (k, 0), 0}. The matrix B =1
contains all the columns required for reachability (see
Proposition 1) and therefore this robot population is
reachable. Examining the digraph D(A) it readily
follows from Proposition 2 that the robot population is
not null-controllable, and therefore not controllable (see
Proposition 3).

Assume now that the first & generations of robots need
some time to mature and so do not contribute to the
development of new-generation-robots G, that is «; = 0
fori=0,12, ... ... , k. The associated digraph D(A,,) of
this structure is given in Fig 7a and it is not difficult to
see, examining the digraph D(A,), that the
corresponding matrix A,, is nil-potent, and hence the
robot population becomes null-controllable. The reduced
digraph DY(A,,) is given in Fig 7b. It contains a smp
{0, (0, 1), 1, ..., (k=1, k), k} and the set of disjoint
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Fig 7: Fertile robot population structure with a cohort becoming obsolete during robot life span and a period needed
for maturity



vertices { k + 1, ... , n—1}. According to Proposition 1
the matrix B = (e, €1, ... , €,.,) makes the pair
(A, B®) reachable. But B is a submatrix of B=1. So
the fertile robot population with a cohort becoming
obsolete during the robot life span and a period needed
Jor maturity is controllable.

6. Conclusions

A new dynamic model of robot populations is developed.
The model is specified for different types of robot
population structures: totally sterilised robot population,
totally fertile robot population and partially
fertile/sterilised robot populations. Reachability and
controllability properties of such populations of robots
are studied and analysed in detail. These fundamental
properties have an important impact on their evolution
with a number of direct consequences for planning the
future societies of intelligent autonomous robots. The
results obtained increase our understanding of how to
control the evolution of such robot societies.
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Abstract

We have made a robot soccer model using LEGO Mindstorms robots, which was shown at
RoboCup98 during the World Cup in soccer in France 1998. For the robot soccer model, we
constructed a stadium out of LEGO pieces, including stadium light, rolling commercials,
moving cameras projecting images to big screens, scoreboard and approximately 1500 small
LEGO spectators who made the “Mexican wave” as known from soccer stadiums. These
devices were controlled using the LEGO Dacta Control Lab system and the LEGO CodePilot
system that allow programming motor reactions which can be based on sensor inputs. The
wave of the LEGO spectators was made using the principle of emergent behaviour. There
was no central control of the wave, but it emerges from the interaction between small units of
spectators with a local feedback control.

Introduction

World Cup and regional games (such as European Championship) in soccer always attract very big crowds
of passionate fans. The passionate fans on the grandstands are part of what makes soccer an animated game.
For instance, the fans are known to make big choreographic scenery such as the one on figure 1. The
impressive image arises when each spectator holds up a coloured piece of paper that he/she has been handed
out from an organising group of fans. We can interpret this organising group of fans as a central control that
decides what colour should be handed out to the individual spectator. Without this central control, the
choreographic scenery would fail. The “Mexican wave” that is made when spectators stand up and sit down
does not have such a central control. The wave is initialised when a couple of spectators anywhere on the
stadium decide to make the stand up + sit down movement, and some nearby spectators go with the others.
There is no central control to tell the individual spectator to do a specific thing at a given time, rather it is an
emergent behaviour.

Figure 1. Impressive choreographic scenery made by Lazio’s tifosi in Curva Nord of the Olympic Stadium in Rome.
The scenery is constructed when each spectator holds up a coloured piece of paper.



Emergent behaviour is an interesting phenomenon that can be observed in natural systems. We define
emergent behaviour as being the behaviour of a system that is the product of interaction between smaller
sub-systems. The emergent behaviour is of higher complexity than the sum of the behaviours of the smaller
sub-systems. The reason that behaviour of higher complexity than the sum can emerge is the interaction
between the sub-systems.

Emergent behaviour is known from flocks of birds, schools of fish and herds of land animals. When
observing a flock of birds, we will notice that there is no apparent leader in the flock and there appears to be
no central control of motion. The motion of the flock might seem complex and at times random, but on the
other hand, it also appears synchronous. The motion of a flock of birds is an example of emergent
behaviour and can be modelled as such. Reynolds [Reynolds 1987] has made an impressive study of the
general motion of flocks, herds, and schools in a distributed behavioural model with the goal of using this to
model flocking in computer graphics. Recently, similar models have been used in the Disney movie Lion
King for a wild-beast stampede and to produce photo-realistic imagery of bat swarms in the feature motion
pictures Batman Returns and Cliffhanger. Reynolds calls his simulated bird-like organisms boids (bird-
oids). The boids are controlled by three primary rules:

1. Collision Avoidance: avoid collision with nearby boids
2. Velocity Matching: attempt to match velocity with nearby boids
3. Flock Centering: attempt to stay close to nearby boids

The three rules are local in the sense that a boid only has knowledge about nearby boids and there is no
global knowledge like size or centre of the flock. For instance, Flock Centering is achieved by having boids
to perceive the centroid of nearby boids only. This actually gives the advantage of allowing for bifurcation:
the flock can split around an obstacle in the moving direction, since the boids only tend to stay close to
nearby flock-mates.

In general, the phenomenon of emergent behaviour is fundamental in a number of artificial life systems.
Artificial life tries to synthesise life with a bottom-up approach by using small building blocks that emerge
to a complex system by their interaction. For instance, emergence is used as the basic principle in cellular
automata, and in a sense, emergence is also one of the basic principles behind the success of artificial neural
networks. Artificial neural networks are built from units (neurons) and connections between units. Each unit
has a simple processing capability and the connections have propagating abilities. But the interaction
between many units with simple processing capability results in a more complex behaviour than just the
sum of the processing capabilities. In fact, this was used to refuse the criticism of neural networks put
forward by Minsky and Papert [Minsky and Papert, 1968] when Rumelhart, Hinton, and Williams showed
that neural networks can indeed solve the XOR problem [Rumelhart et al., 1986].

Emergent Behaviour in Reality

When using emergent behaviour in real world models, there are a number of pitfalls that we have to be
aware of. When we look at Reynolds’ boid model, we notice that only local knowledge of neighbours is
used, so the model might appear appropriate for control tasks for autonomous agents in the real world.
However, it is not clear how to obtain even the local knowledge that is available for the simulated boids.
For instance, we have to solve the question of how to measure nearby (distance and direction). This
demands an advanced sensor that can measure distance and direction, and at the same time identify an
object as being a neighbour (and, for instance, not an obstacle). The task is worsened further by the demand
for doing this in real time with moving objects.

There are other significant differences between a simulation model and a real world implementation that we
have to take into account. For instance, the actuators will produce friction and there will be a whole range of
noise issues that makes it very difficult to transfer an idealised model from simulation to the real world. In
some cases, it will be possible to transfer models from simulation to reality [Miglino et al., 1995; Lund and
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Miglino, 1996; Jakobi, 1998]. This is done by very careful building of a simulator that models the 1mportant
characteristics of the real device and the way that real world noise interferes with this device.

In our emergent behaviour model, we work directly in the real world, so we avoid the problems of
difficulties in transfer from an idealised model to the real world. Our model therefore has to work with the
noise, friction, etc. that exists in the real world.

RoboCup and LEGO Robot Soccer

In the summer of 1998, we had to go to Paris during the World Cup in soccer to demonstrate LEGO
Mindstorms robots playing soccer at RoboCup’98. RoboCup is an international initiative to promote
artificial intelligence robotics and the task of robot soccer as a landmark project [Kitano et al., 1997]. As a
landmark project, RoboCup differs from earlier artificial intelligence landmark problems, such as
constructing an artificial chess player. One of the main differences is that robot soccer players have to play
in the real world, where the chess play can be viewed as an idealised world, in which there is no need to
address the problems of perception and noise in the real world. Essentially, the differences are similar to the
differences between a simulated model of emergence and a real world model. In general, the differences can
be summarised as shown in Table 1 (reprinted with permission from H. Kitano).

Table 1. Differences between the classical artificial intelligence landmark project of
constructing an artificial chess player and the landmark project of constructing a team of
robot soccer players [Kitano et al., 1997].

Chess Robot soccer
Environment Static Dynamic
State change Turn taking Real time
Information accessibility | Complete Incomplete
Sensor readings Symbolic Non-symbolic
Control Central Distributed

We constructed team of LEGO Mindstorms robot soccer players to play a demonstration tournament during
RoboCup’98. The LEGO Mindstorms robot soccer players are descrlbed elsewhere, so what follows will
only be a short description of the physical set-up.

B S P .
2RI
3 H

Figure 2. The LEGO robot soccer set-up. There is one goalkeeper and two field players on each team (one red and one
blue team). The stadium has light towers, scanning cameras that project images to large monitors, scoreboard, rolling
commercials, and almost 1500 small LEGO spectators that make the “Mexican wave”. © H. H. Lund, 1998.
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Each team consisted of one goalkeeper and two field players. The goalkeeper was controlled with a LEGO
CodePilot, while the two field players were constructed around the LEGO Mindstorms RCX (Robot Control
System). Each player had two independent motors to control two wheels to make the robot move around on
the field, and one motor to control movement of the robot’s mouth (so that it could “sing” the national
anthem and “shout” when scoring a goal). A player had three angle sensors to detect the motion of wheels
and mouth. All parts of the robots except for batteries and coloured hair to indicate the team were original
LEGO elements (LEGO Dacta, LEGO Mindstorms, LEGO Technic).

In order to put the robot soccer play into a stimulating context, we built a whole LEGO stadium (see Figure
2). The stadium had light towers (with light) in each corner, and these towers also hold infra-red
transmitters that could transmit information from a host computer to the RCXs. In one end, there was a
scoreboard that could be updated when a goal was scored via an interface with the LEGO Dacta Control
Lab (see Figure 3). Over each goal, there was a rolling commercial sign that held three commercials that
were shown in approximately 30 seconds each before the sign would turn to the next commercial. The
control of the two rolling commercial signs was made with the LEGO CodePilot. A camera-tower with a
small b/w camera was placed in one corner. The camera (controlled from a CodePilot) could scan to the left
and the right of the field, while displaying the image to the audience on a large monitor. Another camera
was placed over the sideline on one side and should scan back and forth following the ball (see Figure 3).
Also this camera image was displayed on a large monitors, and its control was made from LEGO Dacta
Control Lab.

Figure 3. The scoreboard and one of the small cameras. The camera runs up along the sideline, while projecting the
images to a large monitor. © H. H. Lund, 1998.

The LEGO spectator wave

Apart from robot soccer players, cameras, rolling commercials, and scoreboard, we had placed almost 1500
small LEGO spectators on the grandstands. Our idea was to have all these spectators make the “Mexican
wave” as we see soccer fans make at real World Cup matches. Our first intuition was to make a central
control with one block running underneath the spectators and pushing the single spectator up when reaching
him/her. Then, when the block had passed, the spectator would move down again. As the block moved
around on the grandstands, it should therefore produce a wave when pushing spectators up and allowing
them to move down again.

We made a prototype of this first model with a block running underneath the spectators. The prototype

produced a wave of the spectators, but it had some deficiencies. First of all, the central timing control made
the wave stop if the block became stuck for some time, and, secondly, the big LEGO spectators that we
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were using would easily get wrapped up together. The second problem was a pure technical problem that
we could soon solve using smaller LEGO figures and mounting them into sections. By doing this, the
position of the LEGO figures would be fixed and they would not sway from one side to the other like the
larger LEGO figures tended to do when they were moving up and down.

However, the first problem was of a more fundamental nature, and we would have to change the control
perspective. The control approach was directly opposing what had been lectured about in the lectures, but
this was apparently not realised until observing the implemented prototype. The control of the block was a
classical example of timing control, or open-loop control, in which the reaction of the agent is dependent on
an internal timing. The block would move forward for a pre-defined time and then move backward for the
same pre-defined time. If something unexpected happened during the movement, the block would not be
able to respond to this change of circumstances, since its actions depended on a timer rather than on
environmental circumstances. The approach had been to idealise the world and assume a smooth movement
of the block (essentially believing in a simulated model of the real world). On the other hand, the lectures
had taught the students about feedback control, in which the behaviour of an agent is dependent on the
feedback from the environment, so that the agent can react on changed environmental circumstances rather
than having a fixed behaviour that depends on a timing.

Figure 4. The LEGO spectator wave. When the switch sensor is released, the next section of LEGO spectators will start
to move upwards. © H. H. Lund, 1998.

The control of the wave was now changed to a feedback control, and the idea was to allow the wave to
emerge from the interaction between the different sectors of spectators that each had their own, local
feedback control. In this case, the implementation of a system with emergent behaviour should be possible
in the real world, since there would be no demand of advanced sensing. In fact, a switch sensor for each
section of LEGO spectators turned out to be enough (see Figure 5). The idea was that the movement of one
section should be dependent on sensing what the adjacent section was doing. If a section was moving
upwards, then the section to the right should sense this and start to move upwards itself. The section would
fall down when reaching the top position (in this way, we used the principle that what goes up, must fall
down). This was built by placing a switch sensor under each section and connecting this switch sensor to the
control unit (a LEGO CodePilot) of the next section. In resting mode, the switch sensor would be pressed
by the section of spectators above it, but when this section started to move upwards, the switch sensor
would no longer be pressed. This triggered the simple control program in the next section to start moving
the section of LEGO spectators upwards. In pseudo-code, the control program of each section could be as
follows:
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Section N control:
if (Switch(N-1)=false) then turn on motor
else turn off motor

Figure 5. The movement of a section is triggered by the switch sensor mounted underneath the adjacent section. The
two arrows show the placement of the switch sensors. The left section of spectators has risen, so the switch sensor is no
longer pressed. The control of the right section will notice this, and start to move upwards (immediately after this photo
was taken). © H. H. Lund, 1998.

This very simple control allows the wave to emerge when one section is triggered from the external to move
upwards. In the actual implementation in the LEGO CodePilot language, it was however necessary to use a
timer, since the time slice of the CodePilot is so small, that the above pseudo-code program would result in
the section barely moving upwards before the motor would be turned off. So when it was sensed that the
switch was no longer pressed, the control would turn the motor one direction for 0.5 seconds and then the
other direction for 0.5 seconds. It would have been more sensible to have a switch sensor on the top
position that the section should reach, and then base the time of upward and downward movement on the
feedback from the top and the bottom sensors. But since the LEGO CodePilot has only one input channel
(see Figure 6), we opted for the timing solution. However, it must be noted that this timing is very different
from the timing in the first prototype, since here, even though the timing of a section might have been
wrong, the section would still lift itself for some time and therefore the next section would be triggered. In a
sense, we are setting the time-slice to 0.5 seconds and use the pseudo-code program.

Figure 6. The mixer. 16 LEGO CodePilots were used to construct the dynamics of the “Mexican wave”. Each
CodePilot had one switch sensor and one motor connected. © H. H. Lund, 1998.

The feedback control was used and the wave emerged from the interaction between the simple units. It was

run numerous times daily in Paris for a week without any need for refinements apart from a couple of
changes of physical aspects (once or twice, a section got stuck).
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Conclusion

We used emergent behaviour to construct a “Mexican wave” of LEGO spectators for the LEGO robot
soccer demonstration. The wave emerged from the interaction between sections of LEGO spectators, each
with its own simple control. The control was based on feedback from the local environment. Since sensing
was straightforward with one switch sensor for each section, it was fairly easy to implement a real world
emergent behaviour. Under other circumstances, it might be more difficult, since more advanced sensing
might be necessary, and we cannot guarantee that the desired real world behaviour will emerge. Therefore,
the study of real world emergent behaviour is important in order to identify the circumstances that will lead
to successful results.
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Abstract— A dynamic bidirectional associative memory
(DBAM) with chaotic neurons as nodes is proposed in this work.
Learning algorithm based on Pontryagin’s minimum principle
makes the DBAM is equivalent to any other BAM reported so
far. The input selection mechanism gives the DBAM additional
ability for multiple memory access, which is based on the dy-
namics of the chaotic neuron.

I. INTRODUCTION

Associative memories are important neural network
models which can be employed to model human thinking
and machine intelligence by association. An Associative
memory can store a set of patterns. When the associative
memory is presented with an input pattern, it responds by
producing one of the stored patterns that closely resem-
bles or relates to the input pattern. Hence, the recall (or
retrieval) of a pattern is through association of the input
pattern with the information memorized. Such memories
are also called content—addressable memories in contrast to
the traditional memories in digital computers.

Associative memories can essentially be classified into
autoassociative memories and heteroassociative memories.
Autoassociative memories are in general fully intercon-
nected neural networks which can store multiple stable
states [1]-[3]. Each neuron is connected to all the other neu-
rons in the network with symmetric connection strengths.
Though autoassociative memories are useful tools for var-
lous applications, they tend to produce spurious stable
states and highly complex connections.

As an extension of autoassociative memories, heteroasso-
ciative memories have been developed. Adaptive resonance
theory (ART) [4] and the Bidirectional associative memory
(BAM) [5][6] are typical examples. In place of unidirec-
tional association, heteroassociative memories in general
perform bidirectional association. They associate an input
pattern with a different stored output pattern of a stored
pattern pair.

Owing to its lowest connection complexity, guaranteed
convergence and stronger error—correction capability, BAM
has attracted particular attention in neural network re-
search. Extended on the BAM framework, a number of
improvements have been made. Some of these models en-
hance the BAM architecture to improve the performance
by the addition dummy neurons (7] [8], more layers [9], or
interconnections among neurons within a layer [10], while
others use new learning algorithms to improve the perfor-
mance [11]-[14].
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All of these models assume logical symmetry for the in-
terconnections making the weights from the X-layer to
the Y-layer the same as those from the Y-layer to the
X-layer. Among the symmetrical models, the symmet-
rical BAM (SBAM) using the Hamming stability learn-
ing algorithm (SBAM) provides superior performance [12].
However, the logical symmetry of interconnections not only
severely hampers the efficiency of BAM’s in pattern stor-
age and recall capability, but also limits their usefulness
in knowledge representation and inference systems. To
overcome the drawback of symmetrical interconnections,
an asymmetrical BAM model (ABAM) has been proposed
in [15]. However, the learning algorithm associated with
the ABAM model requires linear independence of stored
patterns, which limits the storage capacity. So far. there
are no BAM’s that can store more pattern pairs than the
number of neurons in their layers.

A Generalized Bidirectional Associative Memory (GBAM)
[16] has recently been reported, which is able to store more
pattern pairs than the number of neurons in their lay-
ers. The GBAM is superior to all the other bidirectional
memories proposed so far. This model is asymmetric and
is trained using a set of pattern pairs extended from the
pattern pairs to be stored to guarantee asymptotic stabil-
ity. In general, accurate learning methods like back prop-
agation, with additional elaborate data preprocessing and
data preparing, have the advantage of precise recall, high
memory capacity, and less spurious memories but have the
disadvantages of long learning time and small attractive
basins. The coarse learning methods like the correlation
learning in Kosko’s BAM (KBAM) is simple but suffer from
low memory capacity and many spurious memories.

All the associative memories with neurons of Hopfield
type are internally static at the neuron—level, so that an
input pattern in X-layer cannot be learned with multiple
output patterns in Y-layer. Learning process itself is im-
possible because multiple access with a key pattern cannot
be represented by any function. By increasing the num-
ber of layers, multiple memory pairs could be stored and
retrieved [17]. However, for an n-tuple association it re-
quires n layers and it wastes a lot of space.

In this paper, a dynamic bidirectional associative mem-
ory (DBAM) is proposed, in which each neuron is a chaotic
neuron. Basically, this DBAM has the same structure as
any other kind of BAM described above, except that the
neurons have internal dynamics acting synchronously each



other and beside the interlayer weights intralayer weights
are established. The proposed DBAM has the same capa-
bility of the GBAM and additionally has a salient feature,
the capability for multiple memory access (MMA). Due to
the internal dynamics of the chaotic neuron, as the learning
progresses it converges to a certain periodic orbit.

I1I. CHAOTIC NEURON AS AN ELEMENT OF DBANMI

The chaotic neuron [18] is governed by the following
equations,
p(t + 1) = sign(q(t + 1)), (1)

qt +1) = kq(t) + as(q(t). a(t))g(q(t)) + a(t),  (2)

where p(t + 1) is the neuron output, ¢(t+ 1) is the internal
state of a neuron, k is the damping factor of the refrac-
toriness, o is a signed scaling parameter, s(q(t),a(t)) is a
switching function, a(t) is the strength of the input at ¢,
and ¢ is a Gaussian function with zero mean. The switch-
ing function, s(q(t),a(t)), is defined as

1 ifq(t)—qt—1)>
) 1t - (t—1)<0
s@a)= ¢ ) i) gt 1) —0anda@ 0 O
1 if g(t) —q(t — 1) =0 and a(t) < 0.

As seen from Eq. (2) the internal state at t+1, q(t + 1),
depends on the input, the linearly scaled current internal
state, ¢(t), and the nonlinear self-feedback. The nonlinear
self-feedback changes its sign depending on the variation
tendency of the current internal state. Therefore the non-
linear term is positive in the deceasing phase and is nega-
tive in the increasing phase. Moreover, the characteristic of
s(q(t),a(t))g(q(t)) shows hysteresis. In case of neglecting
the nonlinear self-feedback term, so that it has little effect
on summation with the other terms, the dynamics of the
internal state become very simple. When it is dominant,
however, the following state undergoes excitatory and in-
hibitory self-feedback and in turn which leads the internal
state to reveal complex dynamics.

The functional role of this neuron is to partition the in-
put space into two regions in bipolar state with an ambigu-
ous intersection. For positive inputs the response tends to
converge to 1, whereas for negative inputs the response
tends to converge to —1. However, for inputs near to zero
there is ambiguity in partitioning.

The characteristics of chaotic neuron is shown in Figure
2. The firing rate of p(t) in Fig. 2(c) represents the fre-
quency of visits made in the positive region of g(t). The
firing rate in the biological system is similar to the PWM
signal used to control a motor neuron [19]. Its implementa-
tion to derive a collective computation model can be found
in [20]. The internal state, g(t), is almost the same as the
input a(t), when a(t) is far from zero. The dynamics of p(t)
undergoes type-I intermittency with respect to a(t). The
output of a chaotic neuron has intervals in a(t) in which
the firing rates are constant. Constant firing rate means a
periodic orbit of p(t) at the corresponding input. Time his-
tories of the output patterns with respect to a = 107> and

a = —107% are shown in Figure 3. Comparing with Fig.
2(c), it can be observed that a constant firing rate of 1/2
means a period—6 orbit in which three successive orbits are
fired followed by three other orbits not fired when a = 1077.
Similarly, constant firing rate 2/3 means a period—6 orbit
in which four successive orbits are fired on followed by the
two other orbits fired off when a = 107%. A period-5 or-
bit shows constant firing rate 4/5 in which four successive
orbits are fired followed by an orbit fired off for a = 1071,
Since the ouputs with @ = +¢€ and a = —e¢ fire mutually ex-
clusively, this feature is utilized to realize double memory
access.

III. INTERLAYER WEIGHTS LEARNING

For the multiple memory pairs, (z#,y*') and (a*,y"?),
bipolar representation of the summed multiple memory is
denoted by ¥, ie., y* = sign(y* + y*?). The gradient
information between y*' and y** is required for input se-
lection, and the difference between the two is denoted as
Ayt = (y* —y")/2.

Define the support on a neuron, Yl, in Y-layer, from the
m neurons of the X—layer as i1 w) ;2; and is denoted by

s(¢|x). It is the net input in a conventlonal BAM, which
represents the weighted contribution of the firing states of
the neurons, X;. The recalled status, y; is taken as the
sign of s(z|x) with unity magnitude. With the concept of
support, the energy associated with the Y-layer is defined
as

n
By(uyle) = —yTw'e = - Y ws(iln).  (4)
i=1
Learning the weights can be considered as an optimization
to minimize the energy. Thus, Pontryagin’s minimum prin-
ciple plays an important role in the learning phase. The
energy relation in the Y-layer is
Ey (w';§*|@") > By (w'";y*|3*) for learning w', (5)
where * denotes optimal quantity, ¢ € H;(z"), g* €
Hi(y*), and H;(v) consists of vectors with Hamming dis-
tance from v not to exceed unity. Equality holds, if and
only if § = y#. This principle for X layer can be obtained
similarly. Randomly chosen initial weights are updated
until the above energy relations for all neurons and all pat-
terns are satisfied,

L oytEr af yifs(ilar) <0
Ay = { 0 ’ otherwise. (6)
Weights in w? are updated in the same fashion.

The association pairs for learning w! are composed of the
pairs in such a way that each pattern in H(z*) matches
y*, while each pattern in H;(y*) matches y* for learning
w?. For this reason, the asymptotic stability is guaranteed
in the sense of the stability discussed in [16].

IV. INPUT SELECTION FOR MULTIPLE ASSOCIATION

The information about (z#, Ay*) is stored in some neu-
rons, Y;, in the form of input. For multiple associaton a
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stable pair (z*,y*) is retrieved with a key pattern z*, and
then the dynamic nature of chaotic neurons makes the y*
to bifurcate into y* and y*2.

Define sets containing the indices for the elements of

Ay;. The elements of Ay; take the values of 1 and —1
and thier indices are represented as 1 and 1. That is,
1% = {i | Ay? = 1} and 18" = {i | Ay = —1}. For

storing the pairs, (z*,y*') and (z*,y*?), the index sets
iy = 18%" and i, = 1% can be determined so that the
input selection mechanism yeilds,

+e if s(ila”) = X270 whiz;(1) and i =i
—e if s(ifz*) = 370 wizi(7) and i =i,

ST whxi(r) otherwise,

ay;(t) =

where ¢ is an arbitrarily small positive constant, ¢ €
{1,2,---,T} denotes the discrete time related to the neu-
ron dynamics, and 7 is the global discrete time variable in
view of DBAM. Input selection for X; can be determined
similarly.

In the retrieving phase, the outputs of X-layer and Y-
layer are

LIL‘]‘(T + 1) = pXj(T) (8)
and
vi(T + 1) = pyi(T), 9)

where T is the last time ¢ of the neuron dynamics.

V. RESULTS AND DISCUSSION

Simulations are performed for the 26 english alphabet
pairs of size 49. FEach uppercase letter is associated with
its lowercase conterpart. Since the learning process guar-
antees asymptotic stability, it recalls all the patterns per-
fectly when the input pattern is not noisy. For input pat-
terns with 8% noise, 14 correct recalls were made (Figure
5), which is superior to, or at least, equivalent to any other
result reported so far.

Next we investigated multiple association capability. Ta-
ble 1 shows the original stored pairs and the learned pairs
with asymmetric weights, w! and w?, for three cases. Bipo-
lar representations of the summed multiple memory at the
learning phase are denoted by z* = sign(z* + z*?) and
y* = sign(y” + y*). Because of the bidirectionality of
DBAM, an endurable noisy input pattern stabilizes to take
out a proper pattern pair. After aquiring a consistent pair,
the bidirectional propagation is terminated and two mem-
ories are sequentially retrieved in the Y-layer. The re-
trieving sequence depends on the magnitude of €, and the
pattern y*' comes out first. Table 2 shows the recalling
sequences of DBAM for three cases. These results are de-
lineated in Figures 6 through 8.

Intralayer weights can make neurons to be competitive.
As seen in Figure 8, w}, = —1.0 and wy;, = —0.6 confine
the outputs to 1 or —1 when a = +e. Using these intralayer
weights, a double association becomes a single association.
For storing the pairs (z*, y*') and (z#, y*2), these intralayer
weights restrict the output pattern in Y-layer to y*', while

wi, = —0.6 and wj, = —1.0 restricts the output pattern in

Y-layer to y*2. Thus, the proposed DBAM can be thought
of as a model for concentration and distraction in human-
thinking. In addition, the on-line input learning of chaotic
neurons during the recalling process has a similar effect on
concentration and distraction, because an increasing input
tends to fire more frequently (see Figure 2(c)).

If the temporal sequence retrieval model similar reported
in [21] is utilized with the proposed DBAM, a very inter-
esting spatio-temporal sequences with a key pattern will
resulted in.
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Fig. 1. Dynamic bidirectional associative memory structure
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Fig. 3. Periodic orbits of chaotic neuron: (a) period-6 orbit with a firing
rate of 1/2 (1/2) for a = +0.00001; (b) period—6 orbit with a firing
rate of 2/3 (1/3) for a = +0.001; and (c) period-5 orbit with a firing
rate of 4/5 (1/5) for a = +0.1;
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Fig. 4. Coupling effect between two chaotic neurons: (a) p1(¢) = 1 and
p2(t) = —1 when w{, = —1.0 and wj, = —0.6; and (b) pi(t) = -1
and py(t) = 1 when w, = —0.6 and w), = —1.0;
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ABSTRACT

How multi-cellular creatures develop from single cells
into multi-cellular forms is a basic question for the
research of AL. In this paper, we propose a possible
answer to that question by developing multi-cellular
digital organisms from singe-cell digital organisms. We
have done a experiment on computer, first of all we
define a model of singe-cell organism which owns open-
ended evolvability and self-replicating mechanism, then
these single-cell digital organisms can develop into multi-
cellular creatures which have better adaptability than
single-cell ones under certain environments, Phenomena
of cell differentiation and cell self-organizing are
observed during the development of such multi-cellular
digital organisms.

Keywords: single-cell unit, multi-cell  digital
organization, Metabolism, Reproduction, Bifurcation

I. INTRODUCTION

In the research of Artificial Life some one pay attention to
the whole body which is lifelike, for example, the artificial
fish and evolutionary robots; some one more emphasize
the unit which has artificial life, for example, the
Metabolism-Repair system. If you could realize that the
society and the economy system in a country is also
lifelike and it has the characteristic of life, it will be a huge
artificial life system. So, there are many kind way to do
the research on the Artificial Life. If we make a order to
artificial life systems by the size, the M-R system is at the
bottom, the artificial fish and evolutionary robots is in the
middle and the economy system is on the top. We suppose
the M-R system is a single-cell artificial life unit, and try
to organize a multi-cell digital organism which is
consisted of single-cell unit and has more complexity than
it. This is the purpose of our research in this paper. In
deed, the development of multi-cellular organisms is a
very complex process. Several models have been proposed
to describe it. Earlier models are L-system and
Metabolism-Repair system[2,3]. We have dropped a
modified model of M-R system to describe a single-cell
units[1,2,3]. Recent works belong to Ray and Kitano.
Ray[4] pointed out in his paper that the development of
multi-cellular digital organisms should have the following
features: 1) multi-cellular organisms originate as single
cells, which develop into multi-celled forms through a
process of binary cell splitting; 2) each cell of a multi-
celled individual has the same genetic material as the
original cell from which the whole developed; 3) the

M. SUGISAKA
Dept. of E.&E Engineering
Oita university
Oita, Japan, 870-11

Xiaogiang WU
Institute of System Science
Academia Sinica
Beijing, P.R.China, 100080

different cells of the fully developed form have the
potential for differentiation, in the sense that they can
express different parts of the gene. Kitano proposed that
the development of multi-cellular organisms can be
regarded as an emergent phenomenon that raised in the
evolution of metabolism[5].

In this paper, we propose a bottom-up way to
develop multi-cellular digital organisms. A model of
metabolism in cells is carefully defined. Based on the
model, we describe the mechanism of cell splitting, cell
death, intercellular communication, cell differentiation and
self-organizing of cells. The experiment results is given at
the end of this paper, which shows that our model can
really explain the phenomena that happen in the
development of multi-cellular organisms.

II. STRUCTURE OF THE SYSTEM AND
DYNAMICS

In our system we use the biological terminology cell and
organization to describe the components in our system.
Cell is at bottom level and Organization is the above level.
First all, we define the unit, single-cell, and then to grow
up a organization from the units by some lifelike-rules,
that is the meaning of bottom-up way.

The single-cell units can be thought as any digital units
which has basic process Metabolism and a information
process to read and explain the gene, which is a way to
store the whole control rules. There are some complex
dynamics to make a multi-cell digital organization from
the single-cell units. The dynamics includes rules as the
following:

Metabolism--This is a making new product process and
matter exchange process between the inside of unit and the
environment outside.

Reproduction--This is a process of copying-itself, usually
it is a splitting process from a unit.

Death--It is a process to keep the multi-cell digit organi-
zation growing and balance the processes of Metabolism
and Reproduction.

These processes M-R-D consist of the basic and the
simplest dynamics for the development of a multi-cell
digital organization. To achieve more complex
development the bifurcation process is necessary.
Bifurcation--It is a process to produce two different unit
which has the same gene and in a same individual. This
process is very essential for developing more complex
multi-cell digital organization.
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All of these processes are controlled by many rules, all
these rules are encoded in a same way. We call these kind
of rules encoded to control and organizing a multi-cell
developing as gene. In the above M-R-D-B process the
gene are decoded. This kind of control is quite different
from the usual control. The matter of fact is that usual
control is from outside of system, however, the gene
control is hidden inside of system.

We have done some experiment for our idea, it is showed
in late section.

III. DIVERSITY AND COMPLEXITY FOR
DIGITAL LIFE

Similar to the real biological word, the artificial digital
creatures have their diversity and complexity. In fact,
There are some stochastic fluctuation in the M-R-D-B
processes when they were controlled by gene, the
mutation is the reason to result in diversity. Also, the
single-cell units in different forms lead to diversity.
Complexity is a comparable concept, the single-cell
system has less complexity in structure and dynamics
than the multi-cell organization. Furthermore, a individual
with multi organization has more complexity I dynamics
and function and structure than the multi-cell organization.
Both diversity and complexity are from the complexity of
the gene. This means evolution. So, the grade of evolution
has different complexity. More higher the grade of
evolution is, more complexity the system has. If we can
not create the multi-cell digital organization, then we can
not make more complex digital life system. So, the
research in this paper is a necessary step to realize the
more complex system with lifelike characteristic.

IV. OUR EXPERIMENT

Environment

- Metabolism Process ' Metabolism Process

i
i
|

)

! |
(o .,,,7{? ‘{_& ._,4__}\ [
| | i
3 b du —
¢ Genetic Information |

cell cell
-4 L. [

Fig. 1 Overview of our model

The Model

Fig. 1 shows the overview of our model. There exists
matter exchange between the environment and cells. Cells
import useful matter from their environment and the
neighbors, export the product of metabolism into the

environment or other cells. Through the process of matter
exchange, cells acquire the energy and the information
which are necessary for their proper development.

In the following subsections we will give the
definition of the environment, the metabolism in cells and
the genetic information in cells, then some phenomena
that always happen in the development of multi-cellular
organisms are described on' the foundation of these
definitions.

Environment

Environment is the place where the cells live. In the
beginning, it contains some simple elements which sustain
the fundamental metabolism of cells; later, when the
metabolism of cells start, the environment will also
contains the various matter produced by metabolism in
cells. In the model, the diffusion of matter is simulated
with the hypothesis that the speed of diffusion of some
matter from one area to another area is proportional to the
difference of concentration of that matter between the two
areas.

Metabolism Process

Metabolism is mainly determined by Metabolism rules
(M-rules). They determine whether a reactions will or not
happen when different kinds of matter are put together and
what kinds of matter will be produced by those reactions.
M-rules result in the possibility of the diversity of
natural organisms. The relation between M-rules and
genetic information is that genetic information are the
encoded M-rules to make itself expressed.
Ly - > (lor2or3) z,

Fig. 2 format of chemical rules

As shown in Fig. 2, a M-rule consists of reactants and
products. As suggested by Kitano, reactants and products
are represented by binary strings with fixed length. The
binary string of length n, representing reactants and
products, means there are 2" possible reactants and
products in the model. So, the M-rules in the model can be
listed by a 2"x2" reaction matrix M with elements m;;
which is the product of the reaction between i, j . where 0
<mgj, 1y, <2". The reaction matrix should have features:

x|+

1)V i,0 < i<2", mj; =void ,which means a reactant can
not react with itself; 2))V i, j,0<1i,j<2", mj;=m;;,
which means the reaction will neglect the order between
the two reactants; 3) if m;j# avoid, then m ;5 m
m ;;;, m ;. , should not be equal to m; j; 4) m;; # ij.
The definition of gene is a encoded rules. A piece of gene
information consists of activating factors, inhibiting
factors and a sequence of reactants(shown in Fig. 3).
Activating factors facilitate the expression of basic genetic
information, inhibiting factors cumber it. Both activating
factors and inhibiting factors are arrays of the matters in a
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Fig. 3 format of genetic information

cell. The difference between the concentration of
activating factors and that of inhibiting factor controls
whether the piece of genetic information can be expressed
or not and the speed of expression. The sequence of
reactants determine the sequence of reactions among the
reactants. Different sequences will result in different
products. In the model, two arbitrary matters not must
react with each other freely, even the certain reaction
between the two matters has been defined in the reaction
matrix M . Only when they are included in some piece of
gene information and the expressing of that piece of gene
information is activated, can the reactions take place. This
assumption ensures that the metabolism is controlled by
gene in cells. The expressing of the gene will stop in case
of two conditions: 1) anticipate reactions are not defined
in the reaction matrix M ; 2) required reactants are not
available.

Matter Exchange

The matter exchange between cells and the environment is
the foundation of metabolism in cells, There are two kinds
of matter exchange between cells and the environment:
active transport and diffusion. In the model, some
matters can enter or leave the cell by diffusion, others
however depend on certain matters to transport them
actively.

Speed of Diffuse™ (t) = D[X ™ () - x
Speed of Active Translnf|n H=1-x" (t)~x'i“'(t)
Speed of Active TransOut™ () = 0-x™ (t)-x " (1)

Here, X ™ represents the concentration of matter m in the
environment; x 'l“ X :“ , X :“ represent the concentration

of matter m, m’ (the matter which transport m into cells)
and m”’ (the matter which transport m out of cells) in the
i-th cell respectively; D, I, O are constants.

As shown in the previous equations, the speed of diffusion
of some matter is proportional to the difference of the
concentration between the chemical inside the cells and
outside the cells. The speed of active transportation of
some chemical is proportional to the concentration of the
matter and its transporters in cells.

The matter exchange among cells is a little different from
the matter exchange between cells and the environment.
There also exist diffusion among cells. When two cells are

leaning against each other, there have been the possibility
to exchange matters. To actively transport some matter m
from one cell to another cell, there must exist certain
matter m”’” in both cells. The speed of active transport-
ation of some matter between two cells is proportional to
the concentration of the matter and its transporters in both
cells.

Matter exchange is very important for the correct
development of multi-cellular organisms. It is also the
basis for intercellular communication and self-organizing
of cells. Detailed analysis will be given in next section.

Reproduction Process

Reproduction process in a Cell basically is split. In the
model, we consider that cell splitting is relative to the

concentration of a particular chemical div. When x/" is
large than a given value, the i-th cell begins the process of
splitting.

During the process of cell splitting, a series of events
will take place in the cells. First, the old cell will replicate
its gene information and mutation may occur with a
certain probability which make the cell own open-ended
evolvability. Then, the matters in the old cell may also be
replicated and distributed into the new cells randomly. The
fluctuation in the process of gene allocation may result in
that one of the new cells owns more gene information than

the other. The chemical div is consumed out in the
process of cell splitting.

Death Process

There exist two kinds of death in the model. One is
unnatural death which is caused by the lack of some
matters or the abrupt change of environment. This kind of
death is often accompanied with the lower and lower level
of metabolism. Another kind of death is programmed cell
death which is caused by the increment of the

concentration of some chemical. We call this as chemical

death. When x“" reaches a given value, the i-th cell

will be disassembled and dead.

When a gene mutation destroys the gene information
which control the production of chemical death , it will
result in the unrestricted development of cells which is
similar to cancer and will destroy other cells ultimately.

During the process of cell splitting, the chemical
death is scattered into new cells randomly.

The programmed cell death is a necessary condition of
proper development of muiti-cellular organisms.

Further Analysis

In this section, we will use Petri net to analyze the model
that we proposed.

Petri net is often used to model the parallel systems in
theoretic computer science. The Petri net that we use here
is called place-transition net.
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A place-transition net consists of
places, represented as circles (O);
transitions, represented as boxes (O);
arrows from places to transitions O>0;
arrows from transitions to places 0> O;
a capacity indication for every place(represented as
abel K= ..);
a weight for every arrow(represented as a number);
an initial marking, defining the initial number of
tokens for every place(cannot be greater than the indicated
capacity).

Further knowledge about Petri net can be found in
[6,7].

ol . .

* %

The gene information we defined in previous section can
be model by Petri net, as shown in Fig. 4. The metabolism
in cells can also be described by a Perti net in which the
existence or absence of matters correspond to the places
and the M-rules correspond to the transitions. Given the
gene information and initial distribution of matters in a
cell, we can use Petri nets to analyze the performance of
the cell and determine what gene information are pivotal
for the cell. This is very important for distinguishing the
different cells which develop from the original cell.

Sequence of reactants

N 7N N -\
:‘ON\\ (@) {o;---(o,

Avtivating factors & %
N g . chemical rule,
O
’/\4‘_: :/_’_. I P ¢ _Y' i
‘\?/ - | chemical rule}—+— - . O
Absenceof 4 © - Genetic - Final product
inhibiting factors . infarmation|
s -
OO

Iﬁiérmedi;te product
Fig. 4 The Petri net for a piece of genetic information

Results of Experiments

In the experiment, the length of the binary strings which
represent the matters is 4, which means there are sixteen
matters in the model at most. Table. 1 is the reaction
matrix M. There mainly exists matter 0 in the environ-
ment. In cells, there are only one activating factor and one
inhibiting factor in each piece of gene information and
there are two reactants in the sequence of reactants. The
amount of each matter has limitation in cells. We arbitra-
rily designate chemical 15 as death. If the amount of death
exceeds thirty in a cell, the cell will die. The cell will also
die if there are not gene expression in the cell for a certain

time. The chemical div is designated as chemical 4. If the
amount of death exceeds eight, the cell will split. The rules
of the active matter exchange among cells are defined in
Table. 2. The rate of mutation is 0.05 in cells.

We first designed an original cell which owns gene
information and initial matters distribution. Then, several

copies of the cell are put into the digital environment to
develop and evolve. Through several generations, only the
cells which adapted the environment best could survive.

Through analyzing the metabolism of the cells by
drawing their correspondent Petri nets, we find one the
evolved cells has very interesting features. It first depends
on gene information 4 to produce matter 2 which is crucial
for the cell to produce div and survive. Later, after
splitting several times, the cells begin to form a group.
The inner cells show different behaviors with the outer
cell, they do not depend on gene information 4 to produce
matter 2 any longer, but depend on gene information 9,
and both the relationship among the outer cells and the
relationship among the inner cells increased. We interpret
this as cell differentiation and cell self-organizing. We
think that the cell differentiation is caused by the
deficiency of matter O in the inner cells. The snapshots of
its development are shown in Fig. 5 and its gene infor-
mation is listed in Table. 3.

Conclusions

In this paper, we propose a new framework for developing
multi-cellular digital organism. The metabolism process of
cells are defined. Some cell activities, such as cell splitting
and cell death, are modeled. Petri net is proposed as a tool
to analyze the metabolism of cells. The result of
experiments proves that our model can explain the
phenomena of cell differentiation and cell self-organizing
that take place in the development of multi-cellular
organisms. Our further work will focus on improving
definition of chemical rules and theoretic analysis of the
model.
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Table. 1 Reaction matrix. In (a,b), a is the amount of the product; b is the product.

0 1 2 4 5 6 7 8 9 10 11 12 13 14 15
0 32 21
1 3,2 1,0
2 12,1 1,0 2,9 3,15 1,6 34
3 2,11 2,14
4 3,6 1,3 3,5
5 3,6 3,7
6 2,9 2,11 3,7 3,8 3.2
7 3,8 1,2 3,8
8 3,15 1,2
9 1,6 3,2
10 2,14 2,13 2,11
11
12 1,3 2,13 3,14
13 3,8 3,14
14 2,11
15 3,4 3,5
Table. 2 Matter transition Table. 3 The genetic information of a cell
rules No. Activating Inhibiting Factors The Sequence of
chemical transport Factors Reactants
medium 1 2,15
0 none 2 13 1,2
1 7 3 0,2
2 11 4 0,1
4 13 5 1 15,4
5 14 6 4.5
6 8 7 9 6,2
7 12 8 6,7
8 none 9 0 6,9
9 5 10 8,2
10 none 11 12 7,8
11 none 12 9,2
12 none 13 6,5

t=31

' The cell which uses genetic information
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Fig. 5 The snapshots of the development of a cell
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ABSTRACT
A human-machine cooperative system for natural language processing is proposed. First, the system uses extended
competitive supervised learning algorithm to form the distributed representations, which could serve as the basis of
communication among the system modules. Second, a human-machine interactive mechanism is integrated into the
system to enhance the ability for new words processing. Because of human-machine cooperation, the system could
simulate higher lever cognitive behavior. Finally, this human-machine cooperation is also used in a computer art system
for antithesis generation, and gives out satisfactory result.

Keywords: Human-machine cooperation, Extended competitive supervised learning, Natural language processing.

1. Introduction

Now it comes to an era of the tremendous explosion in the amount of information available. As a result, it's urgent
to transform the field of Natural Language Processing (NLP) from theoretical models of very specific linguistic
phenomena to one guided by computational models that account for a wide variety of phenomena that occur in real-
world text. However, compared to other domains of Artificial Intelligence, the progress of NLP has been slow. A reason
explained by Minsky' is that none of our system can use "common sense" -- computers have no access to the meanings
of most ordinary words and phrases. Then it leads to the fact that systems even modules in a system cannot
communicate with each other.

In the kinds of models for NLP, the major appeal for connectionism is that the processing knowledge can be
extracted from examples through training process. Another feature of these connectionist models, which maybe its
advantage as well as disadvantage, is that they generally have very little internal architectural complexity. With this
feature, the neural network may appropriate for modeling low-level tasks. While it meets some difficulty in simulating
more complex cognitive phenomena. However, one of plausible solutions proposed in Dai® is to integrate several
network modules and the role of human into a whole system. Then, it also brings out the problem of the communication
between modules and human. In any integrated system, it needs a common set of terms to serve as the basis of
intercommunication. In the system for NLP, this set of terms could be the distributed semantic representation, through
which, modules of the system could be trained separately and then communicate with each other to accomplish high-
level cognitive tasks.

In this paper, the approach, Extended Competitive Learning (ECSL), intending to solve the communication
problem in connectionist systems, is enlightened by the idea of human-machine cooperation. It is no doubts that the
issue of modeling natural language belongs to the ill-structured problems, which means hard to construct models for
these problems. However, building models with human-machine cooperative method is a good solution for this kind of
problems. In the following section, we begin with the extended supervised learning algorithm to develop the distributed
representation and propose a human-machine interactive mechanism to deal with the new word processing. The ECSL is
also applied to the antithesis generation system.

2. Extended Competitive Learning Algorithm
2.1 the architecture of the ECSL

In real-world text, one word may have several different meanings; therefore it is better to use separate
representation to stand for different meaning. The proposed Extended Competitive Supervised Learning aims
particularly at solving the ambiguity of words. The work owes much to the FGREP proposed by Miikkulainen & Dyer®
and the competitive learning algorithm by Wang et al.* and Fei et al.’, but we propose an alternative architecture to
develop separate distributed representation for ambiguous words.

The architecture of ECSL is similar to a three-layer backward propagation network (Figure 1). The input layer is
divided into several groups and each group is divided into several assemblies, which represent different meanings of the
same word. The lexicon contents all the distributed representations of the word, and the different representations of the
same word are specified by a common ID. As a result, it is easy to tell apart the similar meaning of different word. The
lexicon also forms the target representation for the output layer. The error signal generated from the output layer
propagates through the hidden layer to the input layer. At the input layer, the different assemblies of the ambiguous word
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develop new representations through the competitive supervised learning.
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Figure 1. The snapshot of the ECSL architecture

2.2 ECSL Algorithm : :
The key point of the ECSL is to separate different meaning of the ambiguous words. This process happens at the

input layer while the error signal propagates to the input layer. The assemblies can be changed to develop the different
representations.

At the beginning of the training process, the lexicon randomizes every representation of the words, so it contents
no pre-encoded information. Every representation of the ambiguous word is input to the first layer. At the output layer,
the network is intended to produce the correct meaning. At every step, the network compares the output result to all the
representations of the ambiguous word, and selects the most similar representation as the target representation to modify
at the input layer. After several epochs, the representations of the ambiguous word could be distinguished.

In a sense, the process to modify the representation could be taken as a kind of competitive behavior among the
different representations of the same word. The following is the extended competitive learning algorithm.

Step 1. Initialize all the representations in the lexicon to uniformly distribute in the interval [0,1]; And the weights
within [-1, 1];

Step 2. Change the input sentence into semantic representation and concatenate all the representations to the input layer.

Step 3. Forward compute. From all the representations of item c, select the representation, R_,,,, which is most similar to
the output result, as the target representation to form the error signal:

1 2
E=~2_Z(Rci _Rcmaxi) ey
Ci
Back propagate the error signal to the input layer according to the BP algorithm (Rumelhart et al., 1986):
8= Z szwlij 2)
j

Where §; stands for the error signal for unit j in layer i, and w,; is the weight between unit i in the input layer
and unit j of the hidden layer.

Step 4. The representations at the input layer are changed according to the following error function:
ARy =nd,; » 3)
Where R,; is the kth representation component i of the item c. §,; is the error signal of the corresponding input

layer unit and 7 is the learning rate. To assure the limit of the representation value, the new component is
obtained as

Ryi (t+1) = A max[-1, min[1, Ry, (t) +AR,]] )

Where A is computed according to the following equation:

}\‘ {1’ 1{cki € Rmax
O’ Rcki 2 Rmax
Step 5. If there are training samples left, go back to step 2. Otherwise, go on to step 6.

®)
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Step 6. If the error is smaller than the desired value, training is finished. Otherwise, return to step 2 to begin another
training epoch.

The representation at the input layer could be seen as an extra layer of weights. The adjustment of representations
mainly takes place in the corresponding connections, while others are changed only by the momentum term. The
training process is a kind of competitive course, in which the maximal output assembly inactivates other ones
representing the same item. The process for the ECSL network to develop representations is based on the credit that
learning a language is learning the use of the language elements. Since the similar sentence structure may be met in the
training sample set, the ECSL has the ability to expect the new word's meaning by the given context.

2.3 Human-machine interactive mechanism in ECSL

The human-machine interactive mechanism integrated into the ECSL is to enhance its ability for new words
processing. As we said above, the ECSL has the ability to create the expectation for the new words. However, since
every word has its own distinct way in practical using while the sample set for training the ECSL network is limited, the
expectation of the new word maybe incorrect. It also could meet this case, the new representation generated by the
network and the learned words in the same category could be too similar to discern the new word’s own feature. To
avoid the inaccuracy and similarity, we need extra supervise to guide the expectation of new words. In another case, the
new word maybe ambiguous, the supervisor could tell the system to set multiple initial representation for it.

In ECSL, the human-machine cooperative mechanism is to ask the user yes/no question about the new words, until
the network could find a proper representation for the new words. In a sense, it is a kind of supervised learning, and the
learning occurs during testing or using. Both the machine and human encode the distributed representations.
Consequently, the lexicon is not unchangeable, but could enlarge its vocabulary as the system is under the instruction of
the user.

It is reasonable to question that how the ECSL could find the proper representation through the limited several
answers. Indeed, the ECSL does not only learn the new concept by the answers given by the user, it develops the new
representation based on the expectation. The detail process will be discussed in the ECSL's application in the antithesis
generation system.

4. Application in the Antithesis Generation System

The ECSL could be used in many practical systems, such as question-answering and immediate translation. In our
projects, we use it in a computer art system for antithesis generation. Antithesis, also called couplets in English, is a kind
of popular Chinese literature. Antithesis is unique for its succinct but vivid description and its strict format. One
antithesis often consists of two sentences: one is called up-sentence, and another down-sentence. The two sentences are
required to be similar or flowing in meaning and identical in structure. In English, there also exist some sentence alike,
but these couplets in English are far less strict, abundant and varied than Chinese antithesis. For example:

Easy come easy go.
It was the spring of hope; it was the winter of despair.
Joy for his fortune; honor for his valor.

In this computer art system, for a given up-sentence, it should output the down-sentence, which is matching to the
given sentence according to the given rules. Many words in the antithesis have multiple meaning and usage. It is no
doubt that this is a tough problem and requires the system should integrate at least two modules dealing with the
sentence processing and sentence generation. However, the antithesis is also an idea area for connectionism, since many
idioms and fixed couplets form some implicit rules, such as 7 LLI (mountain) vs. %g7K(river). So we choose the neural
networks to design the whole system, and the ECSL not only plays the role of communication basis, but also is a module
of sentence processing, which sign the case role for sentences. In the system, based on the distributed representation
lexicon, all the modules can be further trained to complete particular tasks. The following example illustrates how the
ECSL works in the system.

In the Chinese antithesis, "#" (spring) belongs to the words that often use. But in Chinese, it also has two meaning:
one means season, which is often used, while another means spring-like and could be used as a verb. For example:

# A KHbh (Spring comes.) 1)
Here spring (¥) serves as a noun.
HEFFF  (My homeland is forever spring-like.) )

Here spring (3&) serves as a verb in this sentence.
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The second meaning of the word #& (spring) seldom occurred in the antithesis. But the supervisor knows the word
is an ambiguous one, so the network initializes two semantic representations for the word. For the seldom-used one, the
ECSL network could expect that spring means spring-like and functions as a verb in the sentence according to many
learned example structure similar to this case. For example:

WA FAKAE (The land of my country is always beautiful.) 3)

The sentence 3 is the up-sentence of sentence 2. (There are also many sentences alike that are not couplets of the
sentence 2.) At here, Bl means beautiful and could function as a verb. So the ECSL network may expect % also could
serve as a verb in the similar sentences. And now the human-machine mechanism is working. The network could
generate the sentence:

A FFk & (C))

This sentence is correct in its meaning. So the supervisor gives YES as the answer and this signal the network to
produce another meaning of % that similar to the representation of [. But the word fii also have other usage, for a
instance, it could means nice in the sentence Xl H i ( The breeze is warm and the sunshine is nice.). So the network
could also expect % has similar usage. It outputs the sentence:

WFIH % )

And now the supervisor would not agree this sentence, so the NO signal gives to the network. According to this
signal, the representation of % could be correct not too similar to the representation of fi. After several learning epoch
like this, the network could find the proper representation for the ambiguous word %. One thing we must point out is
that in the training set of antithesis, there are many sentences have similar structure as that of the sentence 2. So the
outputs of the ECSL network may contain many expectations of one word. The criteria we use here is that for all the
sample sentence containing the ambiguous word, the network would point out its proper representations.

S. Conclusion

In this paper, we propose a human-machine cooperative approach for natural language processing, which is aimed
for developing semantic representation and solving ambiguity of the words. Because the system involves the active role
of human, it could use small training set to deal with larger real-world text. Besides this advantage, the ECSL also
provides an open semantic lexicon to serve as the basis for communication among modules in the integrated system.
During the training and the using process, because human is the system’s supervisor, the lexicon could be changed larger
and more suitable for the particular problem intended to resolve. After integrated several modules and the human role,
the connectionist system could simulate high-level cognitive phenomena such as antithesis understanding and
generation.

According to the ECSL’s application in the computer art system -- the antithesis generation system, the human-
machine cooperative approach seems effective to those ill- structured problems in the domain of artificial intelligence.
The human and the machine work together to model the language lexicon, which is hard to be represented by
mathematics functions and computer programs. With this open lexicon, the system could be added more modules and
without slowing down the learning process and increasing the complexity of computation. The system could also begin
with a small training set, and gradually enlarge its vocabulary through the supervisor role of human user. We believe that
human-machine cooperation is a potential approach to solve more complex natural language processing problem.
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Abstract — Autonomous agent should possess the
ability of adapting its cognition structure to
dynamic changing environment. This ability may
“ be achieved when autonomous agents interact with
the environment. An adaptive classifier system tree
is proposed in this paper for extending genetic
based machine learning in dynamic environment.
The architecture has the properties of self-
similarity and self-organization. When environ-
ment changing is inspected, autonomous agent can
adapt its cognition structure to the new environ-
ment so that cognition can be achieved by a high
efficiency. After a description of the dynamic
structure and the principle of the structure’s self-
organization, experiments illustrate how the
architecture works together with discussions are
given.

Keywords — autonomous agents, genetic based
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1 Introduction

The traditional knowledge-based approach to
artificial intelligence explains the cognitive abilities of
the brain by means of symbol manipulation and
reasoning. Although this approach is successfully
applied in domains such as medical diagnosis and ore
exploration [Buchanan'], it seems to lack the
flexibility and expressiveness of natural cognitive
systems. Much work done in behavior based robotics
show it may be a better way to achieve this kind of
cognition. [Holland?*].

Early work done in behavior-based robotics
focuses on the design of appropriate robot behavior
and behavior coordination techniques [Brooks‘].
Recent work done by M.Dorigo et al’ develops an
architecture of cognition based on both ethnologic and
evolutionary considerations. Their work shows that
the introduction of evolutionary approach to cognitive
process is a plausible and powerful way to develop
intelligent systems.

We point out, however, that an autonomous agent
must possess the ability of adapting its own cognition
structure to the changing environment. In this paper,
we intend to construct an adaptive architecture of
cognition based on this consideration. In this
architecture, complex environment input can be
inspected and divided into simple ones; simple

cognition units are designed to achieve the cognition
of these simple inputs and pass cognition result to
higher level unit. After coordination by higher level
unit, agent’s final cognition result is obtained. The
architecture has the properties of self-similarity and
self-organization.

The rest of the paper is organized as follows: In
Section II, we briefly review principles of genetic
algorithm, genetic-based machine learning and
classifier system. In Section III, we describe our
adaptive architecture and the process of the
architecture’s self-organization, including principles
and algorithms of width and depth extension. Section
IV introduces the experiments and the results,
together with the discussion and analysis. Finally, in
Section V, a summarization of current architecture and
a preview of future work are given.

2 Genetic Algorithm, Genetic Based
Machine Learning and Classifier System

Genetic algorithms intent to get optimum solutions
of a given problem by mechanics of natural selection
and natural genetics Goldberg®. Genetic based
machine learning (GBML) uses genetic algorithm to
find and recombine new rules based on the
hypothesize that new and better rules may be created
by recombination of old ones Goldberg®. Classifier
system is a rule-based learning system proposed by
Holland. Being a common GBML architecture,
classifier system adjusts the strength of each classifier
from environmental feedback and discovers new rules
using genetic algorithms Goldberg®.

A classifier system consists of three sub-systems:
rules and message system, credit assignment system
and rule discovery system (see Fig.1).

rule discovery system (GA)

credit assignment system (Bucket Brigade
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—
—
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Fig.1 : Schematic of Classifier System

I-31



An environmental message, which is recognized
by detectors, is sent to the rules and message system,
where it is matched with the condition part of each
classifier (normalized condition-action rule). The
action part of those matched classifiers will be sent to
effectors where corresponding action will be carried
out. With the Bucket Brigade algorithm, the credit
assignment system evaluates classifiers according to
their relative usefulness to the system, i.e., their
ability to make the system respond correctly to the
environmental messages. In the rule discovery system,
those useful rules will be utilized as “building blocks”
to generate new and plausibly better rules under the
operations of a genetic algorithm [Goldberg®].

In order to increase the adaptability of classifier
systems under dynamic environment, some
architectures have been proposed. M.Dorigo et al®
developed an architecture of cognition based on both
ethnologic - and evolutionary considerations. Their
work shows that hierarchical and parallel model is a
plausible and powerful way to develop adaptive
‘intelligent systems.

3 Self-organization Classifier System Tree

The autonomous agent must have the ability to
adapt its cognitive structure to the dynamic
environment. In order to do this, we proposed an
adaptive architecture which can modify its structure in
dynamical while interacting with the environment. In
this section, we would like to give an overview of our
adaptive classifier system tree. A complete model will
be given in subsection A. The dynamic structure of
the architecture and the principle of the structure’s
self-organization as well as two key mechanisms —
width extension and depth extension will be described
with detail in subsection B.

A The Complete Model
The basic unit of the architecture is referred as

(a)

Environment

(b) ,
Fig. 2 : The Complete Model
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node that consists of a classifier system and a control
unit. The control unit can feel the stimulation of the
environment and make decision; the classifier system
is the core of the cognition ( Fig.2 [a] ). There are
many nodes working in parallel in the system. Each
node learns a simple knowledge through interacting
with the environment or other node. The goal of the
whole system is to implement cognition through the
coordination of the simple knowledge. The whole
architecture is a tree-like one that has the property of
fractal and self-similarity( Fig.2 [b] ).

We now give definitions of different knowledge.

Def 1 (Behavioral Knowledge) : Knowledge is
called behavioral one if and only if the input
message of the knowledge is directly from the
environment.

Def 2 (Coordination Knowledge) : Knowledge is
called coordination one if and only if the input
message of the knowledge is from other nodes,
not the environment.

With above definitions, we can continue our
discussion. Typically, only leaf nodes response the
stimulation of environment, so learning how to
response behavioral knowledge is the main duty of a
leaf node. By contrast, middle level nodes and root
node have the responsibility to coordinate the
behavior produced by lower level nodes, so learning
coordination knowledge is the main duty of a middle
level node and the root node. Specially, root node
plays the most important role in the architecture, for
all the behaviors will be coordinated by root node
ultimately. And the total model is self-organized by
the root node through inspecting the change of the
environment as follows.

B Principle of Self-organization

The dynamic structure of the architecture and the
principle of the structure’s self-organization are show

Environment Environment

(a)

Environment Environment

(c) (d)
Fig.3 : Self Organization of the Architecture



in (Fig. 3.), where node is referred as ‘CS’. We now
describe the principle:

1) At the beginning (a), there is just one node —
root node(CS1) in the system. The node can
realize the stimulation of environment by its
control unit and learn how to response it by its
classifier system.

2) When environment changed and a new
stimulation created (b), the root node can inspect
the change. It will then create two new leaf nodes
(CS2 and CS3) to respond the stimulation
separately under the coordination of itself.

3) When environment changed again and a new
stimulation created once more (¢, d), the root
node can also inspect the change. According to
system’s current status and the new stimulation’s
type, system will do width extension or depth
extension. Width extension (c) is that an
appropriate parent node creates a new leaf node
(CS4) directly to respond the stimulation. Depth
extension (d) is that the system creates a middle
level node (CS4) and assign it to create two leaf
node (CS2 and CS5) to deal with two sub-type
stimulation belong to the same type. After
extension, this parent node (CS4) coordinates
child nodes (CS2 and CS5) and transfers
coordinating result to its upper levels until to the
root node, which will decide the system’s
behavior ultimately.

4) Nodes related to certain stimulation will be
deleted by the system under some special
conditions so that the infinite increment of the
tree can be avoided.

5) Whenever the root node inspects the change of
the environment, the structure of the system will
adapt to the environment by principles mentioned
in 3) and 4).

We now summarize the main features of our
architecture as follows:

1) The architecture is a tree-like one that has the
property of fractal and self-similarity;

2) All the nodes in the system work in parallel;

3) Leaf nodes learn behavioral knowledge; middle
nodes and root learn coordination knowledge
respectively.

4) Once the root node inspects the change of the
environment, it will drive the whole system
reconstruct its architecture dynamically. '

5) Once leaf nodes realize the stimulation of the
environment, they will learn by their classifier
systems to create the related behaviors and
transfer them to their parent nodes.

6) Parent nodes in different levels will also learn by
their classifier systems to coordinate the

behaviors that are passed by their child nodes.
The coordinating result will be passed to their
upper level until to the root node, which will
decide the system’s behavior ultimately.

4 Experiments and Discussions

In this section, we would like give the experiments
and discussions about our tree-like architecture. Our
purpose in the experiment is to make sure the width
extension and depth extension can be achieved by the
agent itself under various environment settings.
Firstly, in subsection A, we describe the simulation
experiment settings. And then, in subsection B, we
will discussion the details of using our model to learn
a serial increasingly defined problems.

A Experiment Settings

Wilson® has proposed a simplified version of
Holland’s original classifier system. It is called
Zeroth Level Classifier System (ZCS). Inspired by
the facts that ZCS has been successfully used to deal
with the animat problem [Wilson’], we use a ZCS as
the cognition core in our adaptive architecture. Thus
the node in our experiment can be illustrated as Fig. 4.

Fig.4 : A node in current experiment

M.Dorigo et al’ proposed an experiment in which
a simulated robot learns to follow a light source and
meanwhile avoid a heat source. Our experiment is
excited by what M.Dorigo did.

The experiment is about an animat following its
food and avoiding its natural enemy. The settings can
be described increasingly as follows:

Problem 1 (Simple Following) : In this problem,
the animat intends to follow its food, which may
be moving in a certain orbit.

Problem 2 (Following and Avoiding) : In this
problem, the animat intends to follow the moving
food, at the same time it should try its best to
avoid a moving natural enemy.

Problem 3 (Following and Avoiding Two Things) :
In this problem, the animat intends to follow the
moving food, at the same time it should try its
best to avoid two different moving natural
enemies.

The increasing defined experiment settings will
enable us to test whether our adaptive architecture can
modify its structure in the fly. For either width
extension or depth extension is needed in the serial of
problems. We then discuss experiment result.
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B Results and Discussions

We firstly put the simulated autonomous agent in
the environment and let it to learn problem 1. Since
there is just one behavior — following food in
problem one, only one node — root node needed for
achieve the cognition. It is shown that the root node
can master the ability in a short time.

The second step is to increase the difficulty of
learning. In order to do this, we add a natural enemy
in the environment and the problem is changed to
problem 2. Since the input message of food and the
natural enemy are different. The root node can
inspects it and do width extension ( recall Fig.3[b] ) to
adapt the change of the environment. It is shown that
the autonomous agent with the parallel cognition
structure can master the ability of avoiding while
following quicker than a agent do not possess it.

The third step is to increase the difficulty of
learning again and make it even more complex. In
order to do this, we add another natural enemy in the
environment and thus there are two natural enemies
the agent should avoid while following its food. The
environment setting is thus changed to problem 3.
Since the input message of food and the natural
enemies are different. The root node will inspects the
change and do depth extension ( recall Fig.3[d] ) to
adapt the environment. It is shown that the
mechanism of using different simple cognition units
to response different kinds of knowledge ( following
or avoiding ) and then coordinating the result with
another unit is a better way to achieve complex
cognition.

5 Conclusions

In this paper, an adaptive architecture has been
proposed for extending genetic based machine
learning in dynamic environment. The architecture
has the properties of self-similarity and self-
organization. There are two key mechanisms when the
architecture organizes its structure on fly. One is
width extension, which is used in case the new input
message is exclusive. The other is depth extension,
which is used in case the new input message is
additive one. The experiment result shows that our
self-organization architecture can achieve cognition in
a high efficiency, it is due to the division of input
message and the parallel running of nodes.

There are several things worth considering about.
First, how to determine the kind of an input message.
If message types are predefined, the advantage of self-
organization architecture will be limited to a large
extent. If all the message types are new to such an
architecture, there is a problem when using the
architecture to a real robot for its sensor must be made
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before running. There may be a trade-off between the
architecture of cognition and the sensibility to
environment in a real robot.

Second, although how to store and make use of
experience knowledge has been introduced when
doing width extension and depth extension, it is not
enough for a real robot. When constructing a real
robot, or in the future, constructing an artificial life
body, its cognition architecture must have the ability
to do planning, scheduling and to make decisions as
well as respond to the environment. We believe nature
is the exhaustless source to borrow from. Under
coordination of evolution algorithms, a hybrid
architecture including expert system, neural network,
petri net as well as our adaptive classifier system may
be a plausible way to achieve this.

Third, our model and experiment so far just touch
upon one autonomous agent. In the real world, the
coordination of multi-agents will be a very important
research domain. Whether our self-organization
architecture can be extend and then used in this
domain? It is a problem worth thinking.
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Abstract: Linguistic Geometry (LG) includes the
syntactic tools for reasoning about multiagent concurrent
pursuit-evasion games. This approach based on
mathematical modeling of expert heuristics. It gives us
powerful tools for reducing the search space in various
problems by introducing a concurrent game and
decomposing it into a hierarchy of dynamic interacting
subsystems. This paper introduces a reader to a series of
search problems (robot war games) of gradually increased
dimension where the LG tools have been successfully
applied. We may suggest that these tools allowed us to
distinguish a new class of low complexity problems
among those that are usually considered as NP-complete.

Keywords: games, simulation, linguistic geometry,
concurrent system, search heuristics, multiagent system.

1. Computational Challenges

Land combat operations, aircraft combat missions, tracking
and possible interception of missiles and satellites,
surveillance operations, etc. can be unified as problems of
optimal operation of concurrent multiagent systems.
Unmanned aircraft or tanks may participate in
reconnaissance missions or in the full scale combat
operation. Similar teams of intelligent vehicles may be
dispatched by the adversary. Control of those activities
requires permanent adaptation to the intermediate results
and dynamic re-computation in real time. Space combat
simulation problems are, in general, similar to the other
military combat simulations. However, the astrodynamics
of the spacecraft makes these problems significantly more
complex. Another factor is the vehicle’s autonomy. While
the autonomy of the land, navy, and aerial vehicles is
highly desirable, it is essential for the spacecraft,
especially, if they are away from Earth. Simulation and
control of the two-three spacecraft combat requires
enormous amounts of computations. Different multiagent
systems like problems of intelligent manufacturing,
software re-engineering, network integrity (Internet
Cyberwar), etc. can be represented as combat simulations.
Conventional models of combats can achieve
computational and, sometimes, analytical solutions for the
simple cases. Real world cases employing those approaches
are, however, computationally intractable.

None of the conventional approaches to the above
problems allows to scale up to the real world systems with
respect to the number of agents, dynamic change of their

capabilities, size (and dimension) of the operational district,
concurrent actions, real time requirements, etc. One of the
main difficulties is the enormous complexity of
computations due to the exponential growth of the number
of variants of the system’s operation to be analyzed.

2. Development of Linguistic Geometry

Linguistic Geometry (LG) (Stilman, 1993-1998) includes
the syntactic tools for knowledge representation and
reasoning about concurrent multiagent systems by
modeling them as discrete pursuit-evasion games. The LG
tools provide a framework for the evaluation of
computational complexity and accuracy of solutions, for
generating computer programs for specific problem
domains. LG allowed us to discover the inner properties of
human expert heuristics that are successful in a certain
class of games. This approach provides us with an
opportunity to transfer formal properties and constructions
from one problem to another and to reuse tools in a new
problem domain. In a sense, it is the application of the
method of a chess expert to robot control or maintenance
scheduling and vice versa.

What do we know about the method of a chess expert?
Of course, a computer is the perfect tool for discovering
and modeling such a method. The history of computer
chess began with a paper by Professor Claude Shannon
(1950) in which he introduced the framework that guided
further development. Employing mostly the brute force
search, relying ultimately on computer speed, computer
chess programs gradually increased their level of playing
(Newborn, 1996). In the middle of the 90s this level
reached the one of a grandmaster. After the May 1997
historical event, when the Deep Blue computer chess
system defeated World Chess Champion Gary Kasparov,
this problem lost its exciting attractiveness. In the June 6,
1997 issue of Science magazine Professor John McCarthy
(1997) wrote: "In 1965 the Russian mathematician
Alexander Kronrod said, "Chess is the Drosophila of
Artificial Intelligence.” However, computer chess has
developed much as genetics might have if the geneticists
had concentrated their efforts starting in 1910 on breeding
racing Drosophila. We would have some science, but
mainly we would have very fast fruit flies."

All the major advances in computer chess, including the
Deep Blue system triumph, were related to the brute force
approach. What can we learn from these advances for
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different problems, particularly, for the problems of much
higher dimension? Not much. Even in the future we would
not be able to solve these problems employing the brute
force. The grandmaster's approach (of almost no search) has
not been discovered yet. After the 1997 event, it is more
important than ever before, that chess stays as a scientific
Drosophila of Al and not just a racer (McCarthy, 1990,
1997). :

Not all the research in computer chess went in the
direction of the brute force. In the 70s and 80s project
PIONEER led by the Former World Chess Champion,
Professor Mikhail Botvinnik was developed in Moscow,
Russia. In his book (1984) Botvinnik writes that the brute
force method is "hardly capable of further progress. It is the
computer turn to adopt a more fruitful method - perhaps
PIONEER. And if PIONEER is unsuccessful, we must
believe that other method will be found. The problem must
and will be solved."

LG is the direct successor of the project PIONEER.
Since 1980, the theoretical foundations of the models
constructed in the course of this project have been
developed. In 1991, this approach was named Linguistic
Geometry (LG). A reason for this name is the geometrical
nature of discovered heuristics and the mathematical tools
of the theory of formal languages used to formalize them.
A story behind this formalization is as follows. In the
1960’s, a formal syntactic approach to the investigation of
properties of natural language resulted in the fast
development of a theory of formal languages by Chomsky
(1963), Ginsburg (1966), and others. This development
provided an interesting opportunity for dissemination of
this approach to different areas. In particular, there came an
idea of analogous linguistic representation of images. This
idea was successfully developed into syntactic methods of
pattern recognition by Pavlidis (1977), Fu (1974), and
picture description laniguages by Shaw (1969), and others.
Searching for the adequate mathematical tools formalizing
human heuristics of dynamic hierarchies, the author
transformed the idea of linguistic representation of complex
real world and artificial images into the idea of similar
representation of complex hierarchical systems (Stilman,
1985). However, the appropriate languages possess more
sophisticated attributes than languages usually used for
pattern description. The origin of such languages can be
traced back to the research on programmed attribute
grammars by Knuth (1968), Rozenkrantz (1969), and
others. A mathematical environment for the formal
representation of this model based on the first order
predicate calculus was developed following the theories of
formal problem solving and planning by McCarthy and
Hayes (1969), Nilsson (1980), and others.

3. Complex Systems

The LG model must interpret the definition of Complex
System. Formally, Complex System is the following
eight-tuple (Stilman, 1993a):

<X, P, Rp' {ON}, v, Si’ St’ TR>, where

— X={xi} 1s a finite set of points; locations of elements;

— P={p,} is a finite set of elements; P is a union of two
non-intersecting subsets P and Py;

— Rp(x, y) is a set of binary relations of reachability in X

(x and y are from X, p from P);

— ON(p)=x, where ON is a partial function of placement
from P into X;

— v is a function on P with positive integer values
describing the values of elements.
The Complex System searches the state space, which
should have initial and target states;

— S; and S are the descriptions of the initial and target

states in the language of the first order predicate
calculus, which matches with each relation a certain
formula. Thus, each state from S; or S; is described by

a certain set of formulas {ON(pj) =X b

— TR is a set of operators, TRANSITION(p, x, y), of
transitions of the System from one state to another one.
These operators describe the transition in terms of two
lists of formulas (to be removed from and added to the
description of the state), and a list of applicability of
the transition. Here,

Remove list: ON(p) = x, ON(q) = y;

Add list: ON(p) = y;

Applicability list: (ON(p) = x) A Rp(x,y),
where p belongs to P and q belongs to P, or vice

versa. The transitions are carried out with participation
of a number of elements p from PI’ P2.

The elements of the Complex System are divided into two
subsets Py and P,. They might be considered as units

moving along the reachable points (locations). Element p
can move from point x to point y if these points are
reachable, i.e., Rp(x, y) holds. The current location of each

element is described by the equation ON(p) = x. Thus, the
description of each state of the System {ON(pj) =X} is

the set of descriptions of the locations of elements. The
operator TRANSITION(p, x, y) describes the change of the
state of the System caused by the move of the element p
from point x to point y. The element q from point y must
be withdrawn (eliminated) if p and q do not belong to the
same subset (P or P,). The problem of the optimal

operation of the System is considered as a search for the
optimal sequence of transitions leading from the initial
state of S; to a target state of S¢

To avoid exhaustive search in Complex Systems we
introduce new representation: a hierarchy of formal
languages (Stilman, 1993a, 1993b, 1993c, 1997c, 1998c).

4. Series of Combat Simulations

In Sections 5-7 we consider a series of examples of combat
simulation problems. These are Reti-like problems, i.e.,
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the generalizations of the R.Reti endgame (1920), (Fig. 1).
They are simple enough to be used as the first
demonstration of the LG approach. On the other hand, they
are not trivial and require significant search to be solved
employing conventional approaches. Professor McCarthy
(1998) writes: "Note that Reti's idea can be implemented
on a 100x100 board, and humans will still solve the
problem, but present (conventional, i.e. brute force - B.S.)
programs will not .... Chess can serve as a Drosofila for Al
if Al researchers try to make a program that (will) come up
with the idea needed to solve the problem on a board of
arbitrary size."

A series of three problems includes generalization
suggested by Professor McCarthy. The first problem is just
a reformulation of the R. Reti endgame. The second is a
similar problem in the 3D space/board, while the third is a
totally concurrent version of the Reti endgame for the nxn
board. All three of them and many different, significantly
more complex problems have been solved employing LG
tools (Stilman, 1998c). This result is exciting because the
solutions are constructive: they have been obtained without
search and with simultaneous proof of optimality. In
particular, it can be suggested that these problems are
representatives of a wider class of problems of low
computational complexity (probably, O(n4)). This would
be a new subclass in a class of NP-complete problems. It
is likely that many real world problems considered in
Section 1 including robot combat simulations are members
of this subclass.

5. 2D/4A Robot Combat

Consider a problem of simplified air combat with 4 aircraft
and 2D operational district. Basically, we have to define an
operational district, the set of points X, mobile units, i.e.,
the set of elements P broken in two subsets-opposing
sides, P1 and P, and moving abilities of the elements,
relations of reachability Rp(x, y).
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Figure 1. 2D serial model for 8x8 district.

Robots with various moving abilities are shown in Fig.
1. The operational district X is represented as 2D 8x8
square grid. Robot W-FIGHTER (White Fighter) standing

on h8, can move to any next square (shown by arrows).
The other robot B-BOMBER (Black Bomber) from hS can
move only straight ahead, one square at a time, e.g., from
h5 to h4, from h4 to h3, etc. Robot B-FIGHTER (Black
Fighter) standing on a6, can move to any next square
similarly to robot W-FIGHTER (shown by arrows). Robot
W-BOMBER standing on ¢6 is analogous with the robot
B-BOMBER; it can move only straight ahead but in reverse
direction. Thus, robot W-FIGHTER on h8 can reach any of
the points y e {h7, g7, g8} in on step, i.e., Rw -

FIGHTER(hg’ y) holds, while W-BOMBER can reach only
c7 in one step.

Assume that robots W-FIGHTER and W-BOMBER
belong to one side, while B-FIGHTER and B-BOMBER
belong to the opposing side: W-FIGHTER € Py, W-

BOMBER € P, B-FIGHTER € P,, B-BOMBER € P,.

Also assume that two more robots, W-TARGET and B-
TARGET, (unmoving devices or target areas) stand on hl
and c8, respectively. W-TARGET belongs to P, while B-

TARGET € P,. Each of the BOMBERs can destroy

unmoving TARGET ahead of the course; it also has
powerful weapons able to destroy opposing FIGHTERs on
the next diagonal squares ahead of the course. For example
W-BOMBER from c6 can destroy opposing FIGHTERs on
b7 and d7. Each of the FIGHTER:s is capable to destroy an
opposing BOMBER approaching its location, but it is also
able to protect its friendly BOMBER approaching its
prospective location. In the latter case the joint protective
power of the combined weapons of the friendly BOMBER
and FIGHTER can protect the BOMBER from interception.
For example, W-FIGHTER located at d6 can protect W-
BOMBER on c6 and c7.

The combat considered can be broken into two local
operations. The first operation is as follows: robot B-
BOMBER should reach point hl to destroy the W-
TARGET, while W-FIGHTER will try to intercept this
motion. The second operation is similar: robot W-
BOMBER should reach point c8 to destroy the B-
TARGET, while B-FIGHTER will try to intercept this
motion. After destroying the opposing TARGET the
attacking side is considered a winner of the local operation
and the global battle. The only chance for the opposing
side to avenge is to hit its TARGET on the next time
increment and this way end the battle in a draw. The
conditions considered above give us S,, the description of

target states of the Complex System. The description of
the initial state S; is obvious and follows from Fig. 1.

Assume that motions of the opposing sides alternate and
due to the shortage of resources (which is typical in a real
combat operation) or some other reasons, each side can not
participate in both operations simultaneously. It means
that during the current time increment, in case of White
turn, either W-BOMBER or W-FIGHTER can move.
Analogous condition holds for Black. Of course, it does not
mean that if one side began participating in one of the
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operations it must complete it. Any time on its turn each
side can switch from one operation to another, e.g., by
transferring resources (fuel, weapons, human resources,
etc.), and later switch back. An example without these
restrictions is considered in Section 7.

It seems that local operations are independent, because
they are located far -from each other. Moreover, the
operation of B-BOMBER from h5 looks like
unconditionally winning operation, and, consequently, the
global battle can be easily won by the Black side.

Is there a strategy for White to make a draw?

The specific formal question is as follows. Is there an

optimal strategy that provides one of the following:

1. Both BOMBERs hit their targets and stay safe for at
least one time increment, or

2. Both BOMBERs are destroyed before they hit their
targets or immediately after that?

Of course, it can be answered by the direct search

employing, for example, minimax algorithm with alpha-

beta pruning. Experiments with computer programs and

theoretical evaluations showed that in order to solve this

problem employing conventional approaches the search tree

must include at least \/(913) ~ 1.5 million moves.

A solution generated by the LG tools without search is

shown in Fig. 2.
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Figure 2. Solution to 2D/4A problem.

This solution can be explained as follows. At first, the W-
FIGHTER should move along the diagonal of the square
district h8-g7-f6, etc. The following strategy depends on
the Black actions. If B-BOMBER is active and moving to
the destination hl then W-FIGHTER will have enough
time to approach W-BOMBER and protect it. Otherwise, if
B-FIGHTER is active and moving to intercept W-
BOMBER then W-FIGHTER will have enough time to
intercept B-BOMBER before it hits the TARGET or
immediately after that. The number of moves "searched" is
just the number of moves included in the solution (Fig. 2).
The construction and the proof of optimality are presented
in (Stilman, 1998a, 1998b, 1998c).

6. 3D/4A Robot Combat

Consider a 3D version of the 2D/4A problem. Space robot
vehicles with various moving abilities are shown in Fig.
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3. The operational district X is the 3D grid of 8x8x8§.
Robot W-INTERCEPTOR (White Interceptor) located at
118 (x =1,y =1, z = 8), can move to any next location,
ie., 117, 217, 218, 228, 227, 128, 127. The other robotic
vehicle B-STATION (double-ring shape in Fig. 3) from
416 can move only straight ahead towards the goal area 816
(shaded in Fig. 3), one square at a time, e.g., from 416 to
516, from 516 to 616, etc. Robot B-INTERCEPTOR
(Black Interceptor) located at 186, can move to any next
square similarly to robot W-INTERCEPTOR. Robotic
vehicle W-STATION located at 266 is analogous with the
robotic B-STATION; it can move only straight ahead
towards the goal area 268 (shaded in Fig. 3). Thus, robot
W-INTERCEPTOR on 118 can reach any of the points y
€ {117, 217, 218, 228, 227, 128, 127} in one step, i.c.,
RW_INTERCEPTOR(118, y) holds, while W-STATION
can reach only 267 in one step.

Figure 3. 3D/4A space robot combat.

Assume that robots W-INTERCEPTOR and W-
STATION belong to one side, while B-INTERCEPTOR
and B-STATION belong to the opposite side: W-
INTERCEPTOR € P;, W-STATION e Py, B-
INTERCEPTOR € P;, B-STATION e P5. Also assume
that both goal areas, 816 and 268, are the safe areas for B-
STATION and W-STATION, respectively, if station
reached the area and stayed there for more than one time
interval. Each of the STATIONs has powerful weapons
capable to destroy opposing INTERCEPTORsS at the next
diagonal locations ahead of the course. For example W-
STATION from 266 can destroy opposing
INTERCEPTORs at 157, 257, 357, 367, 377, 277, 177,
167. Each of the INTERCEPTORs is capable to destroy an
opposing STATION approaching its location from any
direction, but it also capable to protect its friendly
STATION approaching its prospective location. In the
latter case the joint protective power of the combined
weapons of the friendly STATION and INTERCEPTOR



(from any next to the STATION area) can protect the
STATION from interception. For example, W-
INTERCEPTOR located at 156 can protect W-STATION
on 266 and 267.

As in the 2D case, the combat can be broken into two
local operations. The first operation is as follows: robot B-
STATION should reach the strategic point 816 safely and
stay there for at list one time interval, while W-
INTERCEPTOR will try to intercept this motion. The
second operation is similar: robot W-STATION should
reach point 268, while B-INTERCEPTOR will try to
intercept this motion. After reaching the designated
strategic area the (attacking) side is considered as a winner
of the local operation and the global battle. The only
chance for the opposing side to avenge is to reach its own
strategic area within the next time interval and this way end
the battle in a draw. The conditions considered above give
us S¢, the description of target states of the Complex
System. The description of the initial state Sjis obvious
and follows from Fig. 3. Analogously with 2D/3A
problem only one vehicle at a time can move and Black and
While alternate turns. It is White turn at the Start State. Is
there a strategy for the White to make a draw?

A solution to this problem is similar with 2D/4A
problem. Of course, it can be found by the direct search
employing, for example, minimax algorithm with alpha-
beta pruning. Theoretical evaluation and experiments with
the computer programs showed that the search would

require billions of moves, at least \/(2713). The solution
obtained by the LG tools by construction of strategies is as
follows. At first, the W-INTERCEPTOR should move
along the main diagonal of the 3D district 118-227-336,
etc.. It must not follow the main diagonal exactly; minor
deviations are possible. The following strategy depends on
the Black actions. If B-STATION is active and moving to
destination then W-INTERCEPTOR will have enough
time to approach W-STATION and protect it. If B-
INTERCEPTOR was active and moved to intercept W-
STATION then W-INTERCEPTOR would have enough
time to intercept B-STATION. The construction and the
proof of optimality are similar to the 2D case (Stilman,
1998a, 1998b, 1998c). The preliminary results are
published in (Stilman, 1996a, 1998c¢).

7. Totally Concurrent Combat

Consider another generalization of the 2D/4A problem.
Robots with various moving abilities are shown in Fig. 4.
The operational district X is the nxn grid, n>7. Robots W-
FIGHTER, W-BOMBER, B-FIGHTER and B-BOMBER
and their moving abilities are similar with those from the
2D/4A problem (Section 5). The main difference is that all
the units can move simultaneously. It means, for example,
that during the current time increment, all four vehicles,
W-BOMBER, W-FIGHTER, B-BOMBER, and B-
FIGHTER, three of them, two, one, or none of them can
move.
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Figure 4. 2D totally concurrent model
for the nxn district.

Other differences are as follows. Each of the
FIGHTERES is able to destroy an opposing BOMBER by
moving to its location, but it also able to destroy an
opposing BOMBER if this BOMBER itself arrives at the
current FIGHTER’s location. For example, if the B-
FIGHTER is at location (6, 1) and W-BOMBER arrives
there (unprotected) then during the same time increment it
destroys the B-TARGET and is destroyed itself by B-
FIGHTER. Each BOMBER can be protected by its friendly
FIGHTER analogously with 2D/4A problem.

Each of the BOMBERSs is vulnerable not only to a
FIGHTER’s attack but also to the explosion of another
BOMBER. If W-FIGHTER hits B-BOMBER while the
latter is fully armed, i.e., it is not at its final destination —
square (1, n), and W-BOMBER is moving during the same
time increment, it will be destroyed as a result of the B-
BOMBER'’s explosion. If W-BOMBER is not moving at
this moment it is safe. Similar condition holds for the B-
BOMBER: it can not move at the moment when W-
BOMBER is being destroyed (excluding (6, 1) where
destruction might happen only after the W-BOMBER hits
the B-TARGET).

The combat considered can be broken into two local
operations. The first operation is as follows: robot B-
BOMBER should reach location (1, n) to destroy the W-
TARGET, while W-FIGHTER will try to intercept this
motion. The second operation is similar: robot W-
BOMBER should reach location (6, 1) to destroy the B-
TARGET, while B-FIGHTER will try to intercept this
motion. After destroying the opposing TARGET and
keeping its BOMBER safe (for at least one time
increment), the attacking side is considered a winner of the
local operation and the global combat. The only chance for
the opposing side to avenge is to hit its TARGET and this
way end the battle in a draw. The question to be answered
is as follows: Is there a strategy for White to make a draw?
In other words: Is there an optimal strategy that provides
one of the following:

I —39



1. Both BOMBERSs hit their targets and none of the
BOMBERS is destroyed at the moment of strike, or

2. Both BOMBERs are destroyed before they hit their
targets or at the moment of strike?

Exhaustive search algorithm would have to generate a

3240-1 search tree. Application of alpha-beta pruning to
the concurrent games requires additional research. However,
with this size of the full search tree we do not have much
hope for a significant search reduction.

8372 2233 L 72-61 _ 33-44 _14-15 _ 63-62
11-22 12-13 13-14 44-5.
ob26l 1617 o o

T 15-16  53-52
Figure 5. Solution to the 2D
~concurrent problem.

A solution to this problem, obtained employing the LG
tools without search, is shown in Fig. 5. Every concurrent
move is represented by two consecutive arcs. The arc
outgoing the white node represents the White component
of a concurrent move, the concurrent motions of the White
side, while the arc outgoing the black node represents the
Black component of the same move. The key point of the
solution is that W-BOMBER must wait at (6,3) until W-
FIGHTER approaches it and then move to the B-TARGET
under protection. If W-BOMBER is destroyed before the
protector arrives, the W-FIGHTER will have enough time
to intercept the B-BOMBER. Construction of the solution
and optimality proof are similar with 2D/4A case (Stilman,
1998a, 1998b, 1998c¢). Preliminary results are considered in
(Stilman, 1998c), (Stilman, Fletcher, 1998).
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Abstract

Miniaturization of robots is a general trend in order to
facilitates the experiments of insect-like behaviours. The
paper desribe the various problems one meet in this
miniaturization process, with examples given for 1 to 6
centimeter robots.

Key words
Robots, miniaturization, autonomy

Introduction

Insects are simple creatures some robot engineers get
their inspiration from. Building an insect-like robot, both
in size and intelligence, will be the dream that will
motivate many researchers deep inside the 21st Century.
The major problem may not be miniaturization of parts
and processing, but sensors, actuators and power sources.

The biggest insect is about 10 cm long. This
correspond to a volume of 1 cubic inch. For several years
now, the Nagoya microrobot contest proposes a simple
race between two walls for an autonomous 1 inch cube
robot, which can be tele-operated. Plenty of original
solutions are proposed, but we are still far from a reliable
behaviour.

The Nagoya contest proposes also a 1 cm3 category,
with an external power source. A processor can be
included once in this volume, but nobody has been able
yet to add some sensor. These contests are for advanced
students, frequently supported by the staff of an
experienced and motivated lab. Progress are very slow.
No partial solution is satisfactory. Nobody is talking
about intelligent behaviours. Why?

Robot and insect architecture

It is not so easy to build a miniature robot. An
autonomous system, being a microrobot or an insect,
consists of the followings:

- A chassis (skeletton)

- A set of actuators (muscles)

- A low level controller (spinal chord)

- An autonomous navigation controller (brain)

- A battery (glucose)

- A recharging system (mandibules and stomach)

Let's go through all the associated implementation
problems.

Chassis and wheels

Insects are legged. But they have muscles to activate
them. These are impressive modular actuators, with a
high force-to-weight ratio, good speed of response, high
reliability, high efficiency, local energy storage, long
stroke length, and proprioception as a feedback for the
real elongation. Several muscles can be found into the 20
micron leg of a 1 mm insect and the same technology is
used in elephants.

We believe engineers can ignore legged robots for
insect-size implementations as long an actuator like a
muscle is not invented. SMA, piezo devices and
contractile polymer exists, but none allows for a
contractions of more than a few percent, and not the
required 50%. The best electric motors have a
weight/power ratio similar to muscles, but they need
reduction gears, motion and torque sensors and a huge
power supply. Insect size autonomous robots will have
wheels or stick and slip pads and stay on a flat surface.
They may swim (float or sink), but I am afraid they will
never fly.
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The chassis of a micro robot is not the major problem,
but one need to reduce the part numbers and the assembly
cost. PC board is an excellent construction material, with
the advantage to hide bunch of wires and increase the
reliability of the connections. The Khepera robot [1] has
proven that even in a 6cm diameter robot, no chassis is a
reliable approach. The Inchy chassis (figure 1) is built
from 2 PC boards maintained by two simple pieces of
plexiglas. With small connectors, they link the two active
circuits (processor” and sensors). Another construction
used with the Alice robot [2] is based on a flexible PC
boards maintained in a frame (figure 2).

Fig 1. Inchy : A 1 cubic inch autonomous robot

Reduction gears, when required and not included in
the motor, are integrated into the chassis. Like legs, they
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are part of the skeletton. They add reasonable constraints
to the chassis design, however more difficult to satisy
when the external size is limited, as for a 1 cc microrobot
(figure 3).

The Nagoya contest is a good place to see the diversity of
solutions for moving a microrobot. Due to the difficulty
to get a small motor, and reduce its rotation speed,
wobbles motors, stick and slip solutions, inertia motors
have been demonstrated with some success on the lcc
tele-powered Nagoya contest robots. None of these low
efficiency solutions were used on the autonomous 1 cubic
inch robots.

Fig 2. Alice: A 2cm autonomous robot with ETA motors

For an autonomous robot, there are three basic
solutions for the motion motors. DC motors are easy to
implement, but the smallest ones are 8 mm in diameter
(power 0.17 Watt). Smaller 6 mm pager motors exist,
with an increased current and smaller lifetime. These DC
motors need an encoder or some feedback to measure
distence or be sure the robot heads toward the good
direction.

Stepping or synchronous motors are easy to control.
The smoovy motors from RMB [3] are 3 and 5 mm in
diameter. Adequate software allows to do microsteps
[4,5] and enter a power save mode when the motor is
stopped. The 1.9 mm motor from Minimotor is quite
impressive, but with its 0.5 Amps at 0.6V, it seems
difficult do pack its complex control electronics in a small
autonomous robot. All these motors spin at very high
speed, but are available with an expensive planetary gear
sporting reduction ratios of 20 to 100.



Fig 3. Jemmy : a 1cc robot with a processor

The third solution is to use watch "Lavet" motors.
These motors are very low power (and low torque).
Bidirectional implementation are available [6] and are
controlled like a synchronous motor. The major
advantage is these motors include reduction gears. The
ETA motor used on the Alice weight 1 gram and uses less
than SmW of power. The coils are directly controlled by
the outputs of a small microcontroller. The Munshu from
Epson uses a specially designed pair of unidirectionnal
Lavet motor and an ASIC, which leaves enough space for
a battery and two photosensors. It is the smallest
autonomous robot up to now.

Using the ETA motor for building a 1 cubic inch robot
is reasonably easy now with the Microrobot kit [6] based
on a PIC microprocessor. The larger Switec motor is
easier to implement; the SwiBot (figure 4) is a nice low
cost implementation .using two Switec motors and a on
site reprogrammable PIC 16F84 as main processor. It
accepts standard or custom made extension boards with
rather simple size and power supply constraints compared
to -one cubic inch robots. For those who are ready to
program in assembler, the Swibot is a wonderfull
educational tool and can be used for research too. The
Khepera is of course a higher performance robot with a
good set of options, for those who like to program in C
the most sophisticated algorithms.

Fig 4 Swibot: a low cost 2 inch robot with space
for extension modules

Sensors

A robot should recognize its environment in order to
avoid obstacles and reach its goal. One widely used
solution is the infrared emitter/receiver pair. Distances up
to several centimeters can be measured. The maximum
distance and the precision of the measure depends on the
power burst on the emitting diode, which may be limited
by the internal resistance of the small battery. Alice and
Inchy uses side IR pairs to navigate in the maze corridor.
Distance is only a few millimeters, but reliable operations
are not so easy. Alice wins at Nagoya against the faster
Inchy, because it was possible to adjust at the last minute
the sensor sensitivity according  to the reflection
coefficients of the contest maze. IR pairs are more easy to
implement if one just need to follow a white line on the
ground.

PSD (position sensitive devices) are excellent for
medium size robots (10 cm). Distances from 10 to 80 cm
are measured, but the sensor may provide sometimes
erratic measures out of this range. Sonars have more
drawbacks.

Polarized light and vision are used by insects to
navigate. Complexity is high, and miniaturized solutions,
including the preprocessing will not be commercially
available before several years. A small robot is the best
platform to experiment and develop the technology for
these new sensors, forcing the developer to take care of
all the constraints of an autonomous small robot.

Ambiant light, magnetic field, odors, and sound are
more or less easy to sense and amplify. A compass is
convenient. An accelerometer or an inclinometer is useful
only if the robot does not always stay flat on the ground.

Communication between robots and/or with a central
controller can be achieved with IR or radio. Hardware
may be easy to implement, but not protocols. A
communication with some indication of the direction and
distance to the sender is essential for insects. No good
solution is available now.

Low level control

The basic behaviors given to autonomous robots is
moving in a straight line, following a wall, and avoiding
obstacles. If sensors are reliable, it is easy to program a
simple controller for this task. For the genetic algorithms
which may be used to evolve complex behaviours, it may
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be required to get some measure of performance at this
level, in order to calculate the fitness function.

Autonomy

The navigation task can be programmed, learned or
evolved. Experiments with Khepera and other robots
show that genetic evolution is a powerful mean for
reaching complex behaviours. Studies in this field imply
a good simulator and a reliable platform to demonstrate
that the algorithms would also work with real devices.
The danger with simulators is that both the world and the
sensors are models. Frequent transports from the
simulator to the physical platform is required to check the
match between the model and the reality.

Power source

Batteries have a rather poor energy to weight ratio. It
will improve over the years, but one can only hope for a
factor of two. The major problem when the battery is
getting small is the internal resistance. If you imagine
building an autonomous lcc robot with the 1.9 mm motor,
you have to connect a small watch battery having an
internal resistance of about 20 Ohm to a motor with an
internal resistance of 3.5 Ohm. Transfer efficiency will
only be 15%!

Supercaps (high capacity condensators) are good way
to accumulate energy and restore it by burst, but again,
their internal resistance decreases significantly with the
size. This bad situation will make it very difficult the fly
of an autonomous micro-robot, even for a few seconds.

Studying robot autonomy supposes long term
experiments. Khepera can last for only 20 minutes, due to
the good processor and the additional turrets. The only
solution for longer operations is to use these low power
watch motors. Alice and SwiBot autonomy is 8 hours.
Motion speed is slow, but this leaves the robot processor
time to process its sensors and think. Low power
processor are available, and the choice is broadening. A
well programmed PIC processors at 4MHz is amazingly
powerfull. The StrongArm processor provides top
performance at rather low power, with high level software
support.

Automatic recharging

Even with a watch motor and a carefull processor
design, batteries will have a limited life. Changing the
battery and restarting the program is the usual procedure,
due to the difficulty to reload the battery on the robot.
Charging circuits are not so large and difficult to
implement. The problem is the autonomous navigation
toward the charging station, and the quality of the
electrical contacts required between the power source and
the robot. A fixed active mechanism that grips the robot
during the charge seems to be the only reliable solution.
Implementing the grabbing mechanism on the robot
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would be more bio-inspired, but add unuseful complexity
to an already difficult to design miniature robot.

Conclusion

Much more should be said about the problems of
designing miniature robots and their present and expected
future solutions. Several significant technology steps are
required before complex behaviour can be demonstrated,
specially on the sensor side. An immediate challenge is to
learn how to use low power microcontrollers for
implementing behaviours in some original way. Brooks
started 10 years ago to connect a bunch of HC11 to get a
more complex behaviour. For the same power, is it
preferable to interconnect several low frequency
processors like the PICs, or one faster Scenix or
StrongArm? One million transistors is possible in an 8-
pin micro package. Should they be used for floating point
units or for 8-bit up/down counters representing the states
of a set of neurons and pointers to tables? One million
neurons drives an insect. We are technologically close to
that brain processing power, but there may be a long way
on the algorithmic side.
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Abstract

Ever since the Limier brothers created Cinematography
at the end of the 19th century, motion pictures have un-
dergone various advances in both technology and content.
Today, motion pictures, or movies, have established them-
selves as a composite art form in a wide domain that ex-
tends from fine arts to entertainment. A-life based Inter-
action technology provides movies with much greater in-
herent possibilities than the current forms of movies, be-
cause it allows each viewer to get involved in the movie
world, metamorphose into the main character in a movie
and enjoy a first-hand experience. Based on this concept,
we have developed an A-life based interactive movie sys-
tem. This system has two basic characteristics. The first
characteristic is the use of A-life based Computer Graph-
ics technology and the generation of three-dimensional
imagery to create a autonomous actor and cyberspace in
which all participants obtain a feeling of immersion. We
can developed Multi-person participation, Emotions rec-
ognition, gesture recognition, the participants the feeling
of actually contributing to the development of the story in
the cyberspace, we use a system that shows avatars as the
alter egos of the participants on a screen. Also,the system
to we have produced an interactive story based on this
system. We selected "Romeo and Juliet" by Shakespeare
as the base story. The main plot of the story is as follows.
After their tragic suicide their souls are sent to Hades,
where they have no recollection of anything. Then, each
of them starts on a journey to rediscover who he/she is
and what relationship they shared with A-life based au-
tonomous actors.

Keywords: film, theater, A-life,interactive movie,speech
recognition, gesture recognition, emotion recogntion

1. Introduction

When humans dream during sleep, we are centrally in-
volved in the events of our dreams. We are the lead char-
acter, and walk, talk, feel happy, feel sad, and actually
even sweat. Is our consciousness active at this time?
Moreover, is our deep psyche working at this time? When
a novel or a film touches our emotions, our mind enters
into its fantasy world. However, no matter how much we
empathize with this world, we can never be more than
just an outsider. I have thought what it would feel like to
break down this barrier, and have started researching in-
teractive theater using the latest technology. Interactive

theater is an activity whereby one enters the film world
and experience the narratives of the movie world not as
an outsider but as a subject. One then tries to influence
the actors and change the storyline depending on the con-
versations and actions that have taken place.

2. Empathy and Catharsis

In theater and film, the most difficult but valuable ef-
fect is catharsis. Defined by Aristotle, it is the soothing
release of the emotions. In theater, however, not all emo-
tions aroused by theater are happy ones. Pity, anxiety and
fear are mainstays of the theatrical style. It is the release
of feelings that are thought to be pleasant rather than the
emotions themselves. In the specific context of dramatic
activities, the arousal and release of emotions have the
power to purify our soul or inner world. The Deeper
empathy we feel toward the narratives of the theater and
film, the higher purified state we can get. Therefore both
empathy and Catharsis are essential for these media.

3. The Film Media

The events told by a film is the narratives. This tells of
the relation among humans and feelings between one hu-
man being and another. These emotions are depicted by
the film maker in his/her own special way. The major
difference between film and theater is the camera work,
the way scenes are expressed in an ordinary life way, and
the fact that the time axis can be edited when working
with film.Because, these factors film may be called the
expression ofmemory.

4. The Theater Media

Theater styles are visualized through the patterns of
emotional tension coming from the audience. In the typi-
cal form, tension increases as the play progresses and a
climax in the action is reached. This is then followed by a
period of calm. The climax of a play is both universal and
necessary, and marks the moment when all other possible
story directions are eliminated. It is for this reason that
the climax is the pinnacle not only in a emotional sense,
but also in an informative sense. There is a direct connec-
tion between what we find out and how we feel. The con-
trol of information establishes fate and universality, and
triggers the release of tensions and emotions just at the
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moment of catharsis.
5. Theater Does Not Describe

(1) Theater is performance. It is not reading; it is the ex-
pression of action. Both what we directly feel and what
we understand have relevance to theater performances.
Story consist of description, while theater consists of ac-
tion.

(2)Theater does not express events as they occur in our
dairy life. Ounly significant or symbolic actions/utterances
are selected and presented to the audience in an exagger-
ated form. In other words, theater presents each event in
an condensed form, thus giving strong impression to the
audience. On the other hand, film expresses events as
they occur in our daily life. This means that events is
expressed in an diffused way in the case of film. On the
other hand, film has the capability of controlling time axis
more freely than theater. Film gives the audience feeling
of empathy by utilizing this time control function.

(3) Theater has consistency in its action, while storytelling

has a episode-like structure. For example, as each scene
of film is a clip extracted from our everyday life, film is a
sequence of “episode.” Therefore to give audience strong
impression, it is necessary for a director to utilize the con-
textual and temporal relationship among each scene. On
the other hand, theater can show each scene as a different
one from our everyday life or even as an abstract one.
Therefore it is easier for a theater director to construct tight
relationship among each theater scene and as the result to
create the stronger effect of climax and catharsis.

6. Future Movie as a New Media

The proposed interactive theater is a medium that mixes
film (prerecorded material) and live theater, and brings
together the viewpoints of both those watching and those
being watched (the actors). Remote performances of this
type of theater across different time zones and in different
languages will become possible through the use of net-
works.

7. Avatar

To create the impression that you are really living in the
fictitious world of film, an alter ego that can reflect you as
you are and can be controlled by you is necessary. The
proposed avatar design concept adopts human silhouettes.
However, using silhouettes alone will not produce a strong
representation when shown in a three-dimensional space.
Therefore, wooden marionettes on shafts have been added.
The hearts of these marionettes are made of three metal
cogs which only rotate when the avatars are being con-
trolled by members of the audience. The head, body, arms
and legs of each avatar are controlled by a audience mem-
ber who is fitted with magnetic sensor ware. In order to
make you aware of your movements, the avatar is devised
to make the noise of these movement by hitting wood

against metal. This is designed to make you feel like you
are moving like a robot. Fig.1.

Fig.2 Juliet’s avater and Romeo’s avatar

8. Interactive Story

A style has been adopted that brings a story to life in a
similar way to how we dream through communication
between the actors and with the avatars in a film-like pro-
duction. We have put together an interactive scenario that
deals with the fate of Romeo and Juliet after their deaths.
The theme is the sentimental relationship between people
in an imaginary world.

It goes like this. Humans, like other animals, keenly
pursue other lives. Despite this pursuit, however, there
are many circumstances that are out of our control. En-
counters and separations, whether good or bad, are strange
events, and can not be accurately predicted by any per-
son. When a computer stands between such living rela-
tionships, we must ask ourselves whether it is possible
that this intervention may change these relationships.

The scenario is devised by the people playing Romeo
and Juliet who select lines depending on their mood. How
the drama unfolds depends on this selection process. Fig-
ures 3-5 show a number of scenes.

9. Conscious Interaction

Let’s now take a look at the possibility of feeling empa-
thy while undertaking conscious interaction. Qur aim is
to bring out catharsis, namely the seemingly pleasant re-
lease of emotions. However, if the techniques used for
interaction do not work properly, this release will stop
midway, producing unpleasant type of feelings. The in-
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Fig.5

teraction technology used and the combinations of these
patterns can greatly affect good and bad consciousness.

10. Software Realizing Conscious Interaction

(1) Anytime interaction

Anytime interaction is the design function that allows
players to interact with other characters or objects in the
scene at any moment during the story whether prompted
by a sign, obstacle, conflict, discovery, change of heart,
success or failure.

* Follow interaction: This function gives the characters
in the movie system to follow or accompany the avatar of
a player in an appropriate situation. For example, if the
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player who play the role of heroin Juliet is in a serious
situation, an autonomous agent Shin, an angel, recognize
her mental situation by emotion recognition, accompany,
and take care of her.

* Background speech interaction: This function allows
you to talk from the background to an character about your
feelings and doubts concerning the performance running
in the foreground.

* Touch interaction: This function is used when, for ex-
ample, the lead actor Romeo becomes very angry and hits
his old enemy Paris. Paris then pulls back in fear.

(2) Emotional recognition

If the people playing the roles of Romeo and Juliet speak
words of anger or of happiness, depending on the context
of the play, autonomous characters recognize the emo-
tions from the tone of voice and express their emotions
reactions by speech and animations.
Emotional recognition technology allows a neural network
to learn emotional speech, and through this learning, the
network can create personalities, such as an angry char-
acter or a cheerful character.

(3) Voice recognition is the function whereby the lines
chosen by a player to go with the scene are said, and the
autonomous character recognizes the meaning of these
lines and reacts to these lines by their utterance and ges-
tures.

(4) Gesture recognition is the reaction of the character to
action, contact or a pose in any location. Take for ex-
ample if the impassioned Romeo was to try to kill his
former friend, Macutio, with a pistol. Macutio would
recognize this behavior, escape and condemn Romeo.
(4) Sound output subsystem

Figure 6 shows the structure of the software used in the
system. While the first system stressed story development,
the system had to achieve a good balance between story
development and impromptu interaction by incorporating
the concept of interaction at any time. This required build-
ing a distributed control system instead of a top-down sys-
tem structure.

Script Manager Scene Manager

/)

Interaction Manager

Speech Emotion Gesture Motion
Recognition | | Recognition | | Recognition Capture
Handler Handler Handler Handler

Figure 6. Software configuration of the system.
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Figure 10. Hardware configuration of the Interactive cinema system

12. Hardware sytem structure

Figure 10 shows the system's hardware structure, com-
prised of image output, voice and emotion recognition,
gesture recognition and sound output subsystems.

(1) Image output subsystem

Two workstations (Onyx Infinite Reality and Indigo 2
Impact) capable of generating computer graphics at high
speed are used to output images. The Onyx workstation is
used to run the script manager, scene manager, interac-
tion manager and all image output software. Character
images are stored on the workstations ahead of time in the
form of computer graphic animation data in order to gen-
erate computer graphics in real time. Background com-
puter graphic images are also stored as digital data so back-
ground images can be generated in real time. Some back-
ground images are real photographic images stored on an
external laser disc. The multiple character computer graph-
ics, background computer graphics and background pho-
tographic images are processed simultaneously through
video boards on both the Onyx and Indigo 2 workstations.
Computer graphics are displayed in 3-D for more realistic
images, and a curved screen is used to envelop the player
with images and immerse the player in the interactive
movie world. Image data for the left and right eye, cre-
ated on the workstations ahead of time, are integrated by
stereoscopic vision control and projected on a curved
screen with two projectors (Fig. 11.).

Figure 11. Projectors and arch screen

13. Future Work

Future topics include describing interactive situations
to improve the real-to-life feel of each scene. Here I do
not mean a realism that blurs the line between what is real
and what is not. What I envisage is the generation of un-
known pleasant imagination that lays between people. This
experience does not necessarily have a happy ending. The
independent actors may betray the humans, while the hu-
mans may grumble about their problems, be afraid or feel
pity. After this experience, however, we will have a digi-
tal catharsis in which a sense of fulfillment can be felt. To
raise improve this cathartic feeling, we will need to use
the most advanced technology to express the context of
each scene. Ultimately this is linked to research on the
unknown elements of humans such as the boundary be-
tween consciousness and unconsciousness.

14. Conclusion

Machines become most beautiful when they most re-
semble living forms. Even computer graphic actors are
touched when something human-like is felt. In our age of
machines, visual experiences using the most advanced
technology are probably the closest to this feeling in chines.
We have already come across unimaginable new man-
made beauty in films using computer graphics. If we
move from the era of machines to the era of images, it can
be said that we will bring forth a new world of conscious-
ness deeply related to the imagination. This will generate
a new consciousness for humans that communicate with
machines. This may even be experienced through the up
and coming Future Movie .
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Abstract

Nonverbal behaviors such as recognition/generation of
emotion plays an essential role in human communication.
In the future, 1t is expected that computer characters will
have the capability of treating nonverbal as well as verbal
communication behaviors. In this paper, we first study the
recognition of emotions involved in human speech. We
propose an emotion recognition algorithm based on a neu-
ral network and also propose a method to collect a large
speech database that contains emotions. We carried out
emotion recognition experiments based on the neural net-
work trained using this database. An emotion recognition
rate of approximately 50% was obtained in a speaker-inde-
pendent mode for eight emotion states.

We then study the nonverbal behavior generation mecha-
nism of computer character in the interactive movie system
we are developing. We learned from our first prototype
system that interactive movie characters should achieve
nonverbal behaviors such as spontaneous reactions. We
propose to use emotion recognition as key technology for
an architecture of the computer characters with spontane-
ous behaviors.

1. Introduction

Nonverbal behavior plays a very important role in human
communication. Telephones have been mainly used to com-
municate in business, but recently, telephones are used more
and more for everyday communication among family mem-
bers and friends. The spread of cellular phones, especially
among the young generation, has accelerated this trend. It
is clear that the nonverbal behavior such as the exchange of
emotions 1s important in these forms of communication and
is sometimes more important than verbal behavior. This
means that nonverbal behavior is the basis of human com-
munication.

In addition to human-to-human communication, commu-
nication between human and computer agents has becomes
more and more common. Computer agents that act as elec-
tronic secretaries or communication mediators will become
common entities in our society. As such, the capability of
communicating with humans based on both verbal and non-
verbal behaviors will be essential. This will surely make
interactions between computers and humans more intimate
and human-like.

Although the importance of nonverbal behavior in com-
munication has been recognized, until now most research
has involved nonverbal behavior based on images. Facial
expression recognition and gesture recognition are good

examples. On the other hand, the recognition of emotions
involved in human speech has been rarely treated. For the
reasons indicated above, we have studied the recognition of
emotions involved in speech and believe such recognition
1s an essential research area.

The main reason why there has been little research on
human emotion recognition is because it is difficult to col-
lect a large amount of utterances that contain emotions. The
strategy we have adopted here is to ask a radio actor to utter
a number of words with various kinds of emotional expres-
sions. Then, we asked many speakers to utter utterances
with emotion by listening to the utterances uttered by the
actor. We adopted eight emotions including a normal state.
We succeeded in collecting a large speech database uttered
by fifty males with this method . By using a part of this
database as a training data for neural network, we obtained
a neural network which can recognize emotional utterances.
Then, we carried out the recognition experiment to evalu-
ate the performance of the neural network. We compared
two kinds of recognition experiments, open test and closed
test, and concluded that a recognition rate of approximately
50% 1s obtainable for speaker-independent emotion recog-
nition.

For the next step, we applied this emotion recognition tech-
nology to computer characters that can communicate with
humans based on verbal and nonverbal behaviors. We have
conducted research on interactive movie production by ap-
plying interaction technologies to conventional movie mak-
ing techniques. The integration of interaction and narra-
tives is expected to produce a new type of experience, which
we call, "Interactive Movies." We can interact in as well
as watch the story in interactive movies. This gives us a
great opportunity to learn various kinds of skills and les-
sons through dramatic experiences. We have already pro-
duced a prototype system [1]. Unfortunately, in this sys-
tem computer characters lack the capability of nonverbal
behavior such as spontaneous behaviors. In evaluations,
we have learned that spontaneous interaction is the key ele-
ment for subject participation in narratives. We developed
a second prototype system based on this evaluation where
emotion recognition works as a key function for realizing
computer characters with spontaneous behavior capabili-
ties.

This paper first describes the emotion recognition algo-
rithm and the emotion recognition experiment we have car-
ried out. Then, the paper introduces the configuration of
the interactive movie system and the structure of the com-
puter characters in the system where emotion recognition
plays a key role for the introduction of spontaneous behav-
ior capabilities.
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2. Recognition of Emotions Involved in Speech

2.1 Basic principle

We have considered and emphasized the following issues
to recognize emotions.

(1) Treatment of various emotional expressions

How many and what kinds of emotional expressions are
to be treated are interesting yet difficult issues. The fol-
lowing are some examples of emotional expressions treated
in several papers:

a. neutrality, joy, boredom, sadness, anger, fear, and indig-
nation [2]

b. anger, fear, sadness, joy, and disgust [3]

c. neutrality, happiness, sadness, anger, fear, boredom, and
disgust [4]

d. fear, anger, sadness, and happiness [5]

Considering these examples, we have selected eight emo-

tional states in this study:

anger, sadness, happiness, fear, surprise, disgust,
playfulness, and neutrality
(2) Speech features

There are two kinds of speech features: phonetic features
and prosodic features. In emotion recognition, prosodic
features play an important role. At the same time, phonetic
features are as important as prosodic features, because
prosodic features and phonetic features are tightly combined
when uttering speech. Furthermore, it is impossible to ex-
press emotions by only controlling prosodic features. There-
fore, a combination of two kinds of features is considered
in this study: one is the feature expressing phonetic charac-
teristics of speech, and the other is that expressing prosodic
characteristics.

(3) Speaker-independent and content-independent emotion
recognition

Speaker independence is an important aspect of speech/
emotion recognition. From a pragmatic standpoint, a
speaker-dependent emotion recognition system requires a
tiresome learning stage each time a new speaker wants to
use the system, so it is not easy to use. Another point is that
humans can understand the emotions included in speech as
well as the conveyed meaning by speech even for arbitrary
speakers. Moreover, content independence is indispens-
able for emotion recognition. Various kinds of emotions
are conveyed for the same words or sentences in daily com-
munication; this is the key to rich and sensitive interper-
sonal communications. Thus, we adopt a neural network
architecture and introduce a training stage that uses a large
number of training utterances for a speaker-independent and
content-independent emotion recognition system.

Figure 1 illustrates a block diagram of the processing flow.
The process mainly consists of two parts: speech process-
ing and emotion recognition. The details of each process
and the system configuration for carrying out the emotion
recognition process are described in the following sections.

2.2 Feature extraction
(1) Speech feature calculation

Two kinds of features are used in emotion recognition.
One is a phonetic feature and the other is a prosodic feature.
LPC (linear predictive coding) parameters [6], which are

Speech input

-

| Speech feature calculation I

1

l Extraction of speech period I

I Speech feature extraction I
T

9 |
. |
Emotion recognition ——1 Training of neural network

using neural network
Emotion recognition

Speech processing

( Recognized emotion )

Fig. 1 Processing flow diagram.

typical speech feature parameters often used for speech rec-
ognition, are adopted for the phonetic feature. The prosodic
feature, on the other hand, consists of three factors: ampli-
tude structure, temporal structure and pitch structure.
Speech power and pitch parameters are used for the feature
expressing amplitude structure and pitch structure and each
can be obtained in the LPC analysis. In addition, a delta
LPC parameter is adopted, which is calculated from LPC
parameters and expresses a time variable feature of the
speech spectrum, since this parameter corresponds to a tem-
poral structure.

The speech feature calculation is carried out in the fol-
lowing way. Analog speech is first transformed into digital
speech by passing it through a 6 kHz low-pass filter that is
then fed into an A/D converter with an 11 KHz sampling
rate and a 16 bits accuracy. The digitized speech is then
arranged into a series of frames, where each is a set of 256
consecutive sampled data points. LPC analysis is carried
out in real time and the following feature parameters are
obtained for each of these frames.

Speech power: P

Pitch: p

LPC parameters: cl, c2, ..., c12
Delta LPC parameter: d

Thus for the t-th frame, the obtained feature parameters
can be expressed by

Ft=(Pt, pt, dt, clt, c2t, ..., c121).

The sequence of this feature vector is fed into the speech
period extraction stage.
(2) Speech period extraction and speech feature extraction
First, the period where speech exists is extracted based on
the information of speech power. Speech power is com-
pared with a predetermined threshold value PTH; if the in-
put speech power exceeds this threshold value for a few
consecutive frames, the speech is decided to be uttered.
After the beginning of the speech period, the input speech
power is also compared with the PTH value; if the speech
power is continuously below PTH for another few con-
secutive frames, the speech is decided to be no longer exist.
The speech period is extracted from the whole data input
through this process.
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Twenty frames are extracted for the extracted speech pe-
riod where each is situated periodically in the whole speech
period and kept the same distance from adjacent frames.
Let these twenty frames be expressed as f1, 2, ...., f20. The
feature parameters of these twenty frames are collected and
the output speech features are determined as a 300 (15x20)
dimensional feature vector. This feature vector is expressed
as

FV =(FL,F2, ..., F20),

where Fi is a vector of the fifteen feature parameters corre-
sponding to frame fi.

This feature vector (FV) is then used as input for the emo-
tion recognition stage.

2.3 Emotion recognition

Recognizing emotions is a difficult task. The main rea-
son is that people mainly rely on meaning recognition in
daily communication, especially in business communica-
tion. This is why speech recognition research has long
treated emotions contained in speech as simply fluctuations
or noise. What makes the situation more complicated is
that emotional expressions are consciously or unconsciously
intertwined with the meaning of speech. In the unconscious
state, context rather than emotional feature plays a more
important role. As a result, the intensity of emotional ex-
pression varies dramatically depending on the situation. Of
course, our final target is to recognize emotions in speech
even if emotional expression is unconsciously mixed with
the meaning of speech. However, for the time being, this is
not our research target for the above reasons. Instead, the
strategy adopted here is to treat speech intentionally uttered
with specific emotional expressions, rather than speech with
unconscious emotion expressions.

There are several algorithms such as neural network or
HMMs[7] in recognition algorithms. HMMs are suitable
where the structure of the recognition object is clear to some
extent. As the structure of an emotional feature is not clear,
a neural network approach seems more suitable, so we have
adopted the neural network approach here.

(1) Configuration of the neural network

The configuration of the neural network for emotion rec-
ognition is shown in Fig. 2. This network is a combination
of eight sub-networks. Each of these eight sub-networks is
tuned to recognize one of eight emotions (anger, sadness,

T Output
| Decision logic —I

Sub-neural Sub-neural Sub-neural
network network network
(anger) (sadness) (neutral)

066 & 3858 &

)

Speech feature parameters

Fig.2 Emotion recognition part configuration.

(@) Output layer

Fig. 3 Sub-network configuration.

happiness, fear, surprise, disgust, playfulness, or neutral-
ity). The construction of each sub-network is shown in
(Fig. 3) and basically has the same network architecture. It
is a four layered neural network with one 300 input nodes
corresponding to the dimension of speech features and 1
output node. The number of intermediate nodes varies de-
pending on the specific emotion. The reason we have
adopted this architecture is based on a consideration of the
difficulties in recognizing specific emotions. Thus, it is
easier to prepare a specific neural network for each emo-
tion and tune each network depending on the characteris-
tics of each emotion to be recognized. This basic consider-
ation was confirmed by carrying out preliminary recogni-
tion experiments. Although negative emotions such as an-
ger or sadness are rather easy to recognize, positive emo-
tions such as happiness can be difficult to recognize. Thus,
a detailed architecture of the networks, such as the number
of intermediate nodes, differs depending on the specific
emotion.
(2) Emotion recognition by a neural network

In the emotion recognition phase, speech feature param-
eters extracted in the speech processing part are simulta-
neously fed into the eight sub-networks and trained as de-
scribed in the above process. Eight values, V=(v1,v2, ...,
v8), are obtained as the result of the emotion recognition.

2.4 Emotion recognition experiment
(1) Speech database collection

It is necessary to train each of the sub-networks for the
recognition of emotions. The most important and most
difficult issue for neural network training is how to collect
a large amount of speech data containing emotions. As
our target is content-independent emotion recognition, we
adopted one hundred phoneme balanced words for a train-
ing word set. Some examples are: school, hospital, stan-
dard, and so on.  Since we utter most of these words with-
out any special emotion in our daily life, it is difficult for
ordinary people to intentionally utter them with emotions.
Therefore, we have adopted the following strategy.
(a) First we ask a radio actor to utter one hundred words
with each of the eight emotions. As a professional, he is
used to speaking various kinds of words, phrases, and sen-
tences with intentional emotions.
(b) Then, we ask speakers to listen to each of these utter-
ances and mimic the tones of each utterance. We record
the utterances spoken by ordinary people.

The problem with this strategy is that the spoken emo-
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tions here are not natural but "forced emotions." However,
we study the forced emotions or intentional emotions in our
research based upon the consideration described in Section
2.3.

Since our target is speaker-independent and content-inde-
pendent emotion recognition, the following utterances were
prepared for the training process

Words: 100 phoneme-balanced words
Speakers: fifty male speakers
Emotions: neutrality, anger, sadness, happiness,

fear, surprise, disgust, and playfulness
Utterances:  Each speaker uttered 100 words eight
In each of the 8 trials, he/she uttered words
using different emotional expressions
with a total of 800 utterances for each speaker obtained as
training data.

times.

(2) Training and recognition experiment

We used thirty speakers for training out of the fifty speak-
ers used for data collection. To learn the effect of the num-
ber of speakers used for the training, we carried out five
types of neural net trainings and obtained the following neu-
ral networks.

( neural network 1) ten types of neural networks each trained
by a single speaker (#1, #2, .., #10).

( neural network 2) five types of neural networks each
trained using two speakers (#land #2, #3and#4,...,
#9and#10)

(neural network 3) two types of neural networks each trained
using five speakers (#1and#2..and#5, #6and#7...and#10)
(neural network 4) a neural network trained using ten speak-
ers (#land #2and #3... and #10)

( neural network 5) a neural network trained using thirty
speakers (#1and #2and #3 ... and #30)

In addition, we carried out two types of recognition experi-
ment to evaluate the performance of the obtained neural
networks.

(Open recognition experiment)

In this case, utterances spoken by the speakers not included
in the training sets are used for the recognition experiment.
Twenty speakers (#31-#50) were used for the recognition
experiment.

(Closed recognition experiment)

In this case, utterances spoken by the speakers included
in the training sets are used for the recognition experiment.

The obtained recognition results for both closed recogni-
tion and open recognition are shown in Fig. 4. These re-
sults show the following facts.

(a) For closed recognition experiments, the recognition rate
decreases as the number of training speakers increases. The
recognition rate approaches 50-55%.

(b) For open recognition experiments, the recognition rate
increases as the number of training speakers increases. The
recognition rate approaches 50-55%.

These two trends indicate that if we have enough speakers
for training we can obtain an emotion recognition rate of
50-55% for the speaker-independent mode. Furthermore,
even when the number of the speaker is thirty, we have an
approximately 50% emotion recognition rate that is satis-

Recognition rate

100%

0
80% Closed

60%

40%
Open

20%

5 10 20 30
Number of speakers for training

Fig. 4 Emotion recognition results.

factory compared with the expected recognition performance
using an adequate number of training speakers.

We have concluded through these recognition experiments
that we have the emotion recognition capability whereby
computer characters can communicate with people based
on nonverbal behaviors.

3. Creation of Computer Characters with Non-
verbal Behavior Capabilities

3.1 Overview

As one of the applications of emotion recognition tech-
nology, we have tried to apply this technology to the com-
puter character in an interactive movie system we are study-
ing. The main reason why we study interactive movies is
as follows.

Ever since the Lumiere brothers created cinematography
at the end of the 19th century, movies have undergone vari-
ous advances in technology and content. Today, movies
have established themselves as a composite art form cover-
ing a wide range from fine arts to mass entertainment. Per-
haps, movies provide us with the feeling as though we are
experiencing various kinds of dramatic events and happen-
ings in movie narratives. However, these experiences are
not active and are illusions. As a result, what we can expe-
rience, feel, and learn is limited.

The integration of interaction and narratives is expected
to produce a new type of experience. We call this, "Inter-
active Movies" , in which we not only can watch the story
but also can interact in the story itself. This provides us
with a totally new type of experience. In other words, we
can experience dramatic events or narratives that cannot be
encountered in our daily lives as a subject of the event, in-
stead of through the perspective of a third person. This
gives us a great opportunity to learn various kinds of skills
and lessons through dramatic experiences.

One of the key factors of an interactive movie system is
the computer characters that interact with the participants
who play the main characters. In the first system we have
developed, the behaviors of the characters are controlled
based on the narratives [1]. In other words they achieve
only verbal behaviors. We have learned in evaluating the
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first system that the spontaneous behavior of the characters
are as important as the narrative-based behaviors. There-
fore, we have tried to integrate the spontaneous behavior
capabilities into the movie characters by using emotion rec-
ognition.

3.2 Spontaneous Behaviors

In evaluating the first prototype system, we recognized
that there are generally two types of behaviors for the com-
puter characters: narrative-based and spontaneous behav-
lors.  We also recognized that in the first system only the
narrative-based behavior capabilities were realized.

Basically, spontaneous interactions occur between the
participants and characters and basically do not affect story
development. On the other hand, there are times when
interactions do affect story development. Such interac-
tions occur at branch points in the story, and they tend to
determine the future development of the story. The key
point is how to handle these two different types of interac-
tions.

Figure 5 illustrates how interaction proceeds for both the
first system and the second system. In the first system, the
order of all behaviors of a participant and behaviors of char-
acters are predetermined. Thus, the system control mecha-
nism is rather simple.

The difference between the first system and the second
system, as illustrated in Fig. 5, is that in addition to the pre-
determined sequence of interactions between the participants
and the characters, unpredictable interactions, in other words,
spontaneous interactions, occur. Therefore, the system is
required to distinguish the predicted and unpredicted inputs
and handle the behaviors of the characters according to these
two kinds of inputs. Furthermore, some fluctuations are
added to the response of each character to add naturalness
to the reactions of the characters. These requirements have
led to a distributed control structure instead of a top-down
structure. Figure 6 illustrates the software used in the sec-
ond system. The interaction manager and the scene man-
ager in Fig. 6 are the key components controlling the be-

Scene N Scene N1
e @\
Character 2 ®/ Scene N2
I Expected @
Player interaction \®
(a) The first prototype system
Scene N Scene N1
N
Character | Expected @
interaction @\\ /
Character 2 .
| Scene N2
Player 1 @
| — '\
Player 2 \ { /®
l Spontaneous J ‘

interaction

(b) The second prototype system

Fig. 5 Comparison of interactions between first system
and second system.
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Fig. 6 Software configuration of second system.

havior of the computer characters.

3.3 Interaction Manager
The interaction manager is the most critical component
for achieving the spontaneous behavior of the characters.
The interaction manager has functions for distinguishing
predicted and spontaneous inputs from the participant and
generating character reactions for spontaneous input. The
details of these functions are described below.
(1) Distinguishing predicted and spontaneous inputs
It is difficult for the system to distinguish whether the
speech of a participant is a predicted input or spontaneous
input when only using speech recognition technologies. To
solve this problem, we have adopted a method in which
both speech recognition and emotion recognition work si-
multaneously. When a reasonable speech recognition re-
sult is obtained, the input is judged as a predicted one and
the recognition result is utilized for generating the predeter-
mined behaviors of the characters. When the speech rec-
ognition function fails to output a reasonable recognition
result, it is judged as a spontaneous one, and the emotion
recognition result is then utilized to generate the spontane-
ous reactions of the characters. For gesture recognition, it
is rather easy to distinguish between two kinds of gesture
inputs depending on the scene because the usage of prede-
termined gestures is restricted.
(2) Generating character reactions for spontaneous inputs
The basis of spontaneous interaction is a structure that
allots each character an emotional state, and the input from
the participant and his/her interaction with the characters
determine the emotional state (as well as the response to
that emotional state) for each character. Some leeway is
given to how a response is expressed depending on a
character's personality and circumstances. To achieve this,
we chose to use the concept of the "action selection net-
work" [8], which sends and receives activation levels among
multiple nodes. The interaction manager works with spon-
taneous inputs as outlined below.
The state and intensity of a player's (1= 1, 2...) emotion at
time T is defined as
Ep (i, T), sp(i, T) where sp(i, T) = 0 or 1
(0 indicates no input and 1 indicates an input).
Similarly, the state and intensity of a character's (i=1,
2...) emotion at time T is defined as
Eo (1, T), so(i, T).



For the sake of simplicity, the emotional state of a charac-
ter is determined by the player's emotional state, when the
player's interaction results from emotion recognition:

{Ep(i, T)} -> {Eo(j, T+ D}.

Activation levels are sent to each character when emotion

recognition results are input as
sp(i, T) > sp(i, J, T),

where sp(i, j, T) is the activation level sent to character j
when the emotion of player i is recognized. The activation
level for character j is the total of all activation levels re-
ceived by the character:

so(j, T+ 1)= % sp(i,j, T).

A character that exceeds the activation threshold performs
action Ao(i, T) based on an emotional state. More specifi-
cally, this action involves a character's movement and speech
as a reaction to the emotional state of the player. At the
same time, activation levels so(i, j, T ) are sent to other char-
acters:

if so(i, T) -> THi
then Eo(i, T) -> Ao(i, T), Eo(i, T) -> so(i, j, T)
so(j, T+ 1)= ¥ so(i,j, T).

This mechanism creates interaction between characters and
enables more diverse interaction than simple interaction
involving a one-to-one correspondence between emotion
recognition results and character reactions.

(3) Other issues
(a) Time control

A difficult issue in handling spontaneous interaction is that
once we permit it, controlling the time schedule for the se-
quence of predetermined interactions becomes difficult be-
cause the scenario as a whole is controlled by the scene data
handled by the scene manager. As one solution to this prob-
lem, we introduced the concept of the "relative time counter".
Here, the timer stops counting while characters are show-
ing reactions corresponding to spontaneous input. This
means that as long as the participants continue to enjoy the
spontaneous interaction, the story stops proceeding. This
mechanism allows the system to go to any point between a
fully spontaneous interaction system and a fully narratively
controlled system.

(b) Reaction collision

There are times when a spontaneous input comes in while
a character is reacting to an expected player input. As a
result, a collision occurs between the expected reaction and
the reaction to the spontaneous input.

We introduce two modes for this situation: real-time reac-
tion and delayed reaction. In real-time reaction, the char-
acter puts the reaction on hold and instead shows the spon-
taneous reaction. In delayed reaction, the character contin-
ues its behavior and after finishing it starts its reaction for
the spontaneous input.

3.4 Scene Manager

The scene manager controls the behavior of the computer
characters as well as the generation of scenes. To control
the ongoing progress of each scene, we define the scene
data, which controls all of the events for each scene. A
brief description of the scene data construction is as fol-
lows.

The scene data consists of the following kinds of com-

mands and parameters.

***MACRO COMMAND

COMMAND

Parameter
Macro commands control the description of a scene. The
macro commands we have prepared are the following.

***SCENE: command to define the scene number

***TIMER: command to define the maximum du-
ration time for each scene

***CAMERA: command to define the camera posi-
tion for each scene
Commands define and describe the details of events in each
scene. The main commands for the present system are the
following.

BGIMG: command to define the background image

SOUND: command to define the background music
and sound effects

OBJECT: command to define the CG correspond-
ing to various kinds of objects and characters

MOTION: command to define the motion capture
mechanism

INTERACTION_S: command to define the interac-
tion based on speech recognition

INTERACTION_G: command to define the inter-
action based on gesture recognition

INTERACTION_E: command to define the interac-
tion based on emotion recognition
Parameters define various kinds of conditions for each com-
mand. An example of a scene data description for a spon-
taneous interaction is as follows

INTERACTION_E

Character N Start time  End time

Participant M1 Wait File CG(M1)
File speech(M1)

Participant M2 Immed. File CG(M2)

File Speech(M2)
This means that during the time between the Start_time and
the End_time, the character indicated by N can accept spon-
taneous inputs from participants M1 and M2. When reac-
tions are activated based on the mechanism mentioned in
(3), the reaction to participant M1 is expressed by
File_CG(M1) for animation and File speech(M1) for
speech. In addition, the type of reaction is defined by Wait
or Immed. for delayed and immediate reactions described
in (3), respectively.

Figure 7 illustrates how the interaction manager and scene
manager work, and as a result, how the interaction between
the characters and participants proceeds.

3.5 Examples of Interactions
(1) An interactive story

We have produced an interactive story based on
Shakespeare's "Romeo and Juliet". We chose it because it
is a very well known story and people have a strong desire
to act out the role of hero or heroine. We expect people to
easily get involved in and experience the story.

The main plot of the story is as follows. After their tragic
suicide the lovers' souls are sent to Hades, where they find
they have totally lost their memory. The two start a jour-
ney to rediscover who they are and what their relationship
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was. They gradually find themselves again through vari-
ous kinds of experiences and with the help and guidance of
characters in Hades and finally go back to the real world.
(2) Interaction

There are two participants, one plays the role of Romeo
and the other Juliet. The participants stand in front of the
screen wearing specially designed clothes with attached
magnetic sensors and microphones. Their avatars are on
the screen and move according to their actions. Basically,
the system controls the progress of the story with character
animations and character dialogues. The story moves on
depending on the voice and gestures of the participants and
as described before, interaction is possible at any time.
When the participants utter spontaneous phrases or sen-
tences, the characters react according to the emotion recog-
nition results. Consequently, this system can go anywhere
between story-dominant operation and impromptu interac-
tion-dominant operation depending on the frequency of the
interaction. Figure 8 illustrates typical interactions be-
tween the participants and the system.

4. Conclusions

In this paper, we first proposed an algorithm for recogniz-
ing emotions contained in human speech. We adopted a
neural network for recognition algorithm. In order to real-
ize speaker-independent and content-independent emotions
recognition, we selected a word set that consists of one hun-
dred phoneme-balanced words. In addition, we collected
utterances of these words spoken by fifty male speakers.
We used this database for the training and recognition
samples and obtained about 50% recognition rate in the rec-
ognition experiment.

We then applied this emotion recognition algorithm to the
computer characters in our interactive movie system. In
the evaluation of the first prototype system, we learned that
the ability of reacting to spontaneous input by users is the
key factor for realizing realistic computer characters. By
utilizing emotion recognition as the key function for spon-

(b) ‘Romeo” tries to touch object
in a gift shop.

Fig. 8 Examples of interaction between
participant and system.

taneous reactions, we succeeded in realizing computer char-
acters with the spontaneous behaviors.

Further research will be necessary to evaluate the emo-
tion recognition algorithm by collecting a speech database
uttered by females and carrying out recognition experiments.
It also is necessary to evaluate the approach based on the
integration of narrative-based and spontaneous interaction
by letting people experience the interactive movie story and
become main actors or actresses.
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Abstract
This paper examines the implications of Alife

for the generation of a new kind of theatre.
Traditionally, Western Theatre (which in this
context includes both filmed and live production)
has always communicated within a fixed
framework to a more or less passive audience. In
this form of theatre, the transmission of meaning is
controlled centrally by a director, the supreme
authority, for whom the actor is the instrument of
representation. Closure and resolution mark this
dramatic form in which audience interaction is
seldom invoked, and rarely utilised to affect the
narrative’s structured catharsis or resolution.
Audience participation is usually illusory.

In addressing the theoretical aspects of Alife and
theatre, the paper emphasizes the importance of
“enactment” over “performance” within the public
dimension of a work. Instead of interpretation and
representation, technoetic theatre will be
concerned with ideas of emergence and
construction in the generation of meaning and in
the reframing of consciousness.

Introduction

For the purposes of this paper, the term “theatre”
is intended to refer to both cinematic and live
dramatic production, while recognising the
important difference between the two existing
forms. In fact cinema is even less “interactive”
than the stage, since live actors often claim some
degree of interactivity with, or at least
responsiveness towards, their live audience. In the
traditional movie this is in no way possible.
However, relative to the issues of interactivity and
emergence that this paper discusses, the
differences between these two traditional dramatic
genres are less important than their commonalties.
Thus this paper will employ “theatre” as a generic
term.

This paper examines the theoretical

implications of A life for the generation of a new
kind of theatre, which we shall call “technoetic
theatre”, as it arises from the confluence of
researches into artificial life, interactive drama and
the field of consciousness. Western theatre has
characteristically relied on a linear structure that
seeks to elicit emotions in, and to convey meaning
to, an audience whose role is essentially receptive,
set within a framework which is both explicit and
constrained. The relationship between the viewer
and the viewed is fixed. The construction of
meaning and emotion is controlled centrally by the
director for whom the actor is the instrument of a
determinative representation. The actor’s
performance is intended interpret a role within a
communicative continuum, which is essentially
one way: feedback from the audience serving only
in the reinforcement of this objective. Closure and
resolution mark the dramatic form.

In live theatre, there may be exceptionally some
interaction between the audience and the dramatic
construction but rarely in a way that influences its
intended catharsis or the narrative trajectory. The
dramatic ensemble is an object to be viewed at a
distance within a strict economy of space and time.
Theatre is thus rarely open-ended or uncertain; the
interchangeability of roles between the viewer and
the viewed is restricted. Audience participation is
generally illusory, often no more than a dramatic
conceit intended to flatter the viewer with an
apparent transfer of power which is in fact no
more than its reinforcement in the hands of the
director. This form of theatre is powerful in
conveying meaning and in reinforcing values and
attitudes.

This paper argues that Alife, by contrast,
suggest the possibility of an entirely different kind
of theatre whose attributes and objectives would
radically change our view of its meaning and



function. While the principles of emergent form
and total interactivity will be discussed, the paper
will focus on the necessity of recognising the
importance of “enactment” over “performance” in
this context. Instead of the classical focus on
interpretation and representation, this form of
theatre will be concerned with ideas of emergence
and construction in the generation of meaning and
in the reframing of consciousness.

Current research
This paper is propositional and speculative, a

form necessitated by the present artistic and
technological relationships between the movie,
theatre and Alife, which can only properly be
described as nascent when compared to the
legitimate goal and ambitions of current
practitioners. However, this is not to say that there
is no significant research being pursued in this
conjunction, or that the magnitude of these issues
is underestimated in the commercial and cultural
fields they will eventually affect. The contrary is
the case. For example, in Japan at ATR significant
attention is paid to this artistic (and ultimately
commercial) emerging field, as evidenced in its
support of the research of such artists as Naoko
Tosa and Christa Sommerer and Laurent
Mignonneau.

While Tosa’s “interactive movies” explicitly deal
with dramaturgical processes taking place in the
interspace between Alife action and realtime
human intervention, Sommerer and Mignonneau
are concerned with Alife as an extension of fine art
practice, interactive virtual sculpture or scenarios
of autoperformance art. It can be argued however
that their work too has affinities with cinema
While Naoko Tosa’s work extends and liberates
the frame of the narrative movie, Sommerer and
Mignonneau can be seen as revising the precepts
of structuralist film, placing the viewer at the
centre of the structural process. If we were to
conduct a survey of this emergent field we would
find a huge variety of artistic and commercial
trajectories and practices. At the same time there
would be very little literature to serve as a
theoretical underpinning.

Theory

Hitherto, little attention has been paid to the
theoretical implications of the convergence of
interactive drama and Alife, largely because the
field is at a very early stage of development.
However the very absence of such theory invites

speculation, and it has been the anticipatory, if not
visionary, speculation by the Alife community
from its inception that has fired the interest of
artists and writers.

What does it mean to say that the convergence
of Alife and Theatre would radically change our
view of the meaning and function of dramaturgy?
Firstly, it must be said that the theory of Alife far
outstrips its present realisation. Whether based in a
silicon substrate or within the substance of a wet,
or at least ‘moist’ biology, Alife is at best
rudimentary set beside its aim to produce life-as-it-
might-be. Nevertheless, the aspirations of Alife
and the theoretical speculation it has engendered
have radically transformed the way we view
“theatre” and the evolution of movies, games and
other dramatic structures. This consequence
however may be of less importance than its
potential to radically change our view of
ourselves. The theatre has always had the dual role
of both reflecting ourselves as we see our selves
and eliciting in us new forms of behaviour, and
extending the range of our emotions.

Such also will be the case with technoetic theatre.
However, it will reflect a wholly new human
scenario, a completely different view not only of
the human individual but also of life itself. The
effect of Alife theory on thinking about theatre can
be to set up a route, indirectly but significantly, to
the realisation of “life-as-it-could-be”. In this
respect technoetic theatre should properly be seen
as post-biological, and an important part of the
larger cultural discourse surrounding technology,
artifice and nature.

It is the emergent properties of Alife, the capacity
for autoconstruction, and eventually perhaps
autopoeisis, that gives it special significance in the
new prospectus for interactive drama. The
technoetic theatre will define a form of theatre
intrinsically concerned with ideas of emergence
and construction, particularly in the generation of
meaning and form. In this.way it can be said that
Alife interactive drama can play a decisive role in
the reframing of consciousness. The shaping of
consciousness has long been the purpose of
traditional theatre: the wish to tell a story and
thereby affect morally, emotionally or politically,
the mind of the audience. The Alife ingredients of
technoetic theatre however will mean that while
the context is provided ahead of time, the content
is wholly and decisively created by the audiences



interaction with the artificially living elements of
an emergent scenario.

However, while the principles of emergent

form and total interactivity are of central relevance
to these issues, and the current fascination with
intelligent agents and avatars should not be
underestimated, this paper will focus on the
audience, or rather its necessary absence, and will
argue the importance of “enactment” over
“performance” in this context. Because
interpretation and representation have always been
the principal vehicles of drama, the idea of
performance characterising the actor’s role has
rarely been challenged. But Alife can have nothing
to do with interpretation or representation, unless
it is to be relegated to the production of mere
effects.

Enactment

It can be argued that the roots of drama are to
be found in the sacred; in ritual, religious
observance, and spiritual renewal. The co-option
of Alife in the production of technoetic theatre
may return drama to its roots. In its origin, it
seems likely that sacred drama was not concerned
with performance (which would have implied an
audience external to the ceremony). Rather its
concern was to enact those movements, utterances,
gestures (along with colour, light and music)
which would maintain or heighten the psychic
energy, and the social integrity of the group.
Enactment was of a kind of social and psychic
utility that performance alone could not emulate.

Recent research in this context has taken me to the
Xingu River region of Amazonian jungle where I
spent a short period living with the Kuikiro
people. Like many groups in this area, the pagé
(shaman) has a defining role in daily life. All the
activity of the pagé, and of those who interact with
him in image making, dancing, chanting, making
music, is performative but is not intended as a
public performance. It is never played to an
audience, actual or implicit. No one is watching or
is expected to watch what is being enacted. This is
not a public performance but a spiritual enactment.
which entails the structuring or re-structuring of
psychic forces. To paint the body elaborately, to
stamp the ground repeatedly, to shake the rattle, to
"beat the drum, to circle round, pace back and forth
in unison, is to invoke these forces, to conjure
hidden energies. This is an enactment of psychic
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power not a public performance or cultural
entertainment.

So the perspective of sacred theatre, although seen
to be at a great distance from our current
hypermediated culture, may be of value in viewing
the function of works of interactive drama, thereby
avoiding the double observer, the phantom
audience. The double observer is he who
passively, at a distance, watches the observer as
interactive agent immersed in dramatic emergence,
but whose virtual voyeurism renders the
consequences of interactivity void. It reduces
interactive dramatic enactment to mere
performance; drama-in-a-box or distanced by
another kind of proscenium arch, thereby negating
the very value of intensive connectivity and
immersion that the new dramatic form might have
been expected to promote.

Drama as an enactment of mind implies an
intimate level of human interaction within the
system which constitutes the work of theatre, a
theatre without audience in its inactive mode.
Eschewing the passive voyeur (the traditional
drama viewer) technoetic theatre speaks
paradoxically to a kind of widespread intimacy,
closeness on the planetary scale. It is the question
of intimacy in the relationship between the
individual and cyberspace, which must be at the
heart of any research into technologically assisted
constructions of reality. The quality of intimacy is
not strained; it falleth as the gentle rain from
heaven....

If we take the canonical, five-fold path that the
multimedia artist takes in cyberspace
(connectivity, immersion, interaction,
transformation, emergence), we can see that it
applies also to the development of interactive
drama, to technoetic theatre. All the attributes of
interactive drama will lead to this overarching
quality of emergence. Eventually, the principle of
emergence will inform scenario, plot, narrative,
audience, in an integrated process. Moreover these
qualities will be multiplied, extended and
distributed, through the Net, not only in space and
location but also in time and duration. The
distinction between audience and actor, writer and
responder, viewer and viewed with become
blurred.

An even greater consequence, will be the
merging of cyberspace with the space of the mind.



A truly telematic technoetic theatre, such as seems
to be an inevitable outcome of current trends in the
technology of distributed intelligence, would put
the individual mind on line, in a state of
heightened connectivity.

It could be said that technoetic theatre aspires
ultimately to the condition of total immersion,
providing a radically immersive connectivity
within an extended telematic domain. Thus the
momentum in theatre to move progressively from
the flat screen and proscenium arch, to theatre-in-
the-round and the IMAX dome, towards theatre in
the Net (or the Net as theatre). One consequence
of such a development, in which action is widely
distributed and ideas, events and narrative
sequences emerge through associative links, will
be that the sense of time is not only distorted but
effectively erased. In netspace, the economy of
connectivity replaces the economy of space and
time.

The role of dramatist is also to be redefined.
Content and meaning are created largely out of the
audience’s interactions and negotiations with
conditions initially set by the “author” but subject
to transformation as all contexts are, relative to the
fluctuations of content. Technoetic theatre is
typically unstable and shifting, constantly in flux;
a theatre which parallels life, not through
representation or narrative, but in its processes of
emergence, complexity, uncertainty and
transformation. It finds its place in an emerging
culture, which favours the ontology of becoming,
rather than the assertion of being, moving towards
a post-biological re-materialisation. Technoetic
theatre is the theatre of enactment, played without
audience, in a network of interacting minds.

Revision is also required of the role of producer,
who must now be expected to bring together not
simply a ‘cast’ of live actors, artificial agents or
avatars but a dynamic environment, which in turn
is shaped by their behaviour and by audience
intervention. This means that technoetic theatre
must inhabit a complex space: part virtual, part
noetic, part material, and always telematic since
connectivity is the relational force that drives the
whole emergent process. So the discourse of
interactive media arts, culled in part from film
theory and in part from computer science, must
prepare itself for a complete reversal of focus from
the much celebrated and much hyped
“immateriality” of culture to a radical re-

materialisation embodied largely in Alife, and
inevitable in its moist manifestation. Such a
process of re-materialisation looks to a union of
robotics, Alife and telematics as the space of
innovation and creative thought.

If there is little evidence of real benefits from
this union in current practice it may be that more
emphasis has been put upon the demonstration of
technological wizardry than on the provision of
new and profound experience of the post-
biological condition. This is a familiar stage in the
evolution of telematic art and interactive media in
general. Demonstration takes precedence over
experience. Special effects supersede meaning.
The material overcomes the spiritual. It is not
unlike the situation in science, where description is
confused with explanation.

Conclusion
In technoetic theatre, not only is the

proscenium arch made redundant but the spacial
limitation of the stage per se is eradicated in
favour of a limitless network, the horizonless
expanse of cyberspace. So equally, the duration of
the traditional drama presentation, be it on the live
stage, in the cinema, with computer games or on
TV, is put aside in favour of the indeterminacy of
telematic time which is experientially a sense of
no time at all.

Just as Alife will transform our understanding
of theatre, so technoetic theatre will transform our
understanding of how we can re-enact our identity,
re-define ourselves and re-construct our reality,
thereby rejecting definitively the inducement to
perform roles within a scripted social framework.

The inadequacy of performance and interpretation,
in the context of psychic empowerment, self-
construction and reality building that technoetic
theatre could provide, is contrasted to the efficacy
of enactment as shown in many ancient, non-
western cultures.

Finally, the fusion of Alife and theatre, should its
proponents succeed in realising its interactive,
self-generative and globally connective potential,
will bring to cyberspace a complexity and variety
of meaning and experience of which traditional
dramaturgy could only dream.

©Roy Ascott 1998
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Abstract

In this paper, we investigate the sociality of robots
living together with humans, focusing on the following
three points. First, in order to construct a relationship
between humans and robots, we propose an interface
model with a lifelike ageni. In our model, the agent
can migrate from a user’s mobile PC to a robot when
the agent has to work in the physical world. As a result
of the migration, a robot can inherit the context from
the interactions between a user and an agent so that a
relationship between a user and a robot is formed. We
show that a Tobot can guide a user to a destination
using this relationship. Second, we propose an agent
model using artificial life technology, where each agent
pursues a sense of consistency and interacts sponia-
neously with other robots and an environment. We
show that the robots with our model autonomously gen-
erate a field of communications between themselves,
and furthermore, they promote matchmaking among
the guided users in the field. Third, we discuss whether
the character and behaviors of humans change during
role-playing in the human-robot society, and we com-
pare the results 1o those of social psychology.

1 Introduction

The Symbiosis of humans and robots will be an im-
portant theme in the future. This is because robots
can provide the physical support that humans need,
e.g., carrying things, rescuing people, guiding peo-
ple alongside, as well as giving the information sup-
port that a mobile PC can present to us. However,
a method for smooth communication between humans
and robots has not been established yet. We can point
out that one of the reasons for this comes from prob-
lems in the traditional communication model.

In the field of engineering, the model of human com-
munication has so far been based on Shannon’s model

[6], in which information is transmitted and received
on a line, changing direction by turns along to a time
progression. However, communication between hu-
mans cannot be grasped by the model, because human
communication is a more dynamic process realized by
participants’ sense-making subjectively [2]. We, there-
fore, have to reconsider the model of human commu-
nication. Consequently, this will begin to settle the
problems of human-robot communication.

The aim of our research is to investigate the so-
ciality of robots living together with humans. For the
realization of the research goal, we focus on the follow-
ing three points. First, we propose an interface model
with a lifelike agent in order to reconsider the tradi-
tional model of human communication. Second, we
propose an agent model using artificial life technology,
in order to realize robot autonomy. We show that the
robots with these models can guide humans to des-
tinations, and promote matchmaking among humans.
Third, we discuss the function of role-playing between
humans and robots.

2 Human-Robot Interface

2.1 TItako Robot and Hyoui Mechanism

It is important to learn how to design the beginnings
of interactions between humans and robots. In the tra-
ditional model of a human-robot interface, the inter-
action is begun by a sender’s message, e.g., a specified
sign and a command. However, a task-oriented design
like this is unnatural in daily life because humans do
not execute commands that a stranger gives us unex-
pectedly. We instead ought to focus on simultaneity
and embodiment in the beginning of the interactions,
i.e., the greeting function in human communications.

We propose an interface model with a lifelike agent
in order to construct a relationship between humans
and robots. First of all, a user interacts with an agent
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Figure 1: Itako robot and Hyoui mechanism

on a mobile PC through the input of a user’s inter-
ests and the output of an agent’s information. In our
model, the agent can migrate from the user’s mobile
PC to a robot when he/she has to work in the physical
world (see Figure 1). The migration is called a Hyou:
mechanism, and the possessed robot is called an Itako
robot!. As a result of the migration, the robot can
seamlessly inherit the context from the interaction be-
tween the user and the agent so that a relationship
between the user and the robot is formed. Notice that
this relationship is not formed by the exchange of mes-
sages like in the traditional model, but by a function
based on simultaneity and naturally embodiment. We
expect that a robot can guide a user to a destination
using this relationship.

2.2 Implementation

We describe here a method of implementing the Hy-
oul mechanism. The lifelike agent consists of three
layered componets, i.e., an agent personality (AP), an
agent core (AC), and an agent shell (AS), which can
be rearranged dynamically (see Figure 2). The AP has
knowledge-based objects regarding the user and envi-
ronment, the AC has processing definitions regarding
path-planning and presentation strategy, and the AS
controls the physical resources of the network and the
robot. In the process of the migration, the AP and
part of the AC move from the mobile PC to the robot.
An unpossessed robot moves autonomously obeying
the set initial state.

1Hyoui means a process possessed by a soul, and Itako means
a soul mediator in the Japanese native religion.
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Figure 2: Software structure of the agent

3 Emergence of Communication:

Matchmaking

In an information-oriented society, it is important
for people to encounter others who have the same in-
terests because of the need to do creative collabora-
tions. We will discuss a communication support. envi-
ronment using on Itako robot as a mediator.

3.1 Autonomy of Agents

The agent on the robot has to have autonomy in
order to be regarded as a member of human society
and to make sense subjectively in communications. In
this section, we focus on a sense of consistency in com-
munications. According to psychological studies, there
are many ways to display this feature. For example,
a person’s heartbeat increases rapidly from fear when
he/she crosses a frightening suspension bridge. The
rapid heartbeat lasts even after the person has fin-
ished crossing the bridge. At that moment, if he/she
meets a member of the opposite sex, he/she is likely
to be well disposed to that person. The reason is that
he/she will have attributed the rapid heartbeat to the
other person’s attractiveness® [5]. In other words, peo-
ple subjectively generate and maintain a sense of con-
sistency in such a way so that they can adapt to the
environment, thereby avoiding the frame problem in
artificial intelligence. This is an important factor to
agents as well as humans.

3.2 Model Using Artificial-Life Technol-
ogy

For the purpose of the realization, we propose a
communication model in which each agent sponta-

21t can, of course, be attributed to other reasons.



neously pursues a sense of consistency in communi-
cations with other agents and in interaction with the
environment. This sense of consistency means a stable
state constructed by dynamical interactions that take
place between the internal state, behavior, and envi-
ronment. Our model of multi-order functions (MOF)
uses self-producing systems in artificial life, in partic-
ular, Metabolism-Repair Systems ((M, R) systems) [1]
in describing the dynamical aspect in the communica-
tion processS.

The MOF model is a hierarchical network structure
composed of elements (see Figure 3). An element at a
lower level is provided in the following diagram:

L Lo, % (1, 0) (1)

Here, I; is the set of inputs from the environment to
the system; O; is the set of outputs of the system to
the environment; f; is the component of the system
represented as a map from I; to O;; and ¢y, is the
repair component of f; as a map from O; to H(I;, 0;),
(H(X,Y) is the set of all maps from a set X to a set
Y); i identifies each element.

An element at a higher level is described by the
following diagram:

H(O;, H(I;,0;)) & H(0i, H(I;, 0;))
5 H(H(O;, H(I;,05)), H(Oi, H(L;, 05))) (2)

Here, F' is a component of the system represented as
a map from the set of ¢y, to the set of ¢;,, and ¢p is
the repair component of F.

To put it concretely, the elements at the lower lev-
els construct a stable state grounded on sensory-motor
coordination. Figure 3 shows a stable state, i.e., the
connection among the elements ey4, €2, and e3. Simul-
taneously, the system as a whole becomes stable since
the element at the higher level synchronizes with each
lower element by interacting with them. Then, the
higher element tries to rewrite orders in ¢;,, ¢y,, and
¢ 5, following its own context. The lower elements also
send the current state in ¢, to the higher element.

If a contradiction occurs between the higher and
lower levels, it can only be dissolved by interaction be-
tween F' and ¢y, after the fact; however the method is
not designed to work before the fact. In other words,
the higher level is not in firm control of the bottom
levels.  The elementary behaviors are fully operative
on their own and continue to work even if the higher
level is removed. Accordingly, the effect of the higher
level is not to select actions directly, but to change the

3Refer to [3] for the details of this model.
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Figure 3: Structure of MOF network

characteristics of the lower levels. The network struc-
ture of MOF generates and maintains a sense of consis-
tency autonomously, dissolving any contradiction be-
tween the levels by interaction. This effect is grounded
on the advantage of the (M, R) systems, which contin-
uously regenerate and achieve the network, producing
and maintaining themselves coherently.

The agent with MOF can be expected to au-
tonomously interpret his/her own behavior and envi-
ronment alone, maintaining the sense of consistency.
This mechanism may be beneficial for adaptiveness
since it allows qualitative changes in an agent’s be-
havior without changing the supporting mechanisms.

3.3 Matchmaking Mediated by Robots

We can observe an emergence of communication
between humans by using robots with the proposed
model. For example, we assume that an Itako robot
guides a user to a destination in a museum and that
the agent on the robot has an internal model of the
user’s interests and requirements beforehand. If the
robot accidentally encounters another robot with the
same 1nternal model, the two robots form a field of
communication by the entrainment resulting from the
characteristics of the proposed model (see Figure 4).
Under the influence of this communication, the two
users originally having the same interests also begin to
communicate with each other. Matchmaking between
humans is realized by using the robot as a mediator
through the process mentioned above.



Figure 4: Matchmaking through Itako robots

4 Role-Playing between Humans and
Robots

In this section, we discuss role-playing between hu-
mans and robots, comparing the results with those of
social psychology.

Humans mold a social-self through the role they
play as a member of the society [4]. In social psy-
chology, experiments concerning human’s role-playing
have been carried out previously. Zimbardo et al.
showed that subjects given the social roles of a prison
guard and a prisoner were excessively immersed in
those positions through simulations [7]. We would like
to discuss whether the character and behaviors of hu-
mans are changed through role-playing in the human-
robot society in the same way.

In our research, we did experiments in the case in
which robots gave commands to subjects (see Figure
5). We then used a post-test to investigate changes in
subjects’ attitudes and their impressions of the robots.
In the early results of the experiments, the subjects
had a tendency to dislike robots’ commands more than
humans’ commands. In the future we have to make the
factors concerned clear through other experiments. In
addition we will study the social relationships between
humans and robots, the new comers to human society.

5 Discussion and Conclusions

In this paper, we have investigated the sociality of
robots living together with humans, focusing on the
following three points, i.e., the robot guidance with
our interface model, the matchmaking mediated by
the robots with the MOF model, and the role-playing
between humans and robots. These points of view
shed a new light on communications between humans
and robots. That is, we focus on subjective sense-

Figure 5: Experiment of role-playing

making, simultaneity, and embodiment in communi-
cation, which a traditional model like Shannon’s [6]
cannot grasp. We claim that communication is based
essentially on these factors.

Research on robots is important in the field of ar-
tificial intelligence and artificial life. This is because
such research logically moves our concerns from toy
problems to real world problems, and also suggests a
useful view to engineering applications. Moreover, in
considering intelligence and life constructively, this re-
search 1s indispensable to integrating various functions
into one material body.

In the days ahead, we will come to live together
symbiotically with robots who replace human caretak-
ers and rescue us out of necessity. In this situation, it
is meaningful to study the influence of social interac-
tions like role-playing between humans and robots.
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Abstract: Recent advances in robotics have been applied to
automation in industrial manufacturing, with the primary
purpose of optimizing practical systems in terms of such
objective measures as accuracy, speed, and cost. This paper
introduces research on artificial emotional creatures that seeks
to explore a different direction that is not so rigidly dependent
on such objective measures. The goal of this research is to
explore a new area in robotics, with an emphasis on human-
robot interaction. There is a large body of evidence that shows
the importance of the interaction between humans and animals
such as pets. We have been building pet robots, as artificial
emotional creatures, with the subjective appearance of behaviors
that are dependent on internal states as well as external stimuli
from both the physical environment and human beings. The pet
robots have multi-modal sensory system, actuators, and bodies
with artificial skin for physical interaction with human beings.

Key Words: Human-Machine Interaction, Physical
Interaction, Pet Robot, Subjective Value, Emergent
Emotion

1. Introduction

A human understands people or objects through
interaction. The more and longer they interact, the deeper
the human understands the other. Long interaction can
result in attachment and desire for further interactions. It
may also result in boredom. Interaction stimulates
humans, and generates motivations for behaviors. There
can be cases in which behaviors are not rational.

Objects with which humans interact include natural
objects, animals and artifacts. Studies on interaction
between human beings and animals show positive effects
on psychology, development of children, and so on '.
Artifacts that affect people in mentally can be called
"aesthetic objects". Such effects are subjective and could
not be measured simply in terms of objective measures
such as accuracy, energy and time.

Machines are also artifacts. Different from the
aesthetic objects, machines have been designed and
developed as tools for human beings while being
evaluated in terms of objective measures . Machines are
passive basically because human beings give them goals.
Machines will not be active as long as they are tools for
human beings.

However, if a machine were able to generate its
motivation and behave voluntarily, it would have much
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influence to an interacting human. At the same time, the
machine should not be a simple tool for humans nor be
evaluated only in terms of objective measures. Subjective
evaluation is important. For a human, multi-modal
stimulation should be influential. People interacting with
the machine or observing the interaction may consider the
machine as an artificial creature. Behaviors of the
machine may be interpreted as emotional.

There are many studies on human-machine
interaction. Here, we don't discuss studies on human
factors in controlling machines used as tools. In other
studies, machines recognize human gestures or emotions
by sensory information, and then act or provide some
information to the human. However, modeling gestures or
emotions is very difficult because these depend on the
situation, context and cultural background of each person.

Concerning action by a machine toward a human, an
artificial creature in cyber space can give only visual and
auditory information to a human. A machine with a
physical body is more influential on human mind than a
virtual creature.

Considerable research on autonomous robots has
been carried out. Their purposes are various such as
navigation, exploration and delivery in structured or
unstructured environments while the robots adapt to the
environments. Also, some robots have been developed to
show some emotional expressions by face or gestures.
However, even though such robots have physical bodies,
most of them are not intended to interact physically with a
human.

We have been building pet robots as examples of
artificial emotional creatures "> *. The pet robots have
physical bodies and behave actively while generating
motivations by themselves. They interact with human
beings physically. When we engage physically with a pet
robot, it stimulates our affection. Then we have positive
emotions such as happiness and love or negative emotions
such as anger, sadness and fear. Through physical
interaction, we develop attachment to the pet robot while
evaluating it as intelligent or stupid by our subjective
measures.

The chapter 2 discusses subjectivity and objectivity.
The chapter 3 discusses emergence of emotional
behaviors through physical interaction. The chapter 4
introduces newly developed pet robots °. Finally, the
chapter 5 concludes this paper.



2. Objectivity and Subjectivity

Science and technologies have been developed
through objectivism. Because of this, people can share
and use their scientific and technological knowledge in
common. When we design machines, we need to use such
objective knowledge. A machine which has high value
evaluated in terms of objective measures such as speed,
accuracy, and cost is useful as a tool for human beings,
especially for automation.

A machine that interacts with a human is not always
evaluated by such objective measures. People evaluate a
machine subjectively. Even if some machines were useless
in terms of objective evaluation, some people put high
subjective value on them. Such machines could be
considered as aesthetic objects.

When we design robots that interact with human
beings, we have to consider how people think of the robots
subjectively. This paper deals with pet robots to
investigate subjectivity for designing robots friendly to
human beings.

3. Emergence of Emotional Behavior through Physical
Interaction

There is an enormous number of studies on emotions.
Also, we can make models of emotions by observing many
people. However, we can not say which model is correct
or even the best. We have many words to express our own
emotions, but we don’t have the same definition of
internal states of our bodies. Emotions are evoked in some
situation, and depend on context and cultural background.
Therefore, it is difficult to establish a general model of
emotions. For example, if a subject and another person are
interacting, the person’s interpretation of emotions of the
subject is not always the same as that of the subject
himself. Even if they had long relationship, they would
interpret the emotions in different ways.

We are taking a position that emotions emerge
through interaction with the environment as Picard
classified research on emotions "> * . There is some
research on emergent emotions. Toda emphasized the
importance of studying whole systems including
perception, action, memory, and learning ’. He proposed a
scenario with a fungus eater to illustrate how emotions
would emerge in a system with limited resources
operating in a complex and unpredictable environment.
Toda’s robot has the goal of collecting as much uranium
ore as possible, while regulating its energy supply for
survival. The robot has rudimentary perceptual, planning,
and decision-making abilities. Toda proposed urges that
are motivational subroutines linking cognition to action,
and argued the robot would be emotional with the urges.
The urges are triggered in relevant situations and
subsequently influence cognitive processes, attention, and
bodily arousal. An observer of the robot would interpret

that the robot’s behaviors are emotional. Pfeifer
implemented urges in a mobile robot and showed
emergence of emotional behaviors through interaction
between the robot and its environment *.

Braitenberg explained emergent emotions by means
of his simple mobile robot, which had two light sensors
and two motors °. When the robot sees a light source
straight ahead, the robot moves toward it, and bangs into
it, hitting it frontally. When the source is not straight
ahead, then the robot turns and moves so that it still
approaches the source and hits it. An observer could
interpret the robot’s behavior as aggressive as if the robot
felt a negative emotion toward the light source. When
sensors and motors are wired so as to linger near the
source and not damage the robot, the behavior could be
interpreted as a more favorable emotion. The robot could
have different behaviors in the same environment when
its internal system is changed. These mean that emotions
have emergent properties and depend on interaction with
the environment.

Brooks argued that situatedness, embodiment,
intelligence and emergence are key ideas of behavior-
based robots '°. The key idea of situatedness is that the
world is its own best model. The key idea of embodiment
is that the world grounds the regress of meaning-giving.
The key idea of intelligence is that intelligence is
determined by the dynamics of interaction with the world.
The key idea of emergence is that intelligence is in the
eyes of the observer.

When a human and a pet robot interact with each
other, they stimulate and affect each other. We call this
‘coupling’ . When the human evaluates the robot, the
human is an observer and a subject at the same time.
Following Brooks’ ideas, the intelligence of the robot
could be determined by the dynamics of interaction with
the subject and environment. Also, the subject would
interpret or measure intelligence of the robot with his own
eyes. The subject’s interpretation depends on his
knowledge and experiences related to the robot and its
designer. Therefore, the robot’s intelligence depends on
the subject’s intelligence.

At this point, we don’t have an explicit definition of
intelligence. However, as Minsky suggested, we doubt
whether machines can be intelligent without emotions
(which doesn’t mean emotion models but emotional
appearance of behavior in observer’s view) . Therefore,
we consider that emergent emotions are key for
intelligence.

As we design pet robots as artificial emotional
creatures, an interacting human does not give them goals
nor tasks. Pet robots are allowed to generate their own
goals and motivations for survival in the world. Therefore,
contrary to Asimov’s “The Three Laws of Robotics” 2,



1) They would protect themselves.

2) They would not obey human beings.

3) They would injure human beings.
These allowances are the key to let people interpret that
pet robots are like living creatures.

4. Pet Robot as Artificial Emotional Creature
4.1 Previous Research

We investigated subjective interpretation of robot’s
behaviors in psychological experiments, in which a
picture of a dog was equipped with a 1 DOF tail and
subjects were asked to interpret emotions of the dog by
wagging tail *. Then, a simple tactile sensor was added to
the system and the tail wagged depending on stroking the
tactile sensor by subjects. In the first experiment, subjects
interpreted meaning of wagging by visual and auditory
information. In the second one, subjects had tactile
information as well as vision and audition. Interpretations
of emotions were various because of knowledge of dogs;
for example, some had experience of owning dogs.
However, the second experiment was much more
impressive for most subjects because of physical
interaction with tangibility.

With this result, we developed a pet robot that had
visual, auditory, and tactile sensors, a tail with 1 DOF,
and mobility by three wheels We emphasized
“tangibility” for physical interaction between a human
and a robot, different from other research . For this
purpose, we developed a new tactile sensor that consisted
of a pressure sensor and a balloon covered with synthetic
skin. The robot could sense pushing, stroking, and patting.
It behaved depending on its internal state that consisted of
current input from sensors and regressive input from itself.
A human interacting with the robot by touching or
stroking got visual, auditory and tactile information. The
human felt softness and nice texture like real creatures.
Depending on the information, the human changed his
behavior. This loop was considered as coupling between
the human and robot. Even though the robot didn’t have
explicit emotion model, people interacting with the robot
interpreted the robot’s behaviors were emotional.

From viewpoints of physical interaction and
subjectivity, there were deficits that the robot was too
heavy to hug or hold, and didn’t look like real animals in
its appearance. Therefore, we developed two pet robots:
one is a seal robot (Fig. 1), and the other is a cat robot
(Fig. 2) that has more complex structure and more
functions.

4.2 Small and Animal Like Pet Robots
4.2.1 Seal Robot

A seal robot has a simple structure in order to
investigate emergent emotions through physical
interaction. The robot has two legs with two servomotors.
Each leg has a clutch bearing at a contacting point with

floor. At front and back of its body, the robot has two
supports. The front support is a caster. The back support
has a clutch bearing at the contacting point with floor.
There are four contacting points in total and three have
clutch bearings in the same direction. When the robot
moves two legs back and forth at the same time, it moves
forward like crawling. When it moves two legs back and
forth alternately, it doesn’t move forward but it shakes its
body. When one leg was fixed at back and the other leg
moves back and forth, the robot turn to a direction of the
fixed leg’s side. Concerning on sensory system, the robot
has two whiskers which sense contact with its
environment, and two pressure sensors with balloons
which sense pushing, patting and stroking on its body.
The robot has 6811 CPU inside to control itself. Its weight
is about 1.0 [kg]. We assumed those, as innate
characteristics, the robot likes stable pressure on its body
and dislikes being touched its whiskers.

The robot has internal state depending on sensory
information and recurrent information. A neural
oscillator with two neurons generates motion of each leg,
and the internal state was input to a neuron. Phase of the
two oscillators was controlled by sensory information.

The robot had some rules to generate its motivation,
to change its attention, and to control movement of legs,
but it didn’t have explicit model of emotions. When
people interacted with the robot, they interpreted the
robot’s behavior differently with some words of emotion
to express what the robot was doing. As the movement of
the robot depended on context, internal state made robot’s
behavior more complex in interpretation than the number
of given functions. This was the effect of emergent
emotions. Complexity of interpretation depended on
subjects because it was very subjective view.

T .
(a) without Costume (b) with Costume
Fig. 1 Seal Robot
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(a) 1thout Costume (b) with Costume
Fig. 2 Cat Robot



4.2.2 Cat Robot

Cat robot has more complex structure than the seal
robot. It was built by OMRON Corp. [5] The robot has
tactile, auditory, and postural sensors to perceive human
action and its environment. For tactile sensors, it has four
piezo-electric sensors on its back and one on its head, and
one micro switch at its chin and two at its check. The
robot can recognize stroking, hitting and touching. For
audition, the robot has three microphones for sound
localization and one for speech recognition. For posture,
the robot has acceleration sensors for three axes.
Information is processed one CPU with two DSPs for
sensors and one IC for speech recognition. Its weight is
1.5 [kg] including battery.

For movement, the cat robot has one actuator of
eyelid, two for neck, two for each front leg, and one for a
tail. In total, it has eight actuators. There are one passive
joint at front leg’s ankle and three passive joints at each
rear legs.

As the robot has complex structure, an emotion
model is implemented. Therefore, the robot has some
patterns and states of emotion for emotional expression,
and some model to recognize its environment and
human’s action. For example, when the cat robot is called
by name, it recognizes the word, detect direction of sound
source, turn its face to the direction, blink its eyes for eye
contact with a human. Also, when robot’s internal state is
happy, it cries while moving actively. However, in order
to keep emergent property in emotional behavior through
physical interaction, motion patterns, such as trajectory of
a leg, are generated depending on internal states of the
robot. Therefore, it is difficult for a subject to predict
robot’s action.

4.3 Discussions

Each robot has a costume of seal or cat. Without a
costume, almost nobody would associate a seal with Fig. 6
(a). A costume gives quite various associations to subjects
even without dynamic interaction. For example, in the
case of cat robot, people who have experience owing a cat,
expect the robot to react in the same way as a real cat.
Therefore, when they interpret the robot’s behavior, they
always compare it with that of real cat.

At this point, we are evaluating the system by
statistical data of subjects' impression. As the subjective
data is varied, it is difficult to deduce out general
principles for designing pet robots with high subjective
value. We have to investigate a method to analyze
subjective evaluation. A way to evaluate how much people
liked a pet robot would be introducing the robot in a
commercial market, and counting the number of sales.

5. Conclusions

We developed pet robots as artificial emotional
creatures that generated their motivation and behavior
through physical interaction with human beings by means
of multi-modal information, especially tactile information.
These robots have been developed to investigate
emotional behaviors emerging through physical
interaction with human beings.

We discussed subjectivity in interpretation and
evaluation of robot’s behavior in physical interaction.
Evaluation methods will be investigated with more
psychological experiments in the future.
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Abstract

This paper proposes a method for controlling task
sharing in a multiple robot system depending on
situations in order to achieve some tasks. In our study,
we assumed that each robot had some programs to
achieve all tasks and therefore the robot could change
the current task by selecting these programs. Robots
may be able to share tasks among robots if each robot
selects its own program considering the other robots’
selected program. However, the appropriate task sharing
expected by an operator may be changed hour by hour,
and therefore, the operator can not give rules to share
tasks. Each robot should modify its own standard to
select the appropriate program based on commands
provided by an operator. The operator provides macro-
commands for the whole robots, and each robot
modifies its own standard of program selection based on
the commands. As the result of the modifications, the
operator may be able to control task sharing among
robots by macro-commands depending on situations.
We verify the effectiveness of the proposed method by
simulations.

1 Introduction

In the future, we may prepare many robots to
achieve a project including several tasks, and make
these tasks execute by them, simultaneously. In this case,
an operator must control task sharing among robots
depending on progress of tasks. The simplest controlling
method to share tasks among robots is that an operator
determines an appropriate task sharing in advance and
gives each robot an exclusive program. In this case,
however, the operator must re-determine new task
sharing and give new program to each robots whenever
the operator desires the different task sharing depending
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on situations. Another method is that an operator
prepares programs to achieve all tasks and equipment
for communication with the other robot. Each robot can
select an appropriate program considered the other robot
through communications. In this case, however, robots
may need enough time to communicate with all robots
when the number of robots is increased.

We considered these problems and proposed an
algorithm' that has programs to achieve all tasks. In the
algorithm, we assumed that each robot could select one
of these programs based on its own standards of
program selection, and therefore, each could change
tasks depending on situations. And each robot
communicates with the neighboring robots. And
therefore, we may be able to apply the algorithm when
the number of robots is increased. We detail about the
algorithm in section 2.

We considered that an operator prepared some
robots had the algorithm and made them share
appropriately. In this case, the appropriate task sharing
may be changed depending on situations, and therefore,
the operator can not give rules as standards of program
selection in advance. The operator can change these
rules depending on situation, however, it is difficult to
prepare them when the number of robots is increased. If
there are many robots, the operator can not observe each
robot individually. The operator may observe a group of
robots and provide macro-commands for them. In this
paper, therefore, we propose a method for controlling
task sharing among robots by macro-commands
provided for a group of them. We detail the method in
section 3. And we describe a method for providing
commands in section 4. In section 5, we show the result
of simulations that are performed to confirm the
effectiveness of the proposed method. In the final
section, we describe conclusions.



2 Algorithm for Cooperation

We proposed the algorithm as shown in Figure 1 in
order to change and share tasks among robots. The
algorithm was composed of five modules that were
behavior module, selection module, sensor module,
evaluation module, and frustration module.

In order to select one of behavioral programs
depending on situation, the algorithm must have
programs to achieve all tasks in advance. In our study,
therefore, we prepared behavior module, and provided
all programs to achieve tasks in the module. Also, each
robot requires having the capability to select one of
behaviors in the behavior module. Therefore, we
prepared selection module. In this case, however, robots
may not share tasks appropriately because each robot
selects one of behaviors from a selfish motive. In order
to share tasks among robots, each robot must select their
own behavior considered the other robots’ behavior.
Therefore, sensor module was prepared to obtain
information about the relationship with the other robots.
In this case, however, robots may not share tasks
appropriately in the beginning, because each robot has
not learned an appropriate behavioral selection
depending on each situation through enough
experiments. In order to learn an appropriate selection,
evaluation module was prepared for each robot. Each
robot may select one of behaviors considered the other
robots’ behaviors, however, there is a possibility that the
robot can not execute the current task according to
circumstances. Therefore, the frustration module is
prepared to change the current behavior to another
behavior when the robot continues to select the same
behavior for a while.

The robot having the algorithm may share tasks
considered the other robots’ behavior if the evaluation
module is provided depending on each situation
appropriately.
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Fig.1: Algorithm for cooperation

3 Modification of Evaluation for Learning

Each robot using the algorithm learns an
appropriate behavior selection considered the other
robots’ behavior. In this case, the robot estimates the
result of behavior selection by using evaluation module.
The evaluation is shown in Table 1. In the table 1, Bl
and Bn are Behavior 1 and Behavior n, respectively.

Therefore, the operator may be able to control their
behaviors if the operator can change their evaluations
depending on each situation. In this paper, we try to
change their evaluations by macro-commands that are
provided for a group of them. The macro-command was
assumed simple command as ‘good’ and ‘bad’, because
it may be difficult to estimate task sharing among robots
in detail.

In order to learn an appropriate behavior selection
considered the other robots’ behavior, we applied Q-
learning that is a kind of reinforcement learning, and
therefore an operator must care to change the evaluation.
Because robots may not learn the appropriate behavior
selection if all values of the evaluation have conditions,
such as less than 0, more than 0, 0. These conditions
mean penalties only, rewards only and no estimate. In
order to evade these conditions, we propose a method
that each robot modifies its own evaluation based on
macro-commands provided by an operator.

A and X are a set of finite discrete of the
possible behaviors and the other robots’ relationship,
respectively. At certain time ¢, behaviors of self and
the other robots’ relationship are defined by 4 (€ A)
and x (€ X). Each robot stores macro-commands
provided by an operator in R(a,,x,) at each situation.
These values of R at all situations are initialized by 0
at the beginning. And when the operator provides
‘good’ or ‘bad’ as a macro-command for a group of
robots, R(a,,x,) is modified +1 or —1, respectively.

Table 1: Behavioral evaluation for learning

Behavioral Other Robots’ Relationship

Evaluation (B1,Bl,...) | (BL,B2,...)
-5 Behavior 1 | E(1,1,1,...) | E(1,1,2,..))
55
Ek

A Behaviorn | E(n,1,1,...) | EM,1,2,...)




If each robot uses these values for learning, there is
a possibility that the robot has evaluations satisfied the
foregoing bad conditions. Therefore, each robot
modifies its own evaluation E(g,x,) using the
following equation:

Y > RG.j)
E(a"x’)zR(al’x:)_—'-EAjex— )

> 2 [RGj)

€A jeX

By using the foregoing equation, all values of the
modified evaluation are not less than 0 or more than 0.
Therefore, each robot may be able to learn an
appropriate behavior selection.

4 Conduct Method for Task Sharing

Each robot modifies its own evaluation based on
the foregoing equation whenever an operator provides
macro-commands for a group of robots. And each robot
learns an appropriate behavior selection considered the
other robots’ relationship.

A certain robot’s behavior and the other robots’
relationship are defined by 4 (€ A) and x (e X) at
certain time ¢, respectively. When the robot selected
a,, (€ A) attime 7+1. Q-values is modified depending
on each robot’s evaluation as follows:

Qnew (a/ ’x/ ’ a1+l )<_ old (ar ’xr > al+| )+ AQ (2)

where AQ is calculated as the following:

E(a/+l > xl+l )
+ y r?ax Qo[d (a1+l s x1+l > b)
€A

- Qa/d (a/ > X154y )

AO=a (€]

where o is learning rate and y is discounting factor.

Each robot learns an appropriate behavior selection
by using the foregoing equations. In this case, however,
robots may spend many trials to find a good task sharing
in the beginning. Because, robots can not obtain ‘good’
command until they make a good task sharing by
chance. Therefore, we considered that an operator
provides a good command in the beginning even if

robots do not share tasks exactly. After that, the operator
enhances the quality of sharing after robots executed the
task sharing for a while. If the operator enhances the
quality soon when robots execute good task sharing,
they may not be able to continue the task sharing,
because each robot requires several trials to learn the
sharing. In this paper, we tried to calculate how many
trials each robot requires for learning.

We assumed that robots obtained a reward from an
operator, and continued to select its behavior. When the
Q-value of its behavior is @, at the current time, we
can calculate @ and (Q  from the equation (2).

0,=Y ok (1+ay-a)" +0,(+of -a)"
= @

0., =Y 0E (1+oy-a)" +0(1+a-a)

k=1

where @ and @ | are Q-values of its behavior after
the selection n trials and n—1 trials, respectively. E,
is a evaluation value at the time ¢ .

By using equation (4), we can calculate the
additional value using the following equation:

AQn—l =Qn _Qn—l (5)
=al+ay-a){E, +0,(y-1)}

If the AQ, , is small, it means that its robot’s
learning was finished. In this case, we assumed that the
learning was converged when the AQ , was less than
T. By using these equations, we can calculate the
number of trials that is required to learn, as the
following:

lf AQn—l < T

log{m} (6)

nz2+
log(l+ay — )

In general, Q, has a value more than 0, because
the behavior having its Q-value was an appropriate
behavior in its situation. Therefore, we assumed that
0, was 0 when we wanted to calculate the value of ».



5 Simulation

We performed simulation in order to confirm the
effectiveness of proposed method. At first, we tried that
an operator controlled nine robots by using the method
of section 3. Next, we tried that the operator conducted
a group of robots by using the method of section 4 in
order to share tasks more quickly.

5.1 Conditions of Simulations

We applied the algorithm as shown in Figure 1 to
nine robots. The algorithm has three behavioral
programs to achieve three tasks. Each robot can achieve
one of tasks by selecting one of these programs. In this
simulation, we assumed that each robot could obtain the
other robots’ selected task by its own sensors.

The purpose of this simulation is that an operator
controls nine robots in order to share tasks. We assumed
that the operator changes targets of task sharing as Table
2 depending on the number of trials. The operator
observes a group of robots and provides macro-
commands such as ‘good’ or ‘bad’ for them. Each robot
modifies its own evaluation based on the macro-
commands by using the equation (1). All values of
evaluation were set to 0. And initial values used in the
learning function were chosen as random parameters.
5.2 Results of Simulations

We executed this simulation in the foregoing
conditions. The result of the simulation is shown as
Figure 2. In the figure, the horizontal axis means the
number of experimental trials, and the vertical axis
means the number of robots selected each task. In this
simulation, we confirmed that an operator could control
nine robots to desired task sharing by macro-commands.

In order to share tasks by robots more quickly, we
tried that the operator conducted a group of robots by
using the method of section 4. In this simulation, the
operator enhanced the quality of task sharing gradually
after these robots continued the sharing for 17 trials.
The other conditions were set by the conditions of the
foregoing simulation. The result of this simulation is
shown as Figure 3. In the simulation, we confirmed that
the operator could control task sharing among robots by
commands more quickly by comparing to Figure 2.

6 Conclusion

We proposed a method for controlling task sharing
among robots by macro-commands that are provided for

a group of robots from an operator. The operator gives
an algorithm as shown Figure 1 to each robot. And the
operator observes the group of robots, provides macro-
commands, such as ‘good’ or ‘bad’. Each robot obtains
these commands and modifies its own evaluations that
are used for learning an appropriate behavior selection
depending on each situation. As the result of the
modifications, robots can share tasks based on macro-
commands provided by the operator. We verified the
effectiveness of the proposed method by simulations.
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Table 2: Targets of task sharing

Trials Task 1 Task 2 Task 3
1-1000 3 robots 3 robots 3 robots
1001 —2000 1 robot 1 robot 7 robots
2001 - 3000 5 robots 4 robots non
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Abstract

This paper proposes an evolutionary parallel collaborative
computation instead of conventional GA (Genetic
Algorithm), in order to realize such intelligent agents as
welfare robots which assist humans. This evolutionary
computation is realized by applying chaotic retrieval, Soft
DNA(Soft computing oriented Data driven fuNctional
scheduling Architecture) and collaboration among agents.

Plural agents perform evolution at each own situation
separately, and then all knowledge items of the agents are
integrated collaboratively, like collaborative
recommendation method in AI. We show some
applications of this evolutionary computation, i.e.,
multi-agent robots which move abreast, ITS(Intelligent
Transport System) and so on. Essentially, the process of
this evolutionary computation is parallel processing.
Therefore, we implement its parallel processing algorithm
on A-NET (Actors NETwork) parallel object-oriented
computer, and show the usefulness of parallel processing
for proposed evolutionary computation.

Keywords: Evolutionary computation, Chaotic
retrieval, Associative memories, Parallel processing

1. Introduction

Recently, evolutionary computation models on Alife
(Artificial life) have been researched by computer[1].
Nowadays, its typical approach method is GA (Genetic
Algorithm). Conventional GA is an algorithm based on
traditional Darwinism. On the other hand, in recent
years, new theories of evolution except Darwinism have
been advocated. Nakahara et al. have advocated virus
theory of evolution, and explain rapid evolution which
can not be explained by mutation and natural selection
[2]. Yomo et al. have advocated evolution based on
competitive coexistence, and argue that evolution is not
simple optimization because of interaction among life
[3]. In any case, it is certain that evolution of actual life
is not such simple processes as conventional GA. Above
all, we think there are not only genetic factors but also
other factors (e.g., cultural factor) in evolutionary process
of brain or its intelligence. In addition, it is said that
evolution is irreversible process which does not enable
the life to become again the exactly same life as it used
to be. It seems to us that there is chaos in this

complexity of evolution.

Therefore, we propose evolutionary computation of
intelligence by chaotic dynamics and Soft DNA (Soft
computing oriented Data driven fuNctional scheduling
Architecture) and collaboration among agents as shown in
Fig. 1[4]. We explain this evolutionary computation
and Soft DNA in the following chapter.

o] Intelligence — associative memory
o (Soft DNA)

Chaotic retrieval on associative memory
- generation of agents
with new soft DNA

Y

Environmental information —
Development of intelligence based on soft DNA

Estimation of
intelligence

v

Integration of effective intelligence
based on collaboration among agents

Fig. 1 Chaotic evolutionary collaborative
computation of intelligence using soft DNA

On the one hand, in the society which is filled with
old people, the welfare agent robots which assist the old
or the sick people are requested as shown in Fig. 2.
The welfare robots have to move in a suitable formation,
in cooperation with other agents, humans and th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>