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Abstract: 
Trust is a key element in the development of effective human-robot-human 
relationships. In particular, trust affects system effectiveness as it relates to safety, 
performance, and usability. With the development and integration of humanoid robots 
in human teams, the issue of predicting trust has become a focal concern. Setting the 
scene, we will trace a decade of research into human-robotic trust starting from 2006. 
One of the research gaps is the lack of a reliable measure of human-robotic trust. Past 
studies have emphasized on subjective measurements only. In this plenary, we will 
present a method where subjective (general trust, psychological) and objective 
(physiological) measures were mapped to predict human trust of humanoid robots in 
performing social tasks in a multi-actor, multi-dialog, and bilingual contexts. We will 
present the findings from two studies, involving different humanoid robots and diverse 
types of interactive dialogs in business, disaster and healthcare application domains. 
Extraction of objective measures includes facial expressions, voiced speech, camera-
based heart rate, and gestural posture. Subjective trust comprised fifteen items that 
measured ability, benevolence and integrity. A neuro-fuzzy algorithm extracted rules 
that predicted low, medium and high trust levels. The implications of the findings on 
future human-robotic trust relationships and limitations of the method will be discussed.  
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